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Abstract

Background: Public stigma against depression contributes to low employment rates among individuals with depression. Contact-based educational (CBE) interventions have been shown to reduce this public stigma.

Objective: We investigated the ability of our Virtual Reality Antistigma (VRAS) app developed for CBE interventions to reduce the stigma of depression.

Methods: Sixteen medical students were recruited and randomized 1:1 to the intervention group, who used the VRAS app (VRAS group), and the control group, who watched a video on depression. The depression stigma score was assessed using the Depression Stigma Scale (DSS) and Attitudinal Social Distance (ASD) questionnaire at pre- and postintervention. Feasibility was assessed in both groups and usability was assessed only in the VRAS group after the intervention. A qualitative study was performed on the acquisition of knowledge about stigma in both groups based on participants’ answers to open-ended questions and interviews after the intervention.

Results: The feasibility score was significantly higher in the VRAS group (mean 5.63, SD 0.74) than in the control group (mean 3.88, SD 1.73; \( P = .03 \)). However, no significant differences were apparent between the VRAS and control groups for the DSS (VRAS: mean 35.13, SD 5.30; control: mean 35.38, SD 4.50; \( P = .92 \)) or ASD (VRAS: mean 12.25, SD 3.33; control: mean 11.25, SD 1.91; \( P = .92 \)). Stigma scores tended to decrease; however, the stigma-reducing effects of the VRAS app were not significant for the DSS (pre: mean 33.00, SD 4.44; post: mean 35.13, SD 5.30; \( P = .12 \)) or ASD (pre: mean 13.25, SD 3.92; post: mean 12.25, SD 3.33; \( P = .12 \)). Qualitative analysis suggested that the VRAS app facilitated perspective-taking and promoted empathy toward the patient.

Conclusions: The CBE intervention using virtual reality technology (VRAS app) was as effective as the video intervention. The results of the qualitative study suggested that the virtual reality intervention was able to promote perspective-taking and empathy toward patients.

Trial Registration: University Hospital Medical Information Network Clinical Trials Registry (UMIN-CTR) UMIN000043020; https://upload.umin.ac.jp/cgi-open-bin/ctr/ctr_view.cgi?reptno=R000049109

(JMir Form Res 2022;6(5):e28072) doi:10.2196/28072
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**Introduction**

Major depressive disorder (depression) is a severe medical illness accounting for more than 15 million disability-adjusted life years [1]. Individuals with depression must deal with the illness itself and the stigma (misconceptions) associated with depression [2]. One of the causes of stigma is a lack of knowledge about depression [3]. Stigmatization by the public, reflected in attitudes such as “people complaining of depression are weak,” is known as public stigma [3], whereas internalizing such public stigma and viewing oneself as “weak” (self-stigmatization) is known as self-stigma [4,5]. Public stigma contributes to a low employment rate of patients with depression and self-stigmatization by patients [2]. Self-stigma impedes help-seeking [6]; thus, reducing public stigma toward patients with depression is crucial. Like the general public, health care providers may also stigmatize patients, such as viewing depression as a sign of personal weakness. Such stigma can consequently affect the quality of care offered to patients [7,8]. Health care providers thus need to be targeted when addressing issues of stigma surrounding depression.

Many interventions have been conducted to reduce the public stigma of mental illness [7,9,10]. Among these, contact-based educational (CBE) interventions have been shown to reduce stigma against mental illness [10,11]. A CBE intervention, which is based on the intergroup contact theory, uses contact with the stigmatized group to provide knowledge, reduce anxiety, and enhance perspective-taking and empathy toward the stigmatized group to reduce stigma [12].

Two main avenues are available for a CBE intervention: in-person [11] and video-based contact, which is a typical media-based contact [13]. In-person contact requires an actual patient who provides their testimony in a presentation [11,14,15]. However, in-person contact has been conducted less frequently than video-based contact [10] because of the difficulties in recruiting patients [16] and the negative effects of identity disclosure. Moreover, the intervention requires well-trained individuals with a history of mental illness to deliver the presentation [17]. By contrast, video-based contact uses premade videos of patients providing testimonies about their illness [13,18], which is much easier to set up and is more cost-effective to disseminate [19].

In recent years, virtual reality (VR) has been used for intergroup contact, promoting perspective-taking and empathy [20-22]. The usage of VR for intergroup contact also allows researchers to measure and monitor changes in the intergroup interactions in real time [23]. VR has also increasingly been used in the field of mental health [24,25] to reduce anxiety, such as interaction with a virtual spider to help treat arachnophobia (fear of spiders) [26] and interaction with virtual humans to treat social anxiety disorder [27]. In addition, VR has been used to reduce the public stigma of schizophrenia [28-30].

Perspective-taking allows the user to experience a situation from the perspective of another individual, leading to a better understanding of others, affecting others’ evaluations, and enhancing empathy [31,32]. Therefore, it was expected that a CBE intervention using VR for depression stigma may lead to improved knowledge of depression, reduction in anxiety, and an increase in empathy, resulting in an overall reduction in stigma [12].

In this study, we investigated the ability of the Virtual Reality Antistigma (VRAS) app, which was developed for CBE interventions, to reduce the stigma of depression.

**Methods**

**Participants**

Participants were recruited online. The study was performed in August 2019. Participants were recruited from the University of Tokyo Graduate School of Medicine and School of Medicine. They were informed about the title and background of the study through the website. Exclusion criteria included a current diagnosis of depression or having a history of depression. No payment or reward was offered or provided for participation in the trial. The trial was completed within 1 month of recruitment.

**VRAS App**

The VRAS app was developed for Android OS smartphones (Google LLC, Mountain View, CA) to be used with a head-mounted display (HMD). The duration of the VRAS experience was approximately 5 minutes, and the frame rate was set to 60 frames per second to reduce the risk of VR sickness [33].

The VRAS app provides an immersive virtual environment consisting of three sections (Figure 1). The first section was a workplace environment experienced from a third-person perspective, in which the user observed a scene where the patient was scolded by his boss who stigmatized the patient. The purpose was to improve understanding toward depression stigma in a workplace setting from the perspective of a colleague. The second section was a counseling environment experienced from a second-person perspective. The user took on the role of a counselor to ask three questions related to the effect of depression on the life of the patient. The purpose was to educate the user about the symptoms of depression and struggles of the patient. The third section used the first-person perspective; the user assumed the role of the patient and experienced the symptoms of depression and workplace stigma, with the purpose of inducing empathy [34,35].

The VRAS app thus allowed users to interact with a virtual patient with depression from different perspectives. The virtual patient provided testimony about his struggles against depression, as an essential component of CBE interventions [17,36]. Educational messages for the VRAS app include (1) messages about the high prevalence of mental disorders, (2) messages about social inclusion/human rights, and (3) messages emphasizing that the patient is also a human being [37]. All three of these message types have been demonstrated to be helpful in reducing stigma [13,38].
Figure 1. The three sections of the Virtual Reality Antistigma (VRAS) app. (A) User watches the patient being scolded by the boss due to depression stigma. (B) User takes on the role of the counselor in listening to testimonies by the patient. (C) User, as a patient, is scolded directly by the boss.

Video Material
Participants in the control group watched the video “I Had a Black Dog,” written and illustrated by Matthew Johnstone in collaboration with the World Health Organization. The video served as the CBE material, because it showed an animation of a virtual patient, included testimony from the patient about his struggle with depression [17,36], and replaced false beliefs about depression with correct information (“myth-busting”) [17,39]. The video contained educational messages about (1) the high prevalence of mental disorders, (2) social inclusion/human rights, and (3) recovery-oriented practices [37]. These messages have been demonstrated to be effective in reducing stigma [13,38]. This video was of similar duration to the VRAS app (about 5 minutes). The Japanese translation of the official Japanese picture book “I Had a Black Dog” was used as the subtitle for the video.

Trial Design
This was a randomized, controlled pilot study combined with a qualitative study to compare the effect of the VRAS app and video materials on depression. Participants were randomized 1:1 to the intervention group (VRAS group) or control group (Figure 2). Randomization was performed by randomly allocating a number from 0 to 1 to each participant using Microsoft Excel software. Randomization, enrollment, and assignment of participants were performed by the main experimenter overseeing the trial. Neither the participants nor experimenters were blinded in this study.

Figure 2. Flowchart of the study. VRAS: Virtual Reality Antistigma.

By referring to a previous study using similar scales [40], the sample size was calculated to allow performance of an independent-samples t test with a significance level (α) of 5%, power of 80%, mean difference of 0.75, and standard deviation of 0.5. The number of participants required was calculated as eight per group.
app, whereas those in the control group watched the video material. After using the VRAS app or watching the video, the participant immediately completed a set of postintervention questionnaires (DSS, ASD, and feasibility scale for both groups, and a usability scale for the VRAS group only). Participants were required to complete all three sections of the VRAS app. No changes were made to the VRAS app between recruitment and the end of the trial period. The trial was conducted face-to-face with one participant at a time, and only once per participant. The duration of the trial was 30 minutes. Participants in the VRAS group were instructed to stop immediately if they experienced any VR sickness during the VR experience.

Outcomes
The preintervention survey measured participants’ knowledge of depression and public stigma, as well as the degree of stigma. To measure the degree of public stigma, we used the following vignette of an individual with depression (the Japanese version was used for this study) [41,42]:

John is 30 years old. He has been feeling unusually sad and miserable for the last few weeks. Even though he is tired all the time, he has trouble sleeping nearly every night. John doesn’t feel like eating and has lost weight. He can’t keep his mind on his work and puts off making decisions. Even day-to-day tasks seem too much for him. This has come to the attention of his boss, who is concerned about John’s lowered productivity.

The DSS was used for participants to describe the individual in the vignette along a 5-point Likert scale; a higher DSS score indicates less stigmatization [40,41]. The ASD (also on a 5-point Likert scale) was used to measure the willingness of participants to have contact with the individual in the vignette; a lower ASD score indicates greater willingness [43].

A feasibility scale was also used to assess the feasibility of the VRAS app and video material as an educational tool. A usability scale was used to evaluate the usability of the VRAS app. Both the feasibility and usability scales were modified from the Web-Based Learning Tool (WBLT) [44] and used a 7-point Likert scale (1=strongly disagree, 4=agree, 7=strongly agree).

Statistical Analysis
A t test was applied to the pre- and postintervention results for within- and between-group comparisons. Data were analyzed using the Python programming language (Python 3.6.9; Python Software Foundation) [45], with the significance level set at α=.05.

Qualitative Study
Open-ended questions were provided for participants to answer after the intervention. All questionnaires were self-administered. Participants in both the VRAS and control groups were asked to describe what they understood about stigma against depression after their experience and were told to write “none” if they still did not understand stigma after the intervention. Participants in the VRAS group were asked about their overall impressions on the features of the VRAS app and if there were any features in need of improvement. Participants in the control group were given an opportunity to experience the VRAS app after the experiment and were then interviewed regarding the VRAS app and video material.

The results of the qualitative studies were analyzed using MAXQDA2022 software (VERBI Software, Berlin, Germany) and were coded by two authors (HO and LW) based on the mediators of intergroup contact: “Knowledge acquisition,” “Anxiety reduction,” “Perspective-taking,” and “Empathy” [12].

Ethical Considerations
The study is registered at the University Hospital Medical Information Network Clinical Trials Registry (UMIN-CTR; UMIN000043020). Trial registration was completed retrospectively because ethics approval was obtained from the Research Ethics Committee of The University of Tokyo (approval number 20190999NI) before conducting the trial.

Results
Participant Characteristics
Eighteen students volunteered for this study and disclosed their medical history of depression. Two volunteers were excluded from the study due to a history of depression. The remaining 16 students completed the trial and their data were analyzed. The characteristics of participants at baseline are provided in Table 1. Before the intervention, 50% of participants in the VRAS group and 63% of participants in the control group showed some degree of knowledge about stigma against depression (Table 1). All participants in both groups completed the trial (VRAS app and video).
Table 1. Participant characteristics at baseline (N=16).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total sample (N=16), n (%)</th>
<th>VRAS(^a) group (n=8), n (%)</th>
<th>Control group (n=8), n (%)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>Male</td>
<td>4 (25)</td>
<td>3 (38)</td>
<td>1 (13)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>12 (75)</td>
<td>5 (62)</td>
<td>7 (87)</td>
<td></td>
</tr>
<tr>
<td><strong>Student status</strong></td>
<td></td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Graduate student</td>
<td>15 (94)</td>
<td>7 (88)</td>
<td>8 (100)</td>
<td></td>
</tr>
<tr>
<td>Undergraduate student</td>
<td>1 (6)</td>
<td>1 (12)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Knowledge about depression as a medical illness</strong></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Yes</td>
<td>16 (100)</td>
<td>8 (100)</td>
<td>8 (100)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><strong>Contact with a patient with depression</strong></td>
<td></td>
<td></td>
<td></td>
<td>.52</td>
</tr>
<tr>
<td>Yes</td>
<td>13 (81)</td>
<td>6 (75)</td>
<td>7 (88)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3 (19)</td>
<td>2 (25)</td>
<td>1 (12)</td>
<td></td>
</tr>
<tr>
<td><strong>Have received education on depression</strong></td>
<td></td>
<td></td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>Yes</td>
<td>11 (69)</td>
<td>4 (50)</td>
<td>7 (88)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>5 (31)</td>
<td>4 (50)</td>
<td>1 (12)</td>
<td></td>
</tr>
<tr>
<td><strong>Knowledge about stigma against depression</strong></td>
<td></td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>Yes</td>
<td>9 (56)</td>
<td>4 (50)</td>
<td>5 (63)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7 (44)</td>
<td>4 (50)</td>
<td>3 (37)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)VRAS: Virtual Reality Antistigma app.

**DSS Scores**

No significant differences between the intervention and control groups were identified for the nine DSS items preintervention (\(P=.81\)) or postintervention (\(P=.92\)) (Table 2). In addition, none of the nine items differed significantly between pre- and postintervention. After the intervention, the mean scores for both the VRAS and control groups tended to increase (suggesting decreased stigma); however, these differences were not significant (\(P=.12\) and \(P=.15\), respectively) (Table 2). For the VRAS group, a significant decrease in stigma was seen only for the item “People with this problem are unpredictable” (\(P=.01\)). In the control group, no mean score was significantly different before and after the intervention.
### Table 2. Detailed Depression Stigma Scale scores pre- and postintervention.

<table>
<thead>
<tr>
<th>Item</th>
<th>VRAS(^a) group (n=8)</th>
<th>Control group (n=8)</th>
<th>(P) value(^b)</th>
<th>(P) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Person could snap out of the problem</td>
<td>4.00 (1.07)</td>
<td>4.00 (0.76)</td>
<td>.69</td>
<td>.69</td>
</tr>
<tr>
<td>2. Problem is a sign of personal weakness</td>
<td>4.38 (0.74)</td>
<td>4.00 (0.76)</td>
<td>.60</td>
<td>.56</td>
</tr>
<tr>
<td>3. Problem is not a real medical illness</td>
<td>4.25 (0.71)</td>
<td>4.25 (0.89)</td>
<td>.35</td>
<td>.60</td>
</tr>
<tr>
<td>4. People with this problem are dangerous</td>
<td>4.00 (0.76)</td>
<td>3.38 (0.52)</td>
<td>.29</td>
<td>.40</td>
</tr>
<tr>
<td>5. Avoid people with this problem</td>
<td>4.25 (0.71)</td>
<td>4.13 (0.99)</td>
<td>.10</td>
<td>.52</td>
</tr>
<tr>
<td>6. People with this problem are unpredictable</td>
<td>3.25 (0.46)</td>
<td>3.38 (0.52)</td>
<td>.01</td>
<td>.69</td>
</tr>
<tr>
<td>7. If I had this problem, I would not tell anyone</td>
<td>3.13 (0.99)</td>
<td>3.25 (0.89)</td>
<td>.45</td>
<td>.08</td>
</tr>
<tr>
<td>8. I would not employ someone with this problem</td>
<td>3.25 (1.04)</td>
<td>3.63 (0.74)</td>
<td>&gt;.99</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>9. I would not vote for a politician with this problem</td>
<td>2.50 (1.20)</td>
<td>3.50 (1.07)</td>
<td>.17</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Total personal stigma</td>
<td>33.00 (4.44)</td>
<td>33.50 (3.46)</td>
<td>.12</td>
<td>.15</td>
</tr>
</tbody>
</table>

\(^a\)VRAS: Virtual Reality Antistigma app.
\(^b\)Two-tailed paired \(t\) test.

### ASD Scores

No significant difference in the mean total ASD score between groups was evident preintervention (\(P=.49\)) or postintervention (\(P=.47\)) (Table 3). None of the five items in ASD differed significantly from pre- to postintervention for either group. Tendencies toward a decrease in the mean total score, suggesting increased willingness for contact, were seen in both the VRAS and control groups, but the differences were not significant (\(P=.21\) and \(P=.11\), respectively) (Table 3). For the VRAS group, only the score for the item “Make friends with the person” showed a significant increase in willingness after the intervention (\(P=.03\)). In the control group, no items showed significant differences in mean scores before and after the intervention.

### Table 3. Attitudinal Social Distance scores pre- and postintervention.

<table>
<thead>
<tr>
<th>Item</th>
<th>VRAS(^a) group (n=8)</th>
<th>Control group (n=8)</th>
<th>(P) value(^b)</th>
<th>(P) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Move next door to the person</td>
<td>2.88 (0.83)</td>
<td>2.75 (0.71)</td>
<td>.60</td>
<td>.20</td>
</tr>
<tr>
<td>2. Spend an evening socializing with the person</td>
<td>2.38 (0.92)</td>
<td>2.13 (0.64)</td>
<td>.03</td>
<td>.35</td>
</tr>
<tr>
<td>3. Make friends with the person</td>
<td>2.63 (0.74)</td>
<td>2.25 (0.74)</td>
<td>&gt;.99</td>
<td>.35</td>
</tr>
<tr>
<td>4. Work closely on a job with the person</td>
<td>2.50 (0.93)</td>
<td>2.38 (0.74)</td>
<td>.08</td>
<td>.08</td>
</tr>
<tr>
<td>5. Have the person marry into the family</td>
<td>2.88 (0.99)</td>
<td>2.63 (0.52)</td>
<td>.21</td>
<td>.11</td>
</tr>
<tr>
<td>Total score</td>
<td>13.25 (3.92)</td>
<td>12.13 (2.03)</td>
<td>.21</td>
<td>.11</td>
</tr>
</tbody>
</table>

\(^a\)VRAS: Virtual Reality Antistigma app.
\(^b\)Two-tailed paired \(t\) test.

### Feasibility Scale

The perceived feasibility of the interventions was compared between the two groups (Table 4). No significant difference was seen for the items “This intervention provides useful knowledge related to stigma” or “I think this intervention is an appropriate educational tool to learn about depression stigma” between groups (\(P=.17\) and \(P=.26\), respectively). However, a significant difference in score was identified for “I understood depression stigma through this intervention,” suggesting that participants in the VRAS group had gained a better understanding of stigma against depression postintervention compared to the control group.
Each pertaining to perspective-taking and empathy, respectively. There was no sentence on anxiety reduction.

Typical comments regarding knowledge acquisition in the VRAS group included “I learned that colleagues and superiors discriminate against patients with depression by viewing them as lazy and weak despite being sick,” “Stigma worsens depression,” and “A lack of knowledge causes stigma.” A typical comment indicating a shift in perspective was “I think I was able to understand the patient with depression better as I was able to experience third, second perspective, and first-person perspectives.” Typical comments on empathy included “I understand the patient from many different perspectives,” and “I realized that the stigma of depression makes it difficult for patients to have their symptoms understood by those around them, and it also makes them feel bad, which worsens their depression.”

In the interviews conducted with the participants in the control group after testing the VRAS app, the following comments were made: “I can understand the patient’s feelings in the VR environment,” “The VR experience was useful to understand the patient’s story,” “VR is better than video because it is more immersive,” and “I can concentrate better in VR.”

### Discussion

#### Principal Results

We compared the effect of the VRAS app developed for CBE interventions with that of a video intervention on reducing stigma related to depression. CBE using the VRAS intervention was as effective as the video intervention. The qualitative study suggested that the VRAS intervention generated more empathy for patients with depression by shifting users’ perspectives to that of the patient.

In the following, the results are discussed in accordance with the mediators of intergroup contact for reducing public stigma mentioned above (i.e., knowledge acquisition, anxiety reduction, perspective-taking, and empathy).

#### Knowledge Acquisition

Although there was a decrease in stigma after the intervention in the VRAS group, the difference was not statistically significant. We speculate that this may be due to the educational content of the VRAS app. As the VR experience was limited to approximately 5 minutes to reduce the risk of VR sickness [33], we included only educational messages designed to reduce stigma [13,38], such as messages about the high prevalence of...
mental illness and social inclusion/human rights, as well as “see the person” messages [37]. A recent study also showed that the inclusion of biomedical content (eg, the biological mechanisms underlying mental illness, including neurotransmitters such as dopamine and serotonin) could reduce stigma [46]. Thus, the knowledge gained from the VRAS experience may have been insufficient to reduce depression stigma.

To ensure that the participants had a similar background and knowledge of depression, only medical students were enrolled in this study. Biomedical content may have been particularly relevant to improve the effectiveness of the VRAS app in this population. The lack of such content may have affected the stigma scores. However, the optimal educational content to reduce stigma is controversial [47]. In any case, providing knowledge appropriate to the participant is essential [48]. We believe that VR technology can accomplish this, because it enables cost-effective modification of educational content to fit the demographic characteristics of the user.

The results of the qualitative study suggested that the VRAS group acquired knowledge about stigma more readily than the control group. This may be attributed to the fact that the VRAS app deepened the user’s understanding of stigma by allowing them to meet the virtual patient in a virtual world and experience their behavior and speech in environments similar to the real world. In addition, the participants in the VRAS group commented that the different perspectives of the VRAS app enhanced their understanding of stigma, which was reflected by the results of superior knowledge acquisition in the VRAS group. The usage of the VRAS app for the CBE intervention also overcame some of the difficulties such as ethical issues associated with face-to-face interactions with patients.

Anxiety Reduction

None of the comments from the participants indicated a reduction in anxiety. A prior study using VR to reduce the stigma of schizophrenia showed a reduction in stigma only for participants who liked the person encountered, suggesting that a more positive evaluation of the virtual patient may lead to a reduction in anxiety [28]. However, because schizophrenia and depression have different symptoms, we did not measure the anxiety level of the participants.

Perspective-taking and Empathy

An advantage of VR interventions is the incorporation of perspective-taking to stimulate empathy. Perspective-taking and empathy have been suggested to be helpful in reducing stigma toward others [12,31,32]. The VRAS app utilized a third-person perspective to provide a short example of stigma, a second-person perspective to allow the user to learn about the struggles of patients with depression, and a first-person perspective to put the user “in the shoes” of a patient to understand the experience of having depression and being stigmatized. From the results of the qualitative analysis, it was suggested that the VRAS experience was able to induce empathy and perspective-taking in the participants. However, the total task duration of 5 minutes may have been insufficient to enhance the empathy required, as reflected by the nonsignificant reduction in stigma. Although the optimal duration of intergroup contact is contentious and requires further research [23], VR is immersive and may be a suitable tool to assist in inducing empathy in a short duration.

Usability of the VRAS App

Hardware issues also affected the results of this study. The high latency in the virtual world may have negatively affected knowledge acquisition, undermining the effectiveness of the VRAS app. In the qualitative study, some participants commented that they experienced a delay in movement in the virtual world. Latency is defined as the delay before data transfer begins after an instruction to enact transfer. A latency of >50 milliseconds has been reported to lead to unpleasant VR experiences by reducing the sense of presence in the virtual world [49]. This may have undermined the learning effectiveness of the VRAS app [50]. The VRAS app was developed for use with Android OS smartphones and an HMD; however, smartphones are generally inadequate for VR apps because of latency issues [51]. The VRAS app had an average latency of approximately 70 milliseconds, which may have degraded the user experience and negatively impacted learning [52].

All participants managed to complete the entire VR task without any issue. Although the VRAS app had high latency, we improved its usability by restricting the duration to about 5 minutes to reduce the risk of VR sickness. Frame rate has been shown to affect performance more than latency [53]. We therefore developed the VRAS app to run at approximately 60 frames per second, which is considered sufficient [33].

Regarding the usability of the VRAS app, most participants did not find the VR experience to be physically or mentally stressful, or overly long, and none of the participants experienced VR sickness. Participants also did not find the VR experience to be boring or tedious. This may be due to the scenario design of the VRAS app in which participants interacted with the patient in different roles through the three sections. Interaction within a virtual world has been shown to improve user engagement with the learning materials and to make learning more enjoyable [54].

Limitations

To our knowledge, this is the first randomized controlled pilot study combined with a qualitative study aiming to reduce the stigma of depression via a CBE intervention using VR technology compared to a video intervention. This study had several limitations. First, the participants and instructor were not blinded, which may have affected motivation. Second, the sample size was small; thus, further, larger studies are needed to validate the effectiveness of the VRAS app. Third, the baseline level of depression stigma in this study was low; therefore, the app should be tested in a population with a higher level of stigma. Fourth, the VRAS app focuses on the workplace environment; scenarios involving environments such as schools and the home are needed to expand its scope. Fifth, the duration and content of the video materials were similar, but not identical, to those of the VRAS app. Therefore, the validity of the video control needs to be examined. Sixth, because no suitable feasibility scale for this intervention type has been reported, we...
adapted items from the WBLT rating scale to create our scale, which needs to be validated in further studies.

Conclusions

The CBE intervention using VR technology (VRAS app) was as effective as a video intervention. The qualitative study suggested that the VR intervention was able to enhance empathy for patients, attributed to the perspective-taking. Further research with a larger number of participants is warranted.
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Abstract

Background: Limited access to mental health care services due to provider shortages, geographic limitations, and cost has driven the area of mobile health (mHealth) care to address these access gaps. Reports from the Cohen Veterans Network and National Council for Behavioral Health show that in states where mental health care is more accessible, 38% of people still do not receive the care they need. mHealth strategies help to provide care to individuals experiencing these barriers at lower cost and greater convenience, making mHealth a great resource to bridge the gaps.

Objective: We present a mixed methods study to evaluate user experiences with the mental mHealth service, Cope Notes. Specifically, we aimed to investigate the following research questions: How do users perceive the service in relation to stigma, impact of the intervention, and perceived usefulness? How do users rate the Cope Notes service and SMS text messaging along various dimensions of acceptability? What is the relationship between Cope Notes SMS text message ratings, user personality, and coping strategies? What are user perspectives of leveraging ubiquitous sensing technologies to improve delivery and provide tailored content?

Methods: We performed qualitative interviews with Cope Notes users (N=14) who have used the service for at least 30 days to evaluate their experiences and usefulness of the service. These interviews were coded by 2 raters (SLK and JL), and the interrater reliability was calculated with SPSS (IBM Corp) at 61.8%. In addition, participants completed quantitative measures, including a user experiences survey, personality inventory (Big Five Inventory-10), and coping assessment (Brief Coping Orientation to Problems Experienced).

Results: We derived 7 themes from our qualitative interviews: Likes or Perceived Benefits, Dislikes or Limitations, Suggested Changes, Stigma or Help Seeking, Perceptions of Ubiquitous Sensing, Cultural Sensitivity, and Alternative mHealth Resources. Exploratory analyses between acceptability ratings of Cope Notes and personality factors showed statistically significant positive relationships between seeing oneself as someone who is generally trusting and acceptability items, the most significant being item 7 (I fully understood the sentiment behind Cope Notes Messages) with ($r_{s(10)}=0.82$, $P=.001$). We also found statistically significant relationships between acceptability and Brief Coping Orientation to Problems Experienced items, with the strongest positive correlation between participants strongly endorsing coping by accepting the reality that an event has happened and acceptability item 7 ($r_{s(8)}=0.86$, $P=.001$).

Conclusions: Our study found that Cope Notes subscribers appreciate the service for reframing their mental wellness with statistically significant correlations between personality and acceptability of the service. We found that some users prefer a more

https://formative.jmir.org/2022/5/e35699
personalized experience with neutral to positive reactions to a potential companion app that continuously monitors user behavior via smartphone sensors to provide just-in-time interventions when users need it most.

(JMIR Form Res 2022;6(5):e35699)  doi:10.2196/35699
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Introduction

Limited Access to Care
Mental health service access is scarce for many populations across the globe [1]. With many communities experiencing mental health provider shortages, funding limitations, geographic isolation, and stigma toward seeking mental health services, mobile phone interventions enhance service access due to their convenience, lower cost, and privacy [2]. At the National Institute of Mental Health’s 2018 Mental Health Services Research Conference, Dr. David Mohr of Northwestern University’s Feinberg School of Medicine declared mobile phone interventions “the next big thing” for research regarding mental health services [3]. Although specific mobile interventions, such as mobile health (mHealth) apps and SMS text message systems, have shown to be effective in enhancing access to mental health services [4], a host of unresolved questions remain, including potential impacts on stigma, user acceptability, and other technological components such as ubiquitous sensing technologies that aim to automate emotion recognition in real time without the user’s intervention. Identifying what is known and resolving what is unknown about these topics is critical in guiding next steps in research.

Understanding the Problem: Mental Health Treatment Gap
The mental health treatment gap is a well-known phenomenon for stakeholders, especially researchers, providers, and consumers. The World Health Organization reports that “the gap between people needing care and those with access to care remains substantial, and coverage for effective treatment remains extremely low” [5]. Furthermore, this trend is far reaching: worldwide, 76% to 85% of the individuals with mental health disorders do not receive the treatment they need, particularly in low- and middle-income countries [6]. Similarly, the Cohen Veterans Network and National Council for Mental Wellbeing found that although nearly 56% of American adults seek treatment for themselves or others, 38% of American adults must wait over a week to receive services [7]. They also found that even in states where services are more accessible, >38% of people do not receive the services they need. These alarming statistics are attributed to a variety of barriers to care that must be resolved to improve service access.

Barriers to Care
As outlined by the World Health Organization, coverage for mental health services remains a global concern [5]. According to the 2016 Commonwealth Fund’s Annual International Health Policy Survey, 15% of US adults in need of mental health services could not afford them, and these rates were similar in France (21%) and Norway (16%) [8]. Studies similarly indicated poor insurance coverage and cost as the top barrier to care for >42% of the population [7,9]. Data for low- and middle-income countries suggest that mental health expenditure across all countries is US $2 per year capita, and low-income countries report it as <25 cents [10]. The sources of funding for mental health services in low- and middle-income countries occur in the following order: out-of-pocket expenditure by patient or family, taxes, social insurance, and private insurance [11,12]. Furthermore, these data underscore the funding concerns across low- and high-income countries and highlight the importance of enhancing access to lower cost mental health interventions on a global scale.

An additional challenge that dissuades service access is the limited availability of mental health providers. The World Health Organization reports that the average ratio of mental health providers to need is approximately 9 per 100,000 [13]. This ratio is especially problematic given 1-in-7 people worldwide have one or more mental health condition [14]. In all, 77% of the counties in the United States experience a severe shortage of mental health providers, and the demand for providers is estimated to increase during and after the COVID-19 pandemic [15]. More specifically, the Health Resources and Services Administration [16] shares that the “United States is reported to have a shortage of over 10,000 full time mental health practitioners (psychiatrists; clinical, counseling, and school psychologists; substance abuse and behavioral disorder counselors; mental health and substance abuse social workers; mental health counselors; school counselors) by the year 2025.” This severe deficit in mental health practitioners may lead to other access issues, such as long wait lists, billing restrictions, transportation challenges, a lack of culturally competent care, and a lack of anonymity, all of which are outlined as problematic for rural settings in particular [17]. This manuscript discusses the alternative of mHealth interventions as a viable solution to such barriers to care.

mHealth Interventions: A Potential Solution
First coined approximately 10 years ago, mHealth interventions refer to the delivery of health services via mobile or wireless devices [18]. Common mobile mental health interventions are in the form of mobile apps, but can also include SMS text message components [19] and ubiquitous sensing [20]. SMS text message interventions rely on SMS text messages, which are a form of mobile communication that is fast, reliable, efficient, and highly accessible to the general population. Ubiquitous sensing refers to the use of wireless sensors that are embedded in mobile phones to continuously monitor the activities of mobile phone users to infer, for example, the user’s emotional or mental state [21]. In the context of mental health
mHealth interventions, ubiquitous sensing can be particularly useful in the delivery of SMS text messages as it could enable delivery of content when users need them most. For example, inertial sensors (motion and force), physiological sensors (heart rate or dermal activity), and ambient sensors (light) have been shown to capture data indicative of mood changes [22], which could be leveraged for prompt delivery of just-in-time text message interventions (TMIs) [23]. A recent study evaluating a TMI found the approach to be feasible and acceptable method of delivering psychological treatments [24]. Feasibility and acceptability are 2 implementation outcome measures that help researchers understand if a service is satisfactory (acceptable) or successfully usable (feasible) [25]. Feasibility is a criterion that relates to the practicality, whereas acceptability is a criterion relating to personal judgment [25]. In the context of mHealth interventions, feasibility may examine the ease in performance of an app, and acceptability may examine if the intervention fits an individual’s needs. Examining such measures can help facilitate maintenance of TMI and ubiquitous mHealth interventions. Given >20 billion SMS text messages are sent out every day worldwide [26] and nearly 33% of Americans reported to prefer text messaging to all other forms of communication [27], the investigation of SMS text messaging and mHealth apps, their implementation outcome measures, and their impact on mental health outcomes is well justified.

**Understanding the Effectiveness of mHealth Interventions**

Despite SMS text messaging being a rather new modality for mHealth, studies have already demonstrated the positive impact of TMIs on health behaviors on a global scale. An instance of this is Text4Mood, a TMI service that sends supportive text messages written by mental health therapists daily to subscribers exclusively in Alberta, Canada. This service provides immediate access to an intervention for patients who may have limited access to care, free of charge. After surveying >4000 subscribers, >80% of respondents felt Text4Mood increased hope of managing daily issues, 77% improved management of depression and anxiety, and 75% felt more connected to a support system. Overall, 83% of participants felt Text4Mood improved their general well-being [24]. Although these outcomes suggest the effectiveness of TMI as interventions, the influence of ubiquitous sensing on such mHealth intervention outcomes is less studied. Research in this area also indicates challenges with poor study quality and reproducibility, variability of data types, characteristics of participants, environments, and privacy [28]. As a result, we present these sensors and additional service delivery components, such as the implementation outcome measures, acceptability, and usability, to the participants of this study to gain insight on perceptions as it relates to the app Cope Notes, an SMS text message–based mHealth resource, as a just-in-time intervention.

**Overview of Cope Notes**

Cope Notes is an SMS text message–based support program that sends daily messages to a subscriber [29]. Currently, these text messages are sent daily at a random time with the aim of increasing the recipient’s mental wellness and providing peer support. The goal of these messages is to increase positive thought patterns and build healthy emotional tendencies of subscribers. This program resembles an ecological momentary intervention (EMI), which delivers real-time information to patients during their everyday lives. A total of 13 other EMI programs designed to address anxiety symptoms in patients exist currently [30]. Similar to Cope Notes, these programs attempt to improve symptoms through mobile technology–based psychoeducation, but only 2 deliver similar intervention-based SMS text messages [31].

Cope Notes differs from other SMS text messaging–based behavioral interventions, such as Text4Mood, because of the founder’s personal lived experience with mental illness which enabled him to create an authentic program that resonates with subscribers in search of additional support [32]. Cope Notes aims to use evidence-based approaches, including positive psychology, stigma reduction messaging, and cognitive restructuring, to impact users’ mental well-being, as well as encourage help seeking skills in potential users through peer support. By specifically applying SMS text messaging to these concepts, Cope Notes stands as a unique addition to existing intervention programs.

**This Study**

Apart from certain elements seen in Text4Mood, such as text messages based on principles of cognitive behavioral therapy to target mood and anxiety and promotion of mental well-being [33], no other behavioral health mHealth interventions discussed in the existing literature incorporate SMS text messaging to promote positive mental health self-management using a combination of cognitive restructuring, positive psychology, and stigma reduction. The purpose of this research study is to understand user experiences with Cope Notes as an SMS text messaging–based, mental health, self-management intervention. By understanding the experiences of Cope Notes subscribers, this mixed methods study [9] will facilitate the future application of these findings to other text message–based interventions through a phenomenological lens and advance findings surrounding SMS text messaging–based mHealth. We also aim to identify the current acceptability and usability of Cope Notes to improve similar mHealth services and close the gap in literature as it relates to stigma and how personality influences mHealth use and outcomes in mental wellness. Although in this study we do not investigate the application and use of ubiquitous sensing as it applies to SMS text messaging–based mHealth, we aim to uncover user perceptions of ubiquitous sensing in this space. We view ubiquitous sensing as a potential future innovation of the Cope Notes intervention and have used this research as an opportunity to test the acceptability of this potential application in future research and development activities. Specific research questions we sought to answer with this study include the following:

1. How do Cope Notes users perceive the service as it relates to stigma, impact of the intervention, and perceived usefulness?
2. How do Cope Notes users rate the Cope Notes service and text messaging along various dimensions of acceptability?
3. What is the relationship between Cope Notes message ratings, user personality, and coping strategies?
4. What are user perspectives of ubiquitous sensing technologies, including integration of ubiquitous sensing for the improvement in the timeliness of the intervention and quality of tailored content?

Methods

Ethics Approval

This study was approved by the University of South Florida’s (USF) Institutional Review Board (Pro00040410).

Study Design

To answer our research questions which guided this mixed methods study, we partnered with the USF Morsani College of Medicine (MCOM) and the chief executive officer of Cope Notes to facilitate convenience sampling strategies. We aimed to include 15 participants in the study as this number was deemed large enough to expect to achieve saturation in the themes emerging from the interviews [34]. We collected qualitative and quantitative data separately, and the quantitative component consisting of inventories collected after qualitative interviews was assessed. Qualitative data collection included (1) a demographic questionnaire and (2) qualitative interviews to inform the first and fourth research questions in the aforementioned list. The first quantitative measure evaluated a (3) user experience survey and addresses our second research question. The remaining quantitative data collected, that is, (4) a personality inventory and (5) coping assessment, provided a means to evaluate our third research question in the aforementioned list. Following data collection, we analyzed the qualitative and quantitative data using ATLAS.ti and SPSS (version 26.0; IBM Corp), respectively. The quantitative aspects of the study are used to inform and enhance the themes and patterns that emerged in the qualitative data and SPSS.

Recruitment and Sample

Inclusion criteria required participants to be aged ≥18 years and subscribed to Cope Notes for at least 30 days. Exclusion criteria included not being able to read or speak English. Partnership with the chief executive officer of Cope Notes and USF MCOM guided our recruitment strategies. First, the partnership with Cope Notes allowed a text message to be sent out to subscribers asking whether they would be interested in participating in the study. The USF MCOM partnership provided medical students access to a 30-day Cope Notes subscription as a wellness resource during a time of high stress—the study period before the students’ board exam. These gift subscriptions helped us gain additional participants. Recruitment strategies for medical students included sending out emails requesting participation in the study and verbally sharing information about the study in person at lectures. Volunteering subscribers were contacted via email to schedule in-person, Skype, or telephone interviews depending on their preference and availability. All participants provided informed consent before the commencement of the study and were compensated a digital gift card worth US $15 for their participation. A total of 14 participants were included in this study: 9 (64%) were recruited through the Cope Notes partnership, whereas 5 (36%) were recruited through the MCOM. All data for this study were collected from June 2019 to December 2019.

Qualitative Study Design

Qualitative interviews were conducted to learn more about user experiences with the Cope Notes service, unearth perceptions on privacy and acceptance related to ubiquitous sensing, and gather thoughts pertaining to mental health stigma. Coupled with the interviews, the demographic questionnaire in Multimedia Appendix 1 helped categorize experiences shared by participants—providing context to the outcomes and trends seen in the interviews. Live interviews were conducted using a semistructured interview guide (Textbox 1) and were audio recorded. The interviews lasted no more than an hour and on average lasted approximately 35 minutes, including completion of the demographics survey, and were transcribed verbatim using a secure web-based transcription service.

Textbox 1. Comprehensive list of interview questions from the qualitative interview guide.

<table>
<thead>
<tr>
<th>Interview questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. What did you like or dislike about Cope Notes?</td>
</tr>
<tr>
<td>2. If you responded to any of the texts, describe your experience.</td>
</tr>
<tr>
<td>3. Would you recommend any changes or additional functionality to Cope Notes?</td>
</tr>
<tr>
<td>4. How do you feel about the delivery strategy of randomly timed messages?</td>
</tr>
<tr>
<td>5. Would you recommend any changes to the current delivery strategy?</td>
</tr>
<tr>
<td>6. We are considering creating a companion app that you could run in the background on your phone that would gather data using your phone’s sensors. What do you think about this?</td>
</tr>
<tr>
<td>7. Here are some examples of the data we would collect from smartphone sensors and how it would allow us to predict levels of stress, anxiety, or depression. Do you have any reactions to this?</td>
</tr>
<tr>
<td>8. If Cope Notes has been helpful for you, in what areas of your life has it been helpful?</td>
</tr>
<tr>
<td>9. Can you recall the most and least helpful texts you received from Cope Notes; why were these the most or least helpful?</td>
</tr>
<tr>
<td>10. How do you feel about the cultural sensitivity of Cope Notes?</td>
</tr>
<tr>
<td>11. How does knowing the founder of Cope Notes has lived experience with mental illness change your experience or impression of Cope Notes?</td>
</tr>
<tr>
<td>12. How do you think that Cope Notes might affect stigma surrounding mental illness?</td>
</tr>
</tbody>
</table>
Quantitative Study Design

Quantitative Components and Measures

The quantitative component of this study consisted of a user experience survey, a personality inventory, and an inventory of coping strategies. The user experience survey served to directly measure how impactful certain elements of Cope Notes are perceived by participants. The personality inventory and coping assessment was used to extract possible connections between interactions and perceptions of the Cope Notes service and specific characteristics regarding the participants who engaged with the service. In this way, the quantitative aspects of the study are used to enhance the analysis of patterns that are present in our qualitative results. All quantitative measures were delivered securely and electronically through the Qualtrics survey software, and participants completed the surveys independently without the support of a researcher. Quantitative measures are presented in Multimedia Appendix 2. Examples of Cope Notes messages received by participants are presented in Figures 1 and 2.

Figure 1. Example of an SMS text message that subscribers receive from the Cope Notes service encouraging cognitive reframing.
User Experiences Survey

The participants were asked to rate Cope Notes on several dimensions approximating the acceptability of the program, including (1) relevance to the user’s own life, (2) timing of delivery, (3) how much reflection the texts elicited, (4) how much positive or negative emotion the texts elicited, (5) the user’s understanding of the text’s sentiment, (6) how much the texts promoted cognitive restructuring and coping, and (7) how much the texts inspired users to share the message with others. A total of 6 items were created in consultation with the chief executive officer of Cope Notes. The internal consistency of the 7 items used in this study was Cronbach $\alpha = .874$, demonstrating sufficient reliability [35]. Items on the survey were answered on a 7-point Likert scale (7=strongly agree). The participants were instructed to rate their level of agreement with a series of statements regarding the content (corresponding to the domains listed) of Cope Notes messages received over the past 30 days. An example item from this scale was, Cope Notes messages were relevant to my life as a whole, regardless of when they were received. This measure is available in Multimedia Appendix 2. Because of the exploratory nature of this preliminary investigation of Cope Notes acceptability, we did not use a psychometrically validated instrument to assess user experiences; however, existing research with a similar goal of assessing the acceptability of a TMI adopted a similar methodological approach [24,33].

Personality Inventory

Personality was measured using a short 10-item version of the Big Five personality inventory, the Big Five Inventory (BFI)-10 [36]. This scale was evaluated against the BFI-44 and the Neuroticism, Extraversion, and Openness to experience Personality Inventory-Revised for reliability and validity. BFI-10 scales retain significant validity and reliability, making it a reliable measure for use in this study. The BFI-10 is a shortened version of the original BFI with 44 items. The BFI-10 was created to decrease the required assessment time carried out by researchers. This measure includes 2 items for each of the 5 dimensions of the Big Five—openness, conscientiousness, extraversion, agreeableness, and neuroticism.

Coping Assessment

Coping was measured using the Brief Coping Orientation to Problems Experienced (COPE) inventory [37], which has also demonstrated good reliability and validity [38]. Brief COPE is an abbreviated version of the original COPE Inventory, a questionnaire that assesses a broad range of coping strategies. Brief COPE contains 14 two-item subscales rather than the original 60-item inventory. The reduced multidimensional measures of coping in response to stressors are analyzed separately as follows: (1) self-distraction, (2) active coping, (3) denial, (4) substance use, (5) use of emotional support, (6) use of instrumental support, (7) behavioral disengagement, (8) venting, (9) positive reframing, (10) planning, (11) humor, (12) acceptance, (13) religion, and (14) self-blame [39].

Results

Sample Characteristics

Of the 14 participants, 10 (71%) identified as White, 2 (14%) identified as Middle Eastern or Arab American, 2 (14%) identified as Asian American or Asian, 1 (7%) identified as Black or African American, and 1 (7%) identified as Pacific Islander.
I Islander. Half of our sample (7/14, 50%) identified as male, and 43% (6/14) identified as female. It was noted that 71% (10/14) of the individuals had consulted a mental health professional (psychologist, psychiatrist, etc) for challenges regarding their mental well-being (eg, emotional, behavioral, and cognitive), and 64% (9/14) had a diagnosis of a mental illness. Of that 64% (9/14), participants specified being diagnosed with clinical depression, anxiety, bipolar depression, and attention deficit disorder. In all, 29% (4/14) of the participants reported not receiving a diagnosis of a mental illness. Table 1 provides an overview of the participant characteristics, which were obtained through the demographic survey. On average, participants had been active Cope Notes subscribers for 190 (SD 194) days. The minimum requirement for participation in the study was at least a 30-day subscription, whereas the earliest subscriber had a 700-day long subscription at the time of their interview. The demographic survey completed by participants is available in Multimedia Appendix 1.

Table 1. Participant characteristics collected from the demographic survey (N=14).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-19</td>
<td>1 (7)</td>
</tr>
<tr>
<td>20-29</td>
<td>5 (36)</td>
</tr>
<tr>
<td>30-39</td>
<td>3 (21)</td>
</tr>
<tr>
<td>40-49</td>
<td>1 (7)</td>
</tr>
<tr>
<td>50-59</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Undisclosed</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>6 (43)</td>
</tr>
<tr>
<td>Male</td>
<td>7 (50)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>African American or Black</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Asian or Asian American</td>
<td>2 (14)</td>
</tr>
<tr>
<td>White</td>
<td>10 (71)</td>
</tr>
<tr>
<td>Undisclosed</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Diagnosis of mental illness</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (64)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Depression</td>
<td>4 (29)</td>
</tr>
<tr>
<td>Anxiety and depression</td>
<td>5 (36)</td>
</tr>
<tr>
<td>No</td>
<td>4 (29)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (7)</td>
</tr>
</tbody>
</table>

Qualitative Findings

Overview

The qualitative interview data were analyzed by 2 independent coders (SLK and JL) using structured coding methods following a narrative analysis approach within the ATLAS.ti program [40]. The study team derived overarching themes of interest driven by our research questions (ie, Likes or Perceived Benefits) and minor themes that emerged during the coding process (ie, customized delivery strategy). Interrater reliability, the percentage agreement between the 2 coders (SLK and JL) calculated using Cohen κ in SPSS, was 61.8%, showing substantial rater agreement [41]. Table 2 displays the 52 minor codes and how they are organized into 7 overarching themes: Likes or Perceived Benefits, Dislikes or Limitations, Suggested Changes, Stigma or Help Seeking, Perceptions of Ubiquitous Sensing, Cultural Sensitivity, and Alternative mHealth Resources (see Multimedia Appendix 3 for definitions of the 52 minor codes). Disagreements were resolved through discussion and coming to a consensus as a team.
Table 2. Themes, code frequency, and number of participants reporting each code. Most frequent codes per theme are provided below. See Multimedia Appendix 3 for definitions of all 52 minor codes (N=14).

<table>
<thead>
<tr>
<th>Theme and code</th>
<th>Code frequency</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Likes or perceived benefits</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>122</td>
<td>14 (100)</td>
</tr>
<tr>
<td>2</td>
<td>66</td>
<td>12 (86)</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>14 (100)</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>9 (64)</td>
</tr>
<tr>
<td>5</td>
<td>38</td>
<td>13 (93)</td>
</tr>
<tr>
<td>6</td>
<td>68</td>
<td>14 (100)</td>
</tr>
<tr>
<td>7</td>
<td>39</td>
<td>11 (79)</td>
</tr>
<tr>
<td>8</td>
<td>24</td>
<td>11 (79)</td>
</tr>
<tr>
<td>9</td>
<td>17</td>
<td>8 (57)</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>4 (29)</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>2 (14)</td>
</tr>
<tr>
<td><strong>Dislikes or limitations</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>5 (36)</td>
</tr>
<tr>
<td>13</td>
<td>12</td>
<td>3 (21)</td>
</tr>
<tr>
<td>14</td>
<td>23</td>
<td>5 (36)</td>
</tr>
<tr>
<td>15</td>
<td>21</td>
<td>6 (43)</td>
</tr>
<tr>
<td>16</td>
<td>11</td>
<td>7 (50)</td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>2 (14)</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Suggested changes</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>9</td>
<td>4 (29)</td>
</tr>
<tr>
<td>20</td>
<td>14</td>
<td>9 (64)</td>
</tr>
<tr>
<td>21</td>
<td>25</td>
<td>4 (79)</td>
</tr>
<tr>
<td>22</td>
<td>8</td>
<td>7 (50)</td>
</tr>
<tr>
<td>23</td>
<td>6</td>
<td>3 (29)</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>1 (7)</td>
</tr>
<tr>
<td>25</td>
<td>3</td>
<td>3 (21)</td>
</tr>
<tr>
<td><strong>Stigma or help seeking</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>10</td>
<td>5 (36)</td>
</tr>
<tr>
<td>27</td>
<td>11</td>
<td>6 (43)</td>
</tr>
<tr>
<td>28</td>
<td>39</td>
<td>12 (86)</td>
</tr>
<tr>
<td>29</td>
<td>46</td>
<td>12 (86)</td>
</tr>
<tr>
<td>30</td>
<td>38</td>
<td>12 (86)</td>
</tr>
<tr>
<td>31</td>
<td>43</td>
<td>12 (86)</td>
</tr>
<tr>
<td>32</td>
<td>9</td>
<td>4 (29)</td>
</tr>
<tr>
<td><strong>Alternative mHealth</strong>&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>14</td>
<td>5 (36)</td>
</tr>
<tr>
<td>34</td>
<td>2</td>
<td>1 (7)</td>
</tr>
<tr>
<td>35</td>
<td>22</td>
<td>7 (50)</td>
</tr>
<tr>
<td>Theme and code</td>
<td>Code frequency</td>
<td>Participants, n (%)</td>
</tr>
<tr>
<td>----------------</td>
<td>----------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>36</td>
<td>9</td>
<td>3 (21)</td>
</tr>
<tr>
<td>37</td>
<td>1</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Perceptions of ubiquitous sensing</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>33</td>
<td>10 (71)</td>
</tr>
<tr>
<td>39</td>
<td>18</td>
<td>9 (64)</td>
</tr>
<tr>
<td>40</td>
<td>13</td>
<td>8 (57)</td>
</tr>
<tr>
<td>41</td>
<td>11</td>
<td>5 (36)</td>
</tr>
<tr>
<td>42</td>
<td>10</td>
<td>7 (50)</td>
</tr>
<tr>
<td>43</td>
<td>9</td>
<td>6 (43)</td>
</tr>
<tr>
<td>44</td>
<td>14</td>
<td>7 (50)</td>
</tr>
<tr>
<td>45</td>
<td>16</td>
<td>9 (64)</td>
</tr>
<tr>
<td>46</td>
<td>12</td>
<td>6 (43)</td>
</tr>
<tr>
<td>47</td>
<td>4</td>
<td>2 (14)</td>
</tr>
<tr>
<td>48</td>
<td>8</td>
<td>4 (29)</td>
</tr>
<tr>
<td>49</td>
<td>3</td>
<td>2 (14)</td>
</tr>
<tr>
<td><strong>Cultural sensitivity</strong>&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>8</td>
<td>6 (43)</td>
</tr>
<tr>
<td>51</td>
<td>11</td>
<td>9 (64)</td>
</tr>
<tr>
<td>52</td>
<td>3</td>
<td>2 (14)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Most frequent code: positive impact.  
<sup>b</sup>Most frequent code: lack of impact.  
<sup>c</sup>Most frequent code: customized message content.  
<sup>d</sup>Most frequent code: stigma reduction.  
<sup>e</sup>Most frequent code: other mHealth or therapy.  
<sup>f</sup>Most frequent code: positive reaction.  
<sup>g</sup>Most frequent code: neutral cultural impact.

**Theme 1: Likes or Perceived Benefits**

When asked about Cope Notes, users generally found Cope Notes to be helpful and supportive:

*Cope Notes to me is exactly like somebody saying “hello” to somebody. “How are you doing?”* [Participant 6]

*Cope Notes would come in and really help me focus on what I could control, and what I couldn’t, and what was important.* [Participant 7]

All participants voiced a preference for convenience, including passive, low effort, and low time commitment resources that were simple to use:

*I think it’s a quick tool and it doesn’t really take that much effort. That’s what I like about it.* [Participant 3]

...text messages, which is about as easy as it gets. [Participant 1]

Of the 14 users, 12 (86%) noted that Cope Notes encouraged positive reframing of their mental wellness, and 13 (93%) stated that they liked the random message timing:

*I like that it comes at different times of day...[the messages] have been helpful to me, good reminders.* [Participant 9]

*It’s just a nice little way to recenter my thoughts in the middle of the day...I like that they come in randomly, not at the same time every day.* [Participant 7]

All users (14/14, 100%) said that they liked the variety of topics, as well as the subject depth, that Cope Notes delivered to them. Some users (4/14, 29%) felt the messages even triggered awareness, self-reflection, and mindfulness when it came to their everyday interactions:

*Cope Notes is great because it gives you something to think about and to reflect on.* [Participant 3]

**Theme 2: Dislikes or Limitations**

A common dislike was the invariance of message length:

...message length was always...standardized. [Participant 1]
Of the 14 users, 6 (43%) found that the tone of some of the texts seemed more off-putting rather than encouraging, and in some cases, not sufficiently engaging:

Some [text messages] are instructional which to me felt kind of weird. [Participant 2]

It was just quotes. I saw other people got more interactive [messages]. [Participant 4]

In all, 50% (7/14) of the participants also noted that the timing of some messages came too late or too early in the day to be viewed as helpful:

It would come so late that I was already asleep. [Participant 4]

In total, 14% (2/14) of participants also stated that Cope Notes was “too expensive” as follows:

I’m not sure I would pay $10 a month for it...when life was crazy, I would pay a little bit more. [Participant 3]

In addition, a user experienced multiple text threads instead of a consistent conversation thread of daily messages and found that to be cumbersome:

For me it was always from a different number, so my inbox was [a] whole bunch of Cope Notes. [Participant 4]

**Theme 3: Suggested Changes**

The most common suggested change, recommended by 64% (9/14) of users, was to include more interactive media, such as inspirational wallpapers or images:

I’m more of a visual person...that would kind of enrich the experience. [Participant 2]

Users also suggested variability in the length of text messages to make it less robotic. Similarly, another popular suggestion made by 29% (4/14) of participants was the ability for a user to choose the time frame of delivery, as well as the type of content received on a day-to-day basis:

I prefer to be able to set it at a time that I feel like I need it most...I’m like, okay, it’s 4:15 [and] I haven’t received my message yet. But I know that it is coming somewhere along in the afternoon. [Participant 8]

A user suggested the ability to bookmark text messages that they wanted to remember, whereas 50% (7/14) of the users requested an increase in 2-way interactions:

Ooh [if] you can favorite things...have a favorite quote to come back [to]. [Participant 3]

[I’d prefer] a personalized [response] for sure, if it was automated, I probably wouldn’t respond. [Participant 11]

**Theme 4: Stigma or Help Seeking**

Although the consensus reported by 86% (12/14) of users was that Cope Notes could assist in stigma reduction, participants raised 2 alternative opinions worth noting. First, some (5/14, 36%) participants stated that upfront knowledge of the Cope Notes founder’s lived experience with mental illness could deter those who are label avoidant. Label avoidance occurs when someone avoids people or places that might prime a stigmatizing label such as mental illness. In other words, people may shy away from receiving mental health services (continuing or initiated services) due to fears of being associated with the negative stigma surrounding mental illness. As such, using the founder’s public background of lived experience as a selling point of this service may discourage others from using Cope Notes to avoid stigma.

Second, 86% (12/14) of participants acknowledged that Cope Notes assisted them with reflecting on shared previous experiences and perceptions of stigma that they could tie to preferred styles of peer support:

[Participant 12]

Participants also stated that Cope Notes may encourage some users to find more professional forms of mental health treatment, although some were not sure which of their peers would intentionally seek professional mental health services:

I could see people picking something more light, like Cope Notes, before trying...medical attention type coping mechanisms. [Participant 2]

I don’t trust counselors...[Cope Notes] is kind of like a nice little...a form of counseling. [Participant 1]

**Theme 5: Perceptions of Ubiquitous Sensing**

We asked participants to consider the use of a companion app as a complement to the traditional Cope Notes SMS text message service. The app’s functionality, that of which reflects a ubiquitous sensing-like paradigm, was explained to participants in plain language as follows. The app would use the embedded sensors (participants were also provided with this information during their interview; Textbox 2) in the user’s smartphone to gather information about the user’s surroundings and how the user interacts with their device. These data would then be used as input to a machine learning algorithm trained to identify distinct patterns in the user’s behavior to predict instances where the user might be upset, stressed, or expressing otherwise concerning behavior. Such an app would run in the background on the user’s smartphone, and based on the prediction from the algorithm, trigger an SMS text message intervention to be sent to the user, providing timely support when users need it the most.
Most participants were neutral (8/14, 57%) or responded positively (10/14, 71%) to the idea of the app providing more timely interventions according to need:

*If someone’s stressed out, I think a great thing is to have someone to just give them...[a] nugget of wisdom.* [Participant 1]

*I think that would just be a great enhancement, as a resource!* [Participant 8]

In all, 50% (7/14) of the users were concerned that other users may be concerned about privacy, whereas 64% (9/14) of participants had concerns about the collection of data themselves:

*It’s a little big brother-y, I think is what people think.* [Participant 7]

*I think this also might be perceived by a lot of people as an intrusion of their privacy.* [Participant 10]

Many participants (6/14, 43%) mentioned specific sensors that they had a negative reaction to (ie, call logs and microphone). As a remedy, participants suggested allowing users to select which sensors the app could access:

*Let people pick which data to allow the app to use.* [Participant 2]

Meanwhile, only 14% (2/14) of participants were opposed to using the sensors owing to their personal privacy concerns:

*I actually would not be interested in that...Yeah, it’s a privacy issue.* [Participant 13]

*I definitely struggle with like the microphone gathering information, listening...I don’t think I’d leave that up to my phone, my phone data to gauge [my behavioral patterns].* [Participant 14]

Furthermore, 43% (6/14) of participants were unsure of the abilities of the app or underlying machine learning algorithm to predict times when a user may be stressed or needs support:

*It’d be interesting to see how well it worked and how accurate it was.* [Participant 9]

**Theme 6: Cultural Sensitivity**

When asked about cultural sensitivity, participants responded in a generally neutral (9/14, 64%) to positive (6/14, 43%) manner:

*I haven’t ever come across anything that seemed like it was directed or misdirected.* [Participant 7]

Participants did note that most statements made in the messages received referenced Western culture related references:

*References to a famous person...someone in another country may not [know them].* [Participant 1]

**Theme 7: Alternative mHealth Resources**

Another theme that was recognized was the comparison of Cope Notes to other mobile mental wellness resources. In all, 36% (5/14) of participants compared this text message program to the meditation mobile app Headspace or the gratitude journal mobile app Three Good Things:

*Three Good Things is very unique and individual, right? And it’s also very active, so you...unlike Cope Notes, you can’t ignore it, it requires you to put in*
something, it’s not just a message that comes and you read it. [Participant 10]

A participant also compared it to Autonomous Sensory Meridian Response videos, which are web-based videos that include sensation inducing audio triggers. Cope Notes was also compared with Early Alert, a text message mental wellness check program designed for professional health students. However, users distinguished that these programs were for specific parts of mental health whereas Cope Notes was more encompassing:

I think it’s easier. In general, to get to more people with Cope Notes than you can with Not A Therapist. [Participant 15]

### Quantitative Findings

We conducted exploratory analyses using descriptive statistics and correlations. Specifically, the quantitative survey data were analyzed through descriptive statistics using SPSS. We were interested in the mean user ratings of Cope Notes’ acceptability as well as how personality and coping strategies might relate to user ratings. Table 3 provides the means and SDs of participant ratings of Cope Notes acceptability along 10 dimensions. The sample size for each item varies as participants were given the option to respond that the question was not applicable. In addition, not all participants completed the quantitative survey. Responses to the survey were obtained from 12 of the 14 (86%) participants who provided qualitative interviews. Higher scores (scores could range from 0=not applicable to 7=strongly agree) represent more agreement with each of the acceptability items.

| Table 3. Means and SDs of acceptability rating items of the Cope Notes service (N=14). |
|-----------------------------|-----|-----------------|
| Acceptability rating items  | n (%) | Mean (SD) |
| 1. Cope Notes messages were relevant to my life as a whole, regardless of when they were received. | 12 | 6.25 (1.06) |
| 2. Cope Notes messages came at a relevant time in my life. | 12 | 6.08 (1.38) |
| 3. Cope Notes messages were not relevant to my life at all. | 5 | 2.20 (0.45) |
| 4. I think of Cope Notes messages often, and remembering them helps me face new situations. | 11 | 5.73 (1.42) |
| 5. Cope Notes messages provoked a positive feeling. | 12 | 6.08 (0.90) |
| 6. Cope Notes messages provoked a negative feeling. | 4 | 2.00 (0.00) |
| 7. I fully understood the sentiment behind Cope Notes messages. | 12 | 6.08 (1.16) |
| 8. Cope Notes messages helped me view myself or my situation differently. | 12 | 6.08 (1.08) |
| 9. Cope Notes messages helped me deal with or relieve pressure or stress. | 12 | 6.00 (1.47) |
| 10. I have shared Cope Notes messages with others or posted them on a social networking site. | 10 | 6.00 (1.25) |

Exploratory analyses of the relationship between acceptability ratings and personality factors as measured by the BFI-10 revealed several significant correlations. Spearman correlations indicated a statistically significant positive relationship between seeing oneself as someone who is generally trusting and acceptability items 4 ($r_{s(6)}=0.71$, $P=.01$), 5 ($r_{s(10)}=0.75$, $P=.005$), 7 ($r_{s(10)}=0.82$, $P=.001$), and 10 ($r_{s(10)}=0.71$, $P=.02$). There was also a significant positive correlation between perceptions of oneself as someone who does a thorough job and acceptability item 8 ($r_{s(10)}=0.80$, $P=.01$).

Examining relationships between Brief COPE items and acceptability ratings revealed a statistically significant negative correlation between receiving emotional support from others and acceptability item 1 ($r_{s(6)}=-0.80$, $P=.006$) and 9 ($r_{s(8)}=-0.79$, $P=.006$). The active coping strategy of taking action to make things better was significantly positively related to acceptability item 8 ($r_{s(8)}=0.72$, $P=.02$). Endorsement of the coping strategy of saying things to let one’s unpleasant feelings escape was significantly negatively related to acceptability item 5 ($r_{s(8)}=-0.66$, $P=.04$) and 7 ($r_{s(8)}=-0.70$, $P=.03$). Participants who strongly endorsed the coping strategy of doing something to think less about their problems (eg, going to movies, watching television, reading, daydreaming, sleeping, or shopping) were significantly less likely to strongly endorse acceptability items 5 ($r_{s(8)}=-0.74$, $P=.01$) and 7 ($r_{s(8)}=-0.75$, $P=.01$). Participants strongly endorsing coping by accepting the reality that an event has happened also strongly endorsed acceptability items 5 ($r_{s(8)}=0.69$, $P=.03$), 7 ($r_{s(8)}=0.86$, $P=.001$), 9 ($r_{s(8)}=0.67$, $P=.03$), and 10 ($r_{s(6)}=0.84$, $P=.009$). Finally, endorsement of using the coping strategy of expressing negative feelings was significantly positively related to acceptability item 8 ($r_{s(8)}=0.67$, $P=.03$).

### Discussion

#### Principal Findings

In general, Cope Notes users found Cope Notes to be helpful and supportive. Specifically, users spoke about Cope Notes functioning to help them refocus on aspects of their lives over which they had control. Users liked that Cope Notes is a low-effort tool and that it is easy to use and saw Cope Notes as a high-effort tool that and that it is easy to use and saw Cope Notes helpful for managing stigma and normalizing mental illness. Users also framed Cope Notes as a low-intensity intervention [42] that may lead to seeking professional mental health care later. Users reported that Cope Notes helped with reframing their mental wellness and liked the random timing of the messages. These positive reactions to Cope Notes are confirmed by the high levels of acceptability endorsed through the...
quantitative survey asking users to rate the messages on the 10 dimensions of acceptability.

On the other hand, Cope Notes users disliked the standard message length and occasionally disliked the tone of a text message. Some (3/14, 21%) users did not like the early morning or late-night delivery of a text. Some (2/14, 14%) participants also felt that the subscription cost was too high. Changes suggested by users included requests for more media-based and engaging texts, an option to select the time of message delivery, and a more personalized experience. Users generally had a positive or neutral response to the use of ubiquitous sensing, which might aid in bringing about such changes. No specific concerns were expressed about the cultural sensitivity of Cope Notes, though it was noted that Cope Notes seems to be targeted toward Western cultures. We also found that users compared Cope Notes to other mHealth interventions; however, they viewed Cope Notes as targeting mental health more broadly than other products. The goal of our qualitative inquiry was not to generalize these findings but instead to gain understanding of the experiences of users of this SMS text messaging mHealth self-management resource.

There were several personality traits that were significantly related to the acceptability ratings of Cope Notes. Seeing oneself as generally trusting and acceptable was positively related to remembering the Cope Notes messages and using them to face new situations, positive feelings provoked by the Cope Notes texts, fully understanding the sentiment behind the texts, and sharing the Cope Notes messages with others or on social media sites. These relationships seem to reflect the notion that those who trust others may be more likely to place trust in the content of the texts, thereby experiencing a positive reaction to the texts and a desire to share them with others [43,44]. Perceptions of oneself as doing a thorough job was positively related to responding that the Cope Notes texts helped the user to view themselves and their situation differently. This too seems reasonable as those who may have thoroughness as a personality trait may be more likely to process and use the information contained in the text messages [45]. These findings regarding personality provide insight into the types of users who may be more likely to find Cope Notes, or similar SMS text messaging–based interventions, as an acceptable tool for coping, and may also inform the modification of the intervention to appeal to a broader range of personality types.

The coping strategy of receiving emotional support from others, as measured by the Brief COPE, was negatively related to viewing Cope Notes messages as relevant to one’s life and using the messages to help deal with pressure or stress. This may suggest that Cope Notes would be most acceptable to those who lack emotional support from others in their immediate environment. Coping styles of taking action to make things better was positively related to using the messages to help change one’s views of themselves or their situation. This was a logical finding as both are active forms of coping, also referred to in the existing literature as problem focused coping [46]. There was a negative relationship between endorsing positive feelings provoked by Cope Notes and fully understanding the sentiment of the text and the coping strategy of saying things to let one’s negative feelings escape. Perhaps those users who vent more are less likely to experience a positive response to a nonverbal text message and therefore may be less likely to exert effort to understand the message. Those participants who endorsed the coping strategy of doing things to distract themselves from their problems were also less likely to experience positive feelings from Cope Notes messages or understand the message’s sentiment. This finding might reflect the idea that the passive receipt of a text is less likely to emotionally impact those who prefer such active coping strategies and therefore less likely to inspire an effort to understand message content. Participants who endorsed coping by accepting the reality of an event also endorsed positive feelings evoked by Cope Notes, understood message sentiment, used Cope Notes to relieve pressure or stress, and shared the messages with others. Many of the Cope Notes texts are rooted in positive psychology strategies such as mindfulness and acceptance and therefore users who tend to cope in this way may be particularly likely to have a positive experience with Cope Notes. Taken together, these findings may inform targeting of the Cope Notes customer segment as well as modifications of the Cope Notes intervention or content of texts to respond to a broader range of coping styles. Despite the scarcity of similar investigations to compare findings, in summary, we found that those with active coping tendencies, or those who are more likely to receive outside emotional support are less likely to feel positively impacted by Cope Notes. However, participants who are more likely to cope through nonverbal approaches are more likely to embrace Cope Notes. We continuously received feedback from participants who were more concerned about internet safety and privacy regarding the possibility of a companion app from a group think perspective. Individually, participants were not as concerned about privacy and security as they believed other possible users to be.

Comparison With Previous Work

Text4Mood is a similar SMS text messaging–based program that sends supportive texts each day to users located in North America who text the word mood to a specific number. This program is designated for those who are currently on a wait list to receive services or have difficulty accessing service due to geographic barriers [24]. Text4Mood can also provide psychological support for those currently enrolled in individual or group counseling. For US $5.40, users can access this service for 6 months at no additional charge.

Text4Mood differs from Cope Notes as it is marketed for users who are in the process of receiving treatment directly from a provider, whereas Cope Notes does not require users to pursue direct care. The geographic boundaries and price points also differ; Text4Mood is only available to users in North America, whereas Cope Notes does not have any geographic limitations and the subscription ranges from US $6.99 to US $9.99 per month (depending on the type of subscription purchased). Users of Cope Notes and Text4Mood both reported positive benefits to their overall mental well-being after extended use of both services.

Cope Notes is also similar to EMIs, as previously referenced in the Introduction section. Heron and Smyth [30] identified 27 EMIs for different health conditions, 6 of which focused on
addressing symptoms of anxiety. None of these interventions, including the 6, used SMS text messaging [30]. A more recent meta-analysis of EMI interventions meant to augment mental health and positive psychological well-being, which included some SMS text messaging–based interventions, found that EMIs were effective (medium effect sizes) for improving anxiety, depression, perceived stress, acceptance, relaxation, and quality of life [47]. However, none of the illness self-management SMS text messaging–based EMIs reviewed in the literature to date attempt to integrate cognitive restructuring, positive psychology, and stigma reduction messaging, and none involve a component of peer support, making Cope Notes an innovative addition to the existing menu of available EMIs for mental illness and its evaluation concerning effectiveness and acceptability, a novel and timely addition to research literature in mHealth.

Limitations
The small sample size for our quantitative survey limits our ability to gain an understanding of the relationship between personality and coping styles and the acceptability of the Cope Notes program on a broader scale. Despite our efforts to recruit a large, heterogenous sample, ultimately our relationship with the USF MCOM for recruitment yielded a significant portion of research participants, which could have implications regarding the generalizability of this work. However, we also aimed to reach a more representative population of the Cope Notes users via an SMS text message blast sent to subscribers. It is also possible that the demographic information present in our sample is largely representative of Cope Notes subscribers. Regarding the sample size, we continued to recruit participants until we noticed a clear pattern of qualitative data providing repetitious information. After reviewing the data from the first 14 participants, we then determined we had reached saturation through repeated emerging themes and ended the recruitment stage.

We did detect some statistically significant and potentially meaningful relationships that could be used to target the Cope Notes audience segment and modify the program or message content; however, additional research with a larger sample size is called for to gain a more accurate picture of those who might be more likely to benefit from Cope Notes and SMS text messaging–based interventions in general.

Conclusions
Affordability, limited numbers of mental health providers, stigma, and other factors limiting accessibility to or willingness to seek mental health services are well known. These barriers to care are exacerbated by the effects of the COVID-19 pandemic, further increasing the demand for accessible mental health support [48,49]. mHealth interventions are one way to enhance the accessibility of mental health services, although all forms of mHealth interventions, such as SMS text messaging–based interventions, are understudied [50]. Understanding the effectiveness of mHealth resources, such as SMS text messaging–based intervention Cope Notes, for improving and facilitating mental health self-management services is more important now than ever before.

The presented mixed methods study found subscribers of Cope Notes to appreciate the service for refocusing and reframing their mental wellness, with noted statistically significant correlations between specific personality traits and acceptability of the SMS text messaging–based service as evaluated via qualitative interviews, coping assessment, personality inventory, and a user experiences survey. However, we also found that some users preferred a more personalized experience with Cope Notes, with a potential for a companion app equipped to continuously monitor user behavior to identify moments of distress as a viable solution. Despite touching on ubiquitous sensing in this way, investigating an actual implementation of ubiquitous sensing was not an objective of this study. Findings of this study regarding participant personality and coping styles and Cope Notes ratings indicate potential avenues for future research on coping styles and personality as mediators of acceptability of text-based mental health interventions. It is important to note that Cope Notes is not a replacement for professional mental health treatment but instead a supplement for professional forms of treatment. Through these findings, other researchers can gain more understanding to how SMS text messaging may be received by others, even outside of behavioral interventions. Future research will include a more refined focus on the possibility of using ubiquitous sensing in text message–based interventions for mHealth purposes.
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Abstract

Background: The use and sharing of patient-generated health data (PGHD) by clinicians or researchers is expected to enhance the remote monitoring of specific behaviors that affect patient health. In addition, PGHD use could support patients’ decision-making on preventive care management, resulting in reduced medical expenses. However, sufficient evidence on the use and sharing of PGHD is lacking, and the impact of PGHD recording on patients’ health behavior changes remains unclear.

Objective: This study aimed to assess patients’ engagement with PGHD recording and to examine the impact of PGHD recording on their health behavior changes.

Methods: This supplementary analysis used the data of 47 postpartum women who had been assigned to the intervention group of our previous study for managing urinary incontinence. To assess the patients’ engagement with PGHD recording during the intervention period (8 weeks), the fluctuation in the number of patients who record their PGHD (ie, PGHD recorders) was evaluated by an approximate curve. In addition, to assess adherence to the pelvic floor muscle training (PFMT), the weekly mean number of pelvic floor muscle contractions performed per day among 17 PGHD recorders was examined by latent class growth modeling (LCGM).

Results: The fluctuation in the number of PGHD recorders was evaluated using the sigmoid curve formula ($R^2=0.91$). During the first week of the intervention, the percentage of PGHD recorders was around 64% (30/47) and then decreased rapidly from the second to the third week. After the fourth week, the percentage of PGHD recorders was 36% (17/47), which remained constant until the end of the intervention. When analyzing the data of these 17 PGHD recorders, PFMT adherence was categorized into 3 classes by LCGM: high (7/17, 41%), moderate (3/17, 18%), and low (7/17, 41%).

Conclusions: The number of PGHD recorders declined over time in a sigmoid curve. A small number of users recorded PGHD continuously; therefore, patients’ engagement with PGHD recording was low. In addition, more than half of the PGHD recorders (moderate- and low-level classes combined: 10/17, 59%) had poor PFMT adherence. These results suggest that PGHD recording does not always promote health behavior changes.

(JMIR Form Res 2022;6(5):e35471) doi:10.2196/35471)
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Introduction

Background

According to the Office of the National Coordinator for Health Information Technology, patient-generated health data (PGHD) is defined as health-related data created, recorded, or gathered by or from patients (or family members or other caregivers) to help address a health concern [1,2]. In 2018, the term PGHD was introduced into the Medical Subject Headings thesaurus [3]—a controlled and hierarchically organized vocabulary produced by the National Library of Medicine for indexing, cataloging, and searching of biomedical and health-related information—and the term became widely known. PGHD in paper form have been used in the past, but the development of digital health innovations has enabled the collection of a large amount of electronic PGHD easily through mobile phones, wearable devices, and several types of sensors. The use and sharing of PGHD by clinicians or researchers is expected to not only enhance the remote monitoring of specific behaviors that affect patient health, but also support patients’ decision-making on preventive care management, resulting in reduced medical expenses [4]. However, sufficient evidence on the use and sharing of PGHD in clinical settings is lacking [5], and the impact of PGHD recording on health behavior changes remains unclear [6-8]. Previous studies have incorporated PGHD techniques into multicomponent interventions. A scoping review [9] reported that multicomponent interventions used the following techniques to motivate users for PGHD recording: the provision of rewards and incentives, goal setting, reminders, feedback, social support, and entertainment elements such as gamification. Given the complexity and diversity of multicomponent interventions, it is difficult to evaluate the effect of PGHD recording, and there is no conclusive evidence that it improves health behavior [9,10].

Our Previous Study

We conducted multicomponent interventions with reminder emails for pelvic floor muscle training (PFMT) to manage urinary incontinence (UI), in which users manually recorded the number of pelvic floor muscle contractions (PFMCs) performed as PGHD every day as instructed by the researchers.

Additional Rationale for This Study

Many users of digital behavior change interventions (DBCIs) that use technologies such as the internet, telephones, mobile phones, and environmental sensors [16] do not use these technologies as intended by researchers, and the number of users declines over time [17,18]. The attrition of DBCI users may impact the effectiveness of the interventions. Therefore, “effective engagement” that is sufficient to achieve the intended outcomes should be established [16,19]. Engagement with DBCIs is conceptualized as two synthetic constructs, “engagement as behavior” (eg, the extent of use of DBCIs or their components) and “engagement as subjective experience” (eg, intrinsic interest and enjoyment), and it is a dynamic process that is expected to vary both within and across individuals over time [20-22]. A scale for assessing engagement with DBCI has recently been developed [20,21]. It has been suggested that, by assessing engagement, researchers can determine when and how to tailor interventions to the individual, supplement with human support when needed, and identify the components required for intervention design [19,23].

Goal of This Study

We conducted a supplementary analysis of the PFMC data stored on the server of our previous study [11]. This study aimed to assess patients’ engagement with PGHD recording (ie, “engagement as behavior”) and participants’ usability of PGHD recording (ie, “engagement as subjective experience”). Furthermore, we aimed to examine the impact of PGHD recording on health behavior changes in PFMT adherence among PGHD users who recorded their PFMCs consistently using latent class growth modeling (LCGM).

Methods

Recruitment and Sample

The participants were postpartum women who had delivered from January to August 2014 at an obstetric clinic in Osaka Prefecture, Japan, which performs approximately 600 deliveries per year, and had been assigned to the intervention group of our previous study [11]. The inclusion criterion of our previous study [11] was postpartum women with a smartphone and the number of times implemented per day and per week) and the number of PFMCs performed was recorded on a website via smartphone. Our results showed that this multicomponent intervention improved PFMT adherence (implementation rate (ie, a total of 18 PFMCs per day), and the training duration was at least 8 weeks.

Additional Rationale for This Study

Many users of digital behavior change interventions (DBCIs) that use technologies such as the internet, telephones, mobile phones, and environmental sensors [16] do not use these technologies as intended by researchers, and the number of users declines over time [17,18]. The attrition of DBCI users may impact the effectiveness of the interventions. Therefore, “effective engagement” that is sufficient to achieve the intended outcomes should be established [16,19]. Engagement with DBCIs is conceptualized as two synthetic constructs, “engagement as behavior” (eg, the extent of use of DBCIs or their components) and “engagement as subjective experience” (eg, intrinsic interest and enjoyment), and it is a dynamic process that is expected to vary both within and across individuals over time [20-22]. A scale for assessing engagement with DBCI has recently been developed [20,21]. It has been suggested that, by assessing engagement, researchers can determine when and how to tailor interventions to the individual, supplement with human support when needed, and identify the components required for intervention design [19,23].
Data Inclusion and Exclusion
This study used the data of 47 postpartum women who had been assigned to the intervention group of our previous study [11] for managing UI. There were no exclusion criteria, and no data were excluded from analyses.

Study Design
This research is a supplementary analysis of our previous study, which improved PFMT adherence and reduced the number of postpartum women with UI. A detailed description of the study has been published in full [11]. In our previous study, participants received PFMT reminder emails via smartphone every day for 8 weeks, which contained a URL link to a website for manually recording the number of PFMCs performed.

Ethics Approval
This study uses data collected during our previous study [11], which was approved by Osaka University Medical Science Department of Health Ethics Committee (approval number 268).

Evaluation Outcomes
Data collected by the above procedure were classified into the following four categories: (1) participants’ demographic characteristics, including age, BMI before pregnancy, weight gain during pregnancy, and their child’s birth weight; (2) the number of participants who recorded their PGHD (i.e., PGHD recorders); (3) each participant’s status of PGHD recording; and (4) weekly mean number of PFMCs performed per day among those who recorded it continuously. The participants’ usability of PGHD recording was evaluated after the 8-week intervention period with the question “Was it difficult to record the PFMCs every day?” The participants responded on a 5-point Likert scale (“Strongly agree,” “Agree a little,” “Neither agree nor disagree,” “Disagree a little,” or “Strongly disagree”). Furthermore, comments on the participants’ usability of PGHD recording were collected with the prompt: “Please comment on your experience of recording PFMCs on our system in the free-text field.” Participants voluntarily answered these two questions about usability. These data were encrypted using Secure Sockets Layer to prevent leakage of personal information during transmission and were stored on the server through the website. All data were downloaded in .csv format.

Statistical Analysis
The participants’ demographic characteristics were described as continuous variables (reported as median values with IQRs) and categorical variables (reported as number of cases with percentages). To assess engagement with PGHD recording during the intervention period, a graph was plotted with the number of PGHD recorders on the y-axis and the number of days on the x-axis, and the approximate equation of the curve was calculated. To visualize each participant’s status of PGHD recording during the intervention period, a figure was created with gray-shaded cells indicating the days that a given participant recorded PGHD and the numbers within cells denoting how many PFMCs were performed that day. On the y-axis, participants are arranged based on the total number of times that PFMCs were recorded and the total number of PFMCs performed during the intervention period. Based on the lower asymptote that was obtained from the approximate curve, 17 participants (IDs 1-17) were classified as the high-engagement group and the remaining participants (IDs 18-47) were classified as the low-engagement group. Fisher exact test and Mann-Whitney U test were used to examine the differences in each group. To evaluate PFMT adherence among the 17 participants in the high-engagement group, the weekly mean number of PFMCs performed per day was calculated. To determine the model fit, we employed entropy and the Bayesian Information Criterion, and to determine the model number of the weekly mean number of PFMCs performed per day, we employed the Lo-Mendell-Rubin likelihood ratio test and the bootstrap likelihood ratio test [24,25]. LCGM is a statistical method that uses specific combinations of observed variables and can be used to identify groups of people with similar characteristics. Additionally, LCGM can determine individual phenotypes by identifying subgroups that follow similar trajectories over time [26]. LCGM in eHealth research is commonly used to determine potential trajectories and groups of engagement with DBCIs [27-33]. In this study, we used LCGM to determine PFMT adherence. The usability of PGHD recording was determined by organizing the participants’ comment data into qualitatively and inductively meaningful groups and calculating the number of cases and percentages for each group. A P value of <.05 was considered statistically significant for all analyses. LCGM analyses were performed using Mplus (version 8.6; Muthen & Muthen). Other analyses were conducted using JMP PRO software (version 15.1.0; SAS Institute Inc).

Results
Participants’ Demographic Characteristics
The participants’ demographic characteristics are shown in Table 1. The percentage of participants with UI at the baseline was 6% (3/47). The median age of the participants was 34 (IQR 31-36) years and 70% (33/47) were multiparous women. For BMI before pregnancy and weight gain during pregnancy, 72% (34/47) and 57% (27/47) of the participants were in the normal range, respectively. For child’s birth weight, 98% (46/47) of the participants reported birth weight of less than 4000 g.
Table 1. Comparison of demographic characteristics of participants having high and low engagement with patient-generated health data recording.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total participants (N=47)</th>
<th>Engagement with PGHDa</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High (n=17)</td>
<td>Low (n=30)</td>
<td></td>
</tr>
<tr>
<td>UIb at baseline, n (%)</td>
<td>3 (6)</td>
<td>1 (2)</td>
<td>.99c</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>34 (31-36)</td>
<td>34 (32-37)</td>
<td>.21d</td>
</tr>
<tr>
<td>Multipara, n (%)</td>
<td>33 (70)</td>
<td>14 (30)</td>
<td>.20c</td>
</tr>
<tr>
<td>BMI before pregnancy (kg/m²), median (IQR)</td>
<td>20 (19-21)</td>
<td>20 (18-21)</td>
<td>.96d</td>
</tr>
<tr>
<td>Weight gain during pregnancy (kg), median (IQR)</td>
<td>10 (8-12)</td>
<td>10 (9-12)</td>
<td>.89d</td>
</tr>
<tr>
<td>Child’s birth weight (g), median (IQR)</td>
<td>3104 (2760-3384)</td>
<td>2885 (2736-3196)</td>
<td>.05d</td>
</tr>
</tbody>
</table>

aPGHD: patient-generated health data.
bUI: urinary incontinence.
cFisher exact test.
dMann-Whitney U test.

Engagement With PGHD Recording

Engagement with PGHD recording is shown in Figure 1. The number of PGHD recorders was the highest at 3 days after the start of the intervention (31/47, 66%) and the lowest at 42 days (14/47, 30%). The approximate curve of the number of PGHD recorders (y) and the days (x) during the intervention period was calculated by the following sigmoid curve formula:

In the approximate curve, there was an inflection point at 14.2 days (95% CI 11.1-17.3; P<.001), with the upper asymptote at 29.9 participants (95% CI 27.2-32.6; P<.001) and the lower asymptote at 17.0 participants (95% CI 16.4-17.6; P<.001), and an R² value of 0.91. The percentage of PGHD recorders during week 1 of the intervention was constant at 64% (30/47) and then decreased rapidly from week 2 to week 3. After week 4, 36% (17/47) of the participants continued to record the number of PFMCs performed until the end of the intervention.

Figure 2 shows each participant’s status of PGHD recording. IDs 1 and 2 (2/47, 4%) completed PFMC recording every day. Conversely, IDs 44-47 (4/47, 9%) never recorded any data. High engagement with PGHD recording was observed for IDs 1-17 (17/47, 36%) and low engagement was observed for IDs 18-47 (30/47, 64%). A low number of participants recorded their PFMCs consistently. No significant difference was observed in baseline UI, age, birth history, BMI before pregnancy, weight gain during pregnancy, and birth weight between the two groups (Table 1).

Figure 1. Engagement with patient-generated health data recording.
The Impact on Health Behavior Changes

Table 2 shows the model information obtained through LCGM for the PFMT adherence of the high-engagement group. The value of entropy of the 2-class model was 0.911 and that of the 3-class model was 1.000, indicating that the high-engagement group could be subdivided into 2 or more groups. No significant difference was found in the Lo-Mendell-Rubin likelihood ratio test and the bootstrap likelihood ratio test; however, the Bayesian Information Criterion was small, indicating a better fit in the 3-class model than the 2-class model. Finally, the 3-class model was selected. A 4-class model could not be produced.

The 3-class model produced latent trajectories that corresponded to the weekly mean number of PFMCs performed per day. The following groups were defined: “high” for PGHD recorders who started with high PFMT adherence levels (7/17, 41%; Figure 3); “moderate” for PGHD recorders who started with moderate PFMT adherence levels (3/17, 17.6%; Figure 3); and “low” for PGHD recorders who started with low PFMT adherence levels (7/17, 41%). Of the 17 participants who continued to record data until the end of the intervention, 10 participants were in the moderate- and low-adherence groups, indicating that overall PFMT adherence was poor. Table 3 shows the characteristics of the 3 groups by PFMT adherence level.

Table 2. Model information by number of classes obtained through latent class growth modeling.

<table>
<thead>
<tr>
<th>Test</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>°Percent per class</td>
<td>2</td>
</tr>
<tr>
<td>°Entropy</td>
<td>0.991</td>
</tr>
<tr>
<td>°Bayesian Information Criterion</td>
<td>592.6</td>
</tr>
<tr>
<td>°Lo-Mendell-Rubin likelihood ratio test</td>
<td>–285.6</td>
</tr>
<tr>
<td>°P value</td>
<td>.43</td>
</tr>
<tr>
<td>°bootstrap likelihood ratio test</td>
<td>–288.6</td>
</tr>
<tr>
<td>°P value</td>
<td>.29</td>
</tr>
</tbody>
</table>
Figure 3. Pelvic floor muscle training adherence levels among patient-generated health data recorders. Green line: high; red line: moderate; blue line: low.
Table 3. Characteristics of the 3 groups by PFMT\(^a\) adherence level.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>PFMT adherence level</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High (n=7)</td>
<td>Moderate (n=3)</td>
</tr>
<tr>
<td>UI(^b) at baseline (n=1), n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>34 (32-36)</td>
<td>41 (37-42)</td>
</tr>
<tr>
<td>Multipara (n=14), n (%)</td>
<td>6 (43)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>BMI before pregnancy (kg/m(^2)), median (IQR)</td>
<td>21 (19-25)</td>
<td>20 (19-21)</td>
</tr>
<tr>
<td>Weight gain during pregnancy (kg), median (IQR)</td>
<td>12 (10-13)</td>
<td>10 (6-16)</td>
</tr>
<tr>
<td>Child’s birth weight (g), median (IQR)</td>
<td>3213 (3060-3530)</td>
<td>2722 (2704-2885)</td>
</tr>
</tbody>
</table>

Weekly mean number of PFMCs\(^e\) performed per day (times), median (IQR)

- Week 1: 18 (17-18), 11 (5-12), 3 (2-7)
- Week 2: 17 (15-18), 13 (8-15), 2 (2-4)
- Week 3: 18 (17-18), 11 (9-15), 2 (4-1)
- Week 4: 18 (17-18), 9 (8-18), 2 (1-3)
- Week 5: 18 (18-18), 15 (7-15), 2 (1-3)
- Week 6: 18 (14-18), 8 (6-15), 2 (1-3)
- Week 7: 18 (17-18), 9 (6-14), 1 (1-3)
- Week 8: 18 (18-18), 7 (5-8), 2 (1-3)
- Total PGHD\(^f\) (times): 53 (43-56), 54 (46-54), 52 (40-54)

“Was it difficult to record the PFMCs every day?” (n=12), n (%) (Fisher exact test)

- “Strongly agree” and “Agree a little” (n=1): 0 (0), 1 (100), 0 (0)
- “Neither agree nor disagree,” “Disagree a little,” and “Strongly disagree” (n=11): 4 (36), 1 (9), 6 (54)

\(^a\)PFMT: pelvic floor muscle training.
\(^b\)UI: urinary incontinence.
\(^c\)Fisher exact test.
\(^d\)Mann-Whitney U test.
\(^e\)PFMC: pelvic floor muscle contraction.
\(^f\)PGHD: patient-generated health data.

Usability of PGHD Recording

After the intervention period, some participants (27/47, 57%) answered questions about the usability of PGHD recording (Table 4). The number of responses was approximately equal for both high (15/27, 56%) and low (12/27, 44%) categories of engagement with PGHD recording. Furthermore, a significant difference between the level of engagement with PGHD recording and usability was found (P=.01, Fisher exact test), indicating that those who found PFMC recording difficult had low engagement with PGHD recording. The total percentage of participants who answered “Strongly agree” and “Agree a little” to the question “Was it difficult to record the PFMCs every day?” was 37% (10/27).

Uncategorized comments by the participants were as follows: “By reporting the number of times, I felt as if I was being watched for not being lazy, and I think I was able to continue,” “I did not report PFMCs, but I was able to perform them every day,” “When I receive emails three times a day, the importance of emails gradually decreased for me, and I wish I could set the number of times emails were sent individually,” and “At first, I was motivated, but I tended to skip halfway through.”
activities in combination with face-to-face group sessions with health behaviors, and feedback on the recorded physical and physical activity, sending SMS text messages to reinforce smartphone app that included PGHD recording of food diaries. interventions for weight loss in overweight volunteers using a intervention period. Similarly, Carter et al [35] have reported start of the intervention to approximately 40% over the 20-week declining in a linear function from approximately 80% at the face-to-face sessions, with the proportion of PGHD recorders consisting of PGHD recording (daily steps), reminders, and at risk for type 2 diabetes incorporated a core curriculum diabetes prevention used by Fukuoka et al [34] for obese adults digital health are sigmoidal. The app-based intervention for curves for fluctuations in the number of users and dropouts in Eysenbach's attrition hypothesis. However, not all attrition attrition curve" from the obtained data, which aligned with stage where "hardcore" users stabilize. We derived a "sigmoid attrition curves." Phase I is the stage where the users' expectations are not met), and Phase II is the stage where users initially stay because of curiosity, Phase II is the where “hardcore” users stabilize. We derived a “sigmoid attrition curve” from the obtained data, which aligned with Eysenbach’s attrition hypothesis. However, not all attrition curves for fluctuations in the number of users and dropouts in digital health are sigmoidal. The app-based intervention for diabetes prevention used by Fukuoka et al [34] for obese adults at risk for type 2 diabetes incorporated a core curriculum consisting of PGHD recording (daily steps), reminders, and face-to-face sessions, with the proportion of PGHD recorders declining in a linear function from approximately 80% at the start of the intervention to approximately 40% over the 20-week intervention period. Similarly, Carter et al [35] have reported interventions for weight loss in overweight volunteers using a smartphone app that included PGHD recording of food diaries and physical activity, sending SMS text messages to reinforce health behaviors, and feedback on the recorded physical activities in combination with face-to-face group sessions with the number of PGHD recorders declining progressively in a linear function from 43 recorders at the start of the intervention to 7 recorders (16%) over the 6-month intervention period. In either study, the attrition curve was not mathematically derived, and a sigmoid curve was not obtained. The shape and slope of these attrition curves are reportedly dependent on the age and sex of the PGHD recorders [36], the type of PGHD [37,38], the lack of relative advantages over digital health for users, usability (complexity), trial settings (such as trial management or reminders by researchers), and user attributes [17]. Possible reasons for the small number of PGHD recorders in this study include the following usability issues: 37% (10/27) of users felt that PFMC recording was burdensome, and those who found PFMC input difficult had low engagement with PGHD recording. In addition, 22% (6/27) of the users mentioned that “it was difficult to secure time for training while raising children” in the usability comments, which may be partly due to the participants of this study being postpartum women who were busy with childcare, had no time to perform PFMT, and could not record the number of PFMCs performed. In this study, PGHD recorders abruptly decreased from week 2 to week 3, which may be an appropriate time period to reinforce individualized interventions with personal support for users. In addition, since the number of participants who recorded PGHD stabilized after week 4, it is desirable to perform the intervention evaluation after this period. Thus, analyzing and understanding changes in the number of users and dropouts is important to enhance the efficacy of the intervention.

PFMT adherence in the 17 participants who recorded PGHD continuously could be clearly categorized into 3 latent classes. The moderate- and low-level classes (combined: 10/17, 59%) were considered to have poor PFMT adherence, and the weekly mean number of PFMCs performed per day was low even in PGHD recorders. In the present analysis, data that were not recorded as PGHD were treated as missing data. The comment “I did not report PFMCs, but I was able to perform them every day” by some participants suggests that some of those who did not record PGHD actually performed PFMT without recording it; thus, we considered an input of 0 for PFMCs performed as

### Discussion

#### Principal Findings

In this study, we examined patients’ engagement with PGHD recorded integrated into a multicomponent intervention and evaluated the impact of PGHD recording on their health behavior changes. The following findings were obtained. First, engagement with PGHD recording might be low. This could be because the number of PGHD recorders declined over time, as indicated on a sigmoid curve. Moreover, a small number of participants recorded PGHD continuously (17/47, 36%). Second, PGHD recording may not promote health behavior changes. This was suggested by the overall poor PFMT adherence observed (10/17, 59%).

#### Comparison With Prior Work

Eysenbach [17] has hypothesized that fluctuations in the number of users and dropouts in digital health can be classified into Phases I-III in “sigmoid attrition curves.” Phase I is the stage where users initially stay because of curiosity, Phase II is the stage where the number of users decreases rapidly (ie, the stage where the users’ expectations are not met), and Phase III is the stage where “hardcore” users stabilize. We derived a “sigmoid attrition curve” from the obtained data, which aligned with Eysenbach’s attrition hypothesis. However, not all attrition curves for fluctuations in the number of users and dropouts in digital health are sigmoidal. The app-based intervention for diabetes prevention used by Fukuoka et al [34] for obese adults at risk for type 2 diabetes incorporated a core curriculum consisting of PGHD recording (daily steps), reminders, and face-to-face sessions, with the proportion of PGHD recorders declining in a linear function from approximately 80% at the start of the intervention to approximately 40% over the 20-week intervention period. Similarly, Carter et al [35] have reported interventions for weight loss in overweight volunteers using a smartphone app that included PGHD recording of food diaries and physical activity, sending SMS text messages to reinforce health behaviors, and feedback on the recorded physical activities in combination with face-to-face group sessions with

### Table 4. Usability of patient-generated health data recording.

<table>
<thead>
<tr>
<th>Response</th>
<th>Participants (n=27), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Was it difficult to record the PFMCs(^a) every day?”</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Agree a little</td>
<td>7 (26)</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Disagree a little</td>
<td>12 (44)</td>
</tr>
<tr>
<td>Disagree</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Categorized comments</strong></td>
<td></td>
</tr>
<tr>
<td>“I was able to continue training by reminder email.”</td>
<td>14 (52)</td>
</tr>
<tr>
<td>“It was difficult to secure time for training while raising children.”</td>
<td>6 (22)</td>
</tr>
<tr>
<td>“Nothing in particular.”</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (15)</td>
</tr>
</tbody>
</table>

\(^a\)PFMC: pelvic floor muscle contraction.
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</tr>
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<td>Strongly agree</td>
<td>3 (11)</td>
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\(^a\)PFMC: pelvic floor muscle contraction.
invalid. Accordingly, PFMT adherence may have been higher than shown in the data. However, as PFMT is a muscle-strengthening exercise, a minimum number of contractions and consistent practice (for at least 8 weeks) are both required. Therefore, treatment and prevention of UI cannot be expected unless the PFMT adherence pattern is similar to that of the high-level class drawn by LCGM.

Even users who showed high engagement with PGHD recording did not necessarily adhere to the PFMT regimen as instructed. These data suggest that PGHD recording may not promote health behavior changes. One of the PGHD usability comments was “By reporting the number of times, I felt as if I was being watched for not being lazy, and I think I was able to continue.” A previous study [23] reported that PGHD recording leads to positive attitudes among users, such as increased awareness of health behaviors. However, in our study, the finding that less than half of the users adhered to the PFMT regimen as instructed suggests that although PGHD recording may have a promotive effect on the users’ awareness of changing their health behavior, it might not be sufficient to promote health behavior changes. Steinberg et al [39] implemented an intervention combining recording of the previous day’s steps as PGHD, feedback on the recorded number of steps, and group sessions in women with a BMI ≥25 kg/m². Of the 26 participants in the intervention group, 8 stopped recording PGHD during the intervention period, and the proportion of participants who recorded PGHD, which was approximately 80% at the start of the intervention, gradually declined to approximately 25% during the 24-week intervention period. They also reported that there was no correlation between the rate of PGHD recording during the intervention period and the number of steps as a measure of change in health behavior. Although it has been reported that PGHD recording is independent of health behavior changes, there is a possibility that intervention studies have been conducted and analyzed on the assumption that PGHD recording promotes health behaviors. Few studies have shown the impact of PGHD recording on health behavior outcomes, and the evidence is still lacking. Recently, it has been reported that effective use patterns of multicomponent interventions might differ across users, and that users do not always have to use all of the intervention elements [40]. In addition, the possibility that PGHD recording itself may lead to lower engagement for health behavior changes cannot be ruled out [9]. Based on previous studies and our results, clinicians and researchers must understand that all users who record PGHD in multicomponent interventions do not necessarily adhere to health behavior changes.

Limitations
There are 3 limitations of this study. First, the sample size was too small to clearly demonstrate associations between PGHD recording and health behavior changes. One reason for the small sample size is that participants did not receive explicit instructions that they had to record PGHD, which was a component of the system, at the time of study participation. The participants recorded, or did not record, PGHD at their own discretion. Therefore, those who did not consider the PGHD recording of their PFMT necessary might not have continued PGHD recording. When participants use a multicomponent system, such as the one in our study, it is difficult to ensure that all components are used. Despite this limitation, this is one of the few studies that used LCGM to evaluate PFMT adherence, a measure of health behavior change, and investigated the impact of PGHD recording on health behavior change. Therefore, we believe that this case study will lead to a larger-scale survey. Second, the intervention in this study was a multicomponent intervention combining PGHD recording and PFMT reminder emails; as such, the effect of PGHD recording alone could not be evaluated. However, it is commonly accepted in PGHD research that evaluation of PGHD recording alone is difficult because it is an integral part of multicomponent interventions. In the future, a research design that can evaluate the impact of PGHD recording alone on health behavior changes needs to be established. Third, the number of PFMCs performed as a measure of PFMT adherence is a self-reported outcome and could not be confirmed. Therefore, systemic errors could occur as a result of participants reporting an inaccurate number of PFMCs performed. Given this limitation, the results must be carefully interpreted.

Conclusions
The number of users who recorded PGHD in a multicomponent intervention declined over time in a sigmoid curve. A small number of users recorded PGHD continuously, and users felt that PGHD recording was burdensome. Therefore, PGHD engagement was found to be low. In addition, more than half of the PGHD recorders had poor PFMT adherence. These results suggest that PGHD recording may not always promote health behavior changes. Clinicians and researchers must understand that users who record PGHD in multicomponent interventions do not necessarily adhere to health behavior changes.
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Abstract

Background: Mobile apps are not only effective tools for promoting health to teenagers but are also useful for engaging teenagers in participatory research on factors that influence their health. Given the impact of food marketing messages on teenagers’ food attitudes and consumption choices, it is important to develop effective methods for capturing the food advertisements targeted at this population to assess their content.

Objective: The aim of this study was to test the feasibility and usability of a mobile app, “GrabFM!” (“Grab Food Marketing!”), designed for teenagers to facilitate monitoring of self-identified targeted food marketing messaging.

Methods: A mixed methods approach, including quantitative user response rates and qualitative focus group discussion feedback, was used in the evaluation process.

Results: A total of 62 teenagers (ages 13-17) completed GrabFM! app pilot testing over a 7-day data collection period. Teenagers submitted a total of 339 examples of food marketing, suggesting high feasibility for the app. Participants also took part in focus group discussions about their experience, providing positive feedback on usability, including ease of use and design aesthetic appeal.

Conclusions: The GrabFM! app had high feasibility and usability, suggesting its efficacy in capturing accurate data relevant to the teenage population’s experience with food marketing messaging.

(JMIR Form Res 2022;6(5):e35886) doi:10.2196/35886
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Introduction

Current research around mobile health (mHealth) and teenage populations focuses on health promotion via behavioral change interventions [1-6]. This includes studies employing the use of mobile technology to allow for self-monitoring of diet and exercise [7,8]. Indeed, mobile technology offers unique opportunities to access and collect data from the everyday lives of teenagers on topics that influence their health. Specifically, in light of growing evidence of the impact of food marketing messages on teenagers’ food preferences, attitudes, and consumption [9,10], it is important to learn more from this group about the food messaging they see and engage with.

To date, research that partners with teenagers to document the food marketing messages that they encounter has not used mobile app technology to empower teenagers to engage in self-reporting. Such participatory research instead uses body cams [11-14] and eyeglass cameras [15] to capture food marketing messaging that teens may be exposed to, but not necessarily notice or engage with (ie, identify as relevant). Using an mHealth approach, the project detailed in this article uses an evidence-based mobile app called “GrabFM!” (“Grab Food Marketing!”).
Marketing"), which was designed for teenagers to facilitate self-reporting of targeted food marketing messages. This project thus addresses gaps in current participatory research on food advertising’s reach and persuasive content with respect to teenagers. This study further adds to knowledge about the mHealth elements (ie, mobile app user experience) and participatory methods (ie, data collection procedures) that facilitate the monitoring of health-related data for teenagers.

Reviews of existing literature show that mobile apps are an effective method for reaching teenagers when it comes to health promotion [16], and specifically for self-monitoring of health-related behaviors [17]. This is facilitated by increasing levels of smartphone accessibility among teenagers, and their familiarity and ease with new technologies [16,18]. The acceptability of smartphone use in different social settings for teenagers also contributes to their comfort level in their use for self-monitoring [7].

Current literature on the development of teen-oriented mHealth apps offers important insights into their assessment. A recent systematic review on the quality of mHealth apps for teenagers identified common rating criteria, including ease of use, visual appeal, interactivity, and degree of customizability [16]. Such criteria are commonly explored under the umbrella concepts of feasibility (ie, suitability to perform the intended tasks) and usability (ie, quality of user experience) [7,18]. Both feasibility and usability are directly relevant to the current study, in which a teen-oriented evidence-based mobile app was created to facilitate the self-identification of food marketing messaging to teenagers. Following an mHealth approach to evaluation, the aim of this study was to explore the app’s feasibility and usability for identifying teen-identified targeted food marketing messages. More broadly, this study contributes to gaps in knowledge around the persuasive power (ie, specific techniques or strategies used to persuade) and platforms of exposure of teen-targeted food marketing. Findings on the app’s feasibility/usability are important for both researchers engaging in mHealth behavioral interventions, as well as those exploring the use of mobile apps for participatory health-related research.

Methods

App Design Process
The mobile app was developed iteratively with app developers (alongside an expert in app privacy and security) beginning in 2018 over a period of 3 years. Figure 1 outlines the basic steps involved in project development. The goal was to create a mobile app user experience that would allow teenagers (ages 13-17) to easily capture examples of food and beverage marketing (both online and in their physical environments using screenshots/photos and to tag those images with identifying information. The app content was informed by a scoping review of existing literature on identifying teen-targeted food marketing, highlighting relevant platforms and indicators (ie, marketing techniques) [19], and was assessed for appropriateness by a group of teenagers (n=17) in focus group discussions. Additionally, a small group of teenagers (n=5) provided feedback on the app’s visual design (ie, color, imagery) during the development process. App design elements include: a detailed tutorial (that launches automatically upon first opening the app), main interface for data submission (ie, upload screenshot/access camera functions, text fields, and preset lists of options for entering identifying metadata), an image library (with ability to select “favorite images”), and daily push notifications once a day for 7 days (beginning after first use of the app). The app was developed in both iOS and Android versions to accommodate a variety of devices.
Ethics Approval
This study was approved by the University of Calgary Conjoint Faculties Research Ethics Board (REB19-0020).

Sample and Study Procedure
A mixed methods approach was used, including participatory data collection and focus group discussions. Teenagers between the ages of 13 and 17 were recruited between January and May 2021 from schools (via school boards and research team member networks with principals and teachers), community groups, and sports teams. Principals, teachers, and other group leaders were contacted via email by the study team and invited to participate with their group. Given the low-risk nature of the study and the age of the participants, participants provided their own consent (with additional parental consent where required by schools). Once registered (through a secure website), participants were provided with a unique user code to gain access to the app after download (to their own device) from Apple App Store or Google Play Store. Participants then used the app for a 7-day period to submit self-identified examples of teen-targeted food marketing. Data submission involved the following steps: upload screenshot or take a photo of a food marketing example, and then input (1) the brand, (2) food type (independent text fields), (3) platform (ie, communication channel) where the example was found (selected from a preset list of 16 options, including “other” text field to add additional platforms), and (4) content “tags” indicating the teen-targeted marketing techniques used (selected from a preset list of 10 options, including “other” text field to add additional tags) [20].

Following the 7-day data collection period, the teenagers took part in focus group discussions to provide feedback on app usability (ie, likes and dislikes regarding functionality, appropriateness of evidence-based content, and barriers and facilitators to user engagement). Focus groups were conducted online due to restrictions around COVID-19 requiring limited in-person contact, using a semistructured moderator’s guide to facilitate discussion. Three researchers facilitated the process (Zoom meeting host.tech facilitator, moderator, and note-taker). Focus groups were recorded in Zoom, transcribed verbatim, and analyzed for themes by two researchers using Nvivo 12 software.

Analysis
App feasibility was defined as the suitability of the app to perform the required tasks (ie, to engage and sustain participant engagement over the use period) [21]. This was measured quantitatively via response rates (as tracked through backend data), which were used for descriptive statistics [22]. App usability was defined as perceived ease of use and enjoyment of use [21,23]. Usability was examined through qualitative data.
from focus group discussions and presented in a descriptive summary [23]. Additionally, a qualitative approach was used to allow the teenagers to provide more in-depth responses regarding their experiences using the app for self-initiated data collection [23]. A thematic analysis was performed on the focus group discussion data to identify emerging themes.

Results

Participant Characteristics

Sixty-two teenagers used the app for a 7-day period between January and May 2021 (in small groups, with rolling time frames). Five participants were excluded from the sample due to incomplete submissions (ie, missing indicators/tags or images), leaving a sample size for app use of 57 teenagers. Teenagers also took part in focus group discussions upon completing the 7-day data collection period using the app. Seven 1-hour mixed-gender discussion groups were conducted between January and May 2021. A total of 47 teenagers provided feedback on their experience using the GrabFM! app in the discussion groups (note that the sample size is smaller for the focus group discussions, as some of the participants from the app data collection phase study were unavailable to participate in the focus groups). Table 1 provides a breakdown of participant demographics in terms of gender and age.

Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>App testing group, n</th>
<th>Focus groups, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Girl</td>
<td>39</td>
<td>30</td>
</tr>
<tr>
<td>Boy</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>Gender nonconforming</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>23</td>
<td>15</td>
</tr>
<tr>
<td>14</td>
<td>18</td>
<td>20</td>
</tr>
<tr>
<td>15</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Feasibility

Overall, 339 self-identified examples of food marketing were submitted, suggesting high levels of feasibility for the app. Over the 7-day data collection period, an average of 6 ads per participant were submitted (range of 1-15 ads overall), with the exception of one outlier who submitted 47 ads.

Usability

In the focus groups, teens reported high levels of usability. In general, they reported positively on overall ease of use (“smooth to run” [boy, age 14], “it was simple” [boy, age 14], “everything was labeled” [girl, age 15]), including easy image uploading (“easy to set and easy to upload” [girl, age 14], “loaded very fast” [boy, age 14]). They also provided positive feedback on the app’s esthetics (“The app itself looked nice” [boy, age 14], “I liked the color” [girl, age 14], “It’s very bright and vibrant” [girl, age 13]).

A few teens expressed difficulty in initially understanding how the app functioned (despite the fact that the tutorial was set up to launch automatically upon first opening of the app): “I didn’t know if I was supposed to take pictures of what I saw—had seen—real life or what [else] I had to do before that. I couldn’t find the tutorial” (boy, age 14). Roughly one third of the participants also commented on the notifications feature with mixed impressions, including both positive (“I got daily notifications and they were helpful” [girl, age 14]) and critical (“I turned it on but I didn’t get any” [girl, age 13]) reviews.

Finally, although most of the participants perceived the evidence-based list of platforms and indicators to be complete, a few additions were suggested for both platforms (Twitch [girl, age 13], Spotify [girl, age 16], Radio [girl, age 17], and Pinterest [girl, age 14]) and indicators (ie, marketing techniques: trendy [girl, age 14; girl, age 14], sports [girl, age 13], and filters [girl, age 14]).

Discussion

Principal Findings

This pilot study suggests that the GrabFM! app is feasible given the sustained engagement by participants across the 7-day data collection period. Overall, the app’s usability was also highly rated in terms of ease of use and appeal of aesthetics. Good usability was also reflected in the high rate of complete data submission by participants; only 8% (n=5) of users were eliminated for missing information. This was an important outcome, as one of the central goals in developing the GrabFM! mobile app as a research tool was to allow for effective in-field data capture. As noted in the mHealth monitoring literature, self-reporting in-field is preferable as it does not require user recall, which can be unreliable [18].

Thus, to mitigate data loss based on incomplete submissions, and in light of the focus group feedback on unclear functionality, the results of this study highlight the need for comprehensive onboarding instructions (an external tutorial reinforcing the in-app tutorial) to ensure that all participants understand the
procedure for accurate data collection. Further, given the importance of accurate data capture, the mixed feedback from the focus groups on the notification feature suggests the need to shift from manual settings (originally designed to allow for choice of start date) to automatic settings (one push notification per day for 7 days once the app is opened). Additionally, it is beneficial to instruct participants to set a daily timer on their phones as a reminder for data collection [24]. This will serve as a reinforcement mechanism.

In the focus group discussions, teenagers were asked to provide their own recommendations to increase teen buy-in to app use. Most of the suggested facilitators for buy-in revolved around gamification features such as rewards/points/prizes, monetary value on ad submissions, achievements/badges to unlock levels, competing against peers, linking to social media networks (increasing likes/friends/followers), and daily goals. Such features underline the importance of engagement strategies and social feedback mechanisms for teenagers when it comes to self-monitoring activities as noted in previous studies [6,16,25].

While gamification features (ie, goals/targets as behavioral motivators) are not directly relevant to the GrabFM! project given the app’s primary purpose as a data collection tool, these teen-identified facilitators to user engagement are useful for researchers developing mHealth interventions to promote attitude and behavior changes in relation to food/diet for teenagers, about which research remains limited [2,4,26]. Differences in gamification features aside, the important common feature of mHealth monitoring apps (eg, for dietary intake or physical activity levels) and the GrabFM! data collection app is the goal of facilitating self-monitoring (in the form of digital diary keeping) to increase user awareness around particular types of health-related information [17]. Indeed, although not explicitly designed as an intervention tool, the GrabFM! app promotes increased awareness of targeted food messaging, suggesting the need to further explore its educational potential in line with more traditional mHealth apps.

Strengths and Limitations

The GrabFM! smartphone app is an innovative mHealth tool that is evidence-based, its content having been derived from the literature on monitoring teen-targeted food marketing messages. Further, the design/user experience was developed iteratively in conjunction with the app developer expressly for the teenage user to facilitate accurate data collection, along with careful considerations of privacy and security. However, it is important to note that this is a proof-of-concept pilot study with a small sample; as such, the feasibility and usability of the GrabFM! app will be further tested in the full project rollout currently underway with a much larger group of teenagers. Additionally, it is important to note that the content of the food marketing data collected during this pilot study is outside of the scope of this paper, which has been analyzed previously [20].

Conclusion

Mobile apps are not only an effective method for promoting health to teenagers but are also useful tools for engaging this population in participatory research around factors that influence their health. This study used an mHealth approach to monitoring health-related information using a smartphone app that positions teen participants as experts in the identification of relevant food marketing messages that target them. Both the feasibility and usability of the GrabFM! app were found to be high with teenagers, suggesting its efficacy in capturing accurate data relevant to the teenage population’s experience with food marketing. These findings set the stage for use of the GrabFM! app in a broader study to provide important insights into the reach and content of targeted food marketing to teenagers as revealed in their self-identified data.
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Abstract

Background: Mothers who identify as Black or African American are more likely to report depressed moods in late pregnancy and early postpartum and have the lowest rates of human milk feeding compared with all other racial groups in the United States. Internet interventions offer the potential to extend preventative and supportive services as they address key barriers, particularly for those navigating the complex and vulnerable early postpartum period. However, there is limited evidence on the feasibility of such interventions for preventing perinatal mental health disorders and improving human milk feeding outcomes in Black mothers.

Objective: This pilot study aimed to assess the feasibility and preliminary findings of a web-based cognitive behavioral therapy–based internet intervention, with and without human milk feeding education and support, to prevent perinatal depression and promote human milk feeding in Black mothers.

Methods: Participants were Black-identifying individuals between 20 and 28 weeks of pregnancy with human milk feeding intention and mild to moderate depressive symptoms (Patient Health Questionnaire scores 5-14). Participants were randomized to either Sunnyside, a 6-week cognitive behavioral therapy–based web-based intervention, or Sunnyside Plus, which included additional education and support to promote human milk feeding. Assessments occurred at baseline, third trimester (end of antenatal treatment), 6 weeks postpartum (end of postpartum treatment), and 12 weeks postpartum. The primary focus of this randomized pilot trial was the feasibility and preliminary outcomes of mental health and human milk feeding.

Results: A total of 22 tertiary-educated participants were randomized. The mean number of log-ins was 7.3 (SD 5.3) for Sunnyside and 13.8 (SD 10.5) for Sunnyside Plus. Scores of depression and anxiety measures remained below the clinical threshold for referral to treatment in both groups. All the participants initiated human milk feeding (18/18, 100%). Most participants reported at least some human milk feeding at both 6 and 12 weeks postpartum (6/7, 86%; 11/11, 100%, or 10/10, 100%, for Sunnyside and Sunnyside Plus, respectively).

Conclusions: The results suggest that tertiary-educated Black mothers at risk for perinatal depression and who intended to human milk feed were receptive to and satisfied with a web-based cognitive behavioral therapy–based internet intervention, with
and without human milk feeding education and support. Preliminary findings indicate that both Sunnyside and Sunnyside Plus interventions have the potential to affect symptoms of depression, anxiety, and human milk feeding outcomes.

**Trial Registration:** ClinicalTrials.gov NCT04128202; https://www.clinicaltrials.gov/ct2/show/NCT04128202

**(JMIR Form Res 2022;6(5):e32226)** doi:10.2196/32226
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## Introduction

### Background

Mental health disorders are among the most common complications during pregnancy and in the first 12 months after childbirth [1-3]. Research suggests that the prevalence of perinatal anxiety disorders is at least 17% and that approximately 7% to 20% of individuals experience clinical depression at some time during the perinatal period [4-6]. Perinatal mental health disorders make it difficult to function and care for oneself and for an infant. In fact, maternal mental health is considered an important underlying factor associated with barriers and reduced rates of human milk (HM) feeding intent, initiation, exclusivity, and continuation [1-3,7].

HM feeding is considered the ideal form of infant feeding because of its extensive benefits for the lactating person and infant. All major health and professional organizations recommend exclusive HM feeding for the first 6 months of a child’s life, with continued HM feeding in combination with appropriate complementary foods for at least 1 to 2 years [8-10]. However, despite the benefits, recommendations, and high rates of intention to HM-feed, overall rates within the United States continue to be low [11]. There are known barriers to reaching HM feeding goals, including painful or difficult latch, concerns about milk supply, lack of professional lactation support, unsupportive social and cultural norms, inadequate parental leave policies, and maternal mental health difficulties [12-16].

Certain barriers are disproportionately experienced by Black individuals, many of which stem from historical and continued oppression, systematic racism, social injustices, and structural violence. For example, Black mothers often receive limited education and differential treatment from providers regarding HM feeding information and encouragement [12]. National data show that non-Hispanic Black mothers have the lowest rates of HM feeding initiation and continuation at 6 and 12 months postpartum compared with all other racial groups in the United States [11]. In addition, Black mothers are more likely to report depressed mood in late pregnancy and early postpartum than White mothers, even after adjusting for income and education, distinguishing between the effects of race and socioeconomic status [17].

The relationship between maternal mental health and HM feeding outcomes is bidirectional; mental health disorders can make HM feeding more challenging, and difficulty with HM feeding may predict depression and anxiety [18-22]. Therefore, it is important to consider both when designing interventions to improve these outcomes. Cognitive behavioral therapy (CBT), which focuses on identifying and changing unhelpful thoughts and behaviors, has been shown to be effective in preventing perinatal depression [23]. Interventions that extend across pregnancy and postpartum and offer individualized support from professionals and peers have been shown to be successful in improving both mental health and HM feeding outcomes [24,25]. In addition, intervention components shown to improve these outcomes among Black mothers include a positive representation that enhances and normalizes HM feeding in an encouraging way, content that addresses gaps in support (eg, building a support network, advocating for oneself in the hospital, preparing for a successful return to school or work, and enhancing HM feeding self-efficacy), and professional and timely HM feeding support that continues into the postpartum period [12,26-28]. Although many effective intervention strategies exist, access to these programs can be a barrier, especially for those navigating the complex and vulnerable early postpartum period.

The internet offers great potential in extending preventative and supportive services to individuals in the perinatal period as it addresses several key barriers to success. Digital technology interventions, which include the use of web-based content and interactions, SMS text messaging, and social media, have been effective in reducing depressive symptoms and improving HM feeding outcomes [29,30]. Black mothers report that social media, for example, is a practical, convenient, and valuable way of obtaining HM feeding information and support, feeling connected with people who have overlapping lived experiences, and improving self-efficacy [31,32]. However, there is limited evidence on the feasibility of such interventions for preventing perinatal mental health disorders and improving HM feeding outcomes in Black mothers.

### Objective

The previously studied Sunnyside intervention is a web-based CBT-based internet program used to manage mood during the perinatal period. Findings from the pilot study showed that intervention use and satisfaction were high among participants, and symptoms of depression decreased from midpregnancy to 6 weeks postpartum [33]. To further study the relationship between mental health and HM feeding, we developed Sunnyside Plus, which is built upon Sunnyside and also includes HM feeding education and support. Therefore, the objectives of this study were 2-fold. First, we examined the feasibility of the Sunnyside Plus by measuring adherence to the intervention, usability, and acceptability. Second, we tested the preliminary mental health and HM feeding outcomes of Sunnyside Plus compared with those of Sunnyside.
Methods

Study Design and Participants

This randomized pilot trial used a comparative effectiveness research approach to compare two active treatments, Sunnyside [33] and the newly developed Sunnyside Plus, on maternal mental health and human milk (HM) feeding outcomes among Black individuals with mild to moderate depressive symptoms upon study enrollment who intended to HM-feed their child. Although HM feeding can include the use of donor HM, in this study, HM was provided directly from the lactating parent at their breast or chest or via their expressed milk.

Participants were recruited through advertisements placed on Ovia Health [34], a nationwide web-based pregnancy forum and internet-based application, between June 12, 2020, and September 15, 2020. Inclusion criteria were as follows: (1) pregnant and between 20 and 28 weeks of gestation, (2) aged ≥18 years, (3) Black or African American, (4) intending to HM-feed their child, (5) self-reporting mild to moderate depressive symptoms (Patient Health Questionnaire [PHQ]–8 score of 5-14), (6) access to a broadband internet connection, and (7) proficiency in the English language. Exclusion criteria were as follows: (1) pregnant with multiples; (2) visual, hearing, voice, or motor impairment that would prevent completion of the study procedures; (3) diagnosed with a major depressive episode, psychotic disorder, bipolar disorder, dissociative disorder, substance use disorder, or other diagnoses for which participation in this trial was either inappropriate or dangerous based on self-report; or (4) currently receiving treatment (medication or psychotherapy) and having an intention to resume antidepressant medication after birth (ie, those who discontinued their medication during pregnancy). Those interested were directed to a brief web-based screener to assess their eligibility.

Ethics Approval

Qualifying individuals provided electronic consent to participate. All procedures were approved by the institutional review board at the University of Illinois Chicago (UIC; IRB approval number: 2019-0519).

Study Procedures

Following consent, qualifying individuals were immediately directed to complete the baseline assessment surveys that were provided via a REDCap (Research Electronic Data Capture; Vanderbilt University) link; study data were collected and managed using REDCap electronic data capture tools hosted by the UIC [35,36]. Participants were then randomized in a 2:1 allocation ratio to either Sunnyside Plus or Sunnyside using a block randomization method with a web-based randomization service provider, Sealed Envelope [37]. A 2:1 randomization allocation was used to gain more feasibility insights and experience with the Sunnyside Plus intervention component, which had not been previously studied.

All participants, regardless of group allocation, completed an initial engagement session to review the components and expectations of the study and ensure access to the treatment websites. The engagement session took place through the Cisco WebEx Meeting Center, a Health Insurance Portability and Accountability Act–compliant videoconferencing web application. Once completed, the web-based intervention began. Follow-up assessments using REDCap took place following the completion of 6 weeks of web-based lessons during pregnancy (third trimester) and at 6 and 12 weeks postpartum. A brief assessment of HM feeding continuation and exclusivity (yes or no reply) was performed on a weekly basis via SMS text messaging (SimpleTexting [38]) from 1 to 6 weeks postpartum. Participants received a US $20 Amazon gift certificate after completing each assessment.

Interventions

Overview

Starting between 20 and 28 weeks of gestation, the participants began the 6-week web-based intervention (Sunnyside or Sunnyside Plus). After the birth of their baby, the intervention was continued for 6 weeks postpartum. The intervention components for each group are listed in Table 1 and described in the following sections.
Table 1. Overview of intervention components.

<table>
<thead>
<tr>
<th>Pregnancy period and week</th>
<th>Sunnyside</th>
<th>Sunnyside Plus&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antenatal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 1</td>
<td>• Part 1: Your Pregnancy and Your Mood</td>
<td>• Part 1: HMF&lt;sup&gt;b&lt;/sup&gt; Benefits, Recommendations, and Safety</td>
</tr>
<tr>
<td></td>
<td>• Part 2: Worries About You and Your Baby</td>
<td>• Part 2: Learning about HMF</td>
</tr>
<tr>
<td>Week 2</td>
<td>• Part 1: Mood Management</td>
<td>• Part 1: HMF Basics</td>
</tr>
<tr>
<td></td>
<td>• Part 2: Challenging Your Thinking</td>
<td>• Part 2: HMF Positions</td>
</tr>
<tr>
<td>Week 3</td>
<td>• Part 1: Stress in Pregnancy</td>
<td>• Part 1: Realities of HMF</td>
</tr>
<tr>
<td></td>
<td>• Part 2: Positive Activities in Pregnancy</td>
<td>• Part 2: Realities of HMF (continued)</td>
</tr>
<tr>
<td>Week 4</td>
<td>• Part 1: Communication and Support</td>
<td>• Part 1: Preparing to HMF-feed by Building Your Support Network</td>
</tr>
<tr>
<td></td>
<td>• Part 2: Changing Relationships</td>
<td>• Part 2: Building Your Support Network</td>
</tr>
<tr>
<td>Week 5</td>
<td>• Part 1: Monitoring Kick Counts and Other Pregnancy</td>
<td>• Part 1: Feeding and Growth Patterns of a Newborn</td>
</tr>
<tr>
<td></td>
<td>Anxieties; HMF in the Time of COVID-19</td>
<td>• Part 2: Expressing, Storing, and Feeding Human Milk</td>
</tr>
<tr>
<td></td>
<td>• Part 2: Planning for Postpartum and Employment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Issues</td>
<td></td>
</tr>
<tr>
<td>Week 6</td>
<td>• Part 1: Preparing for Birth and After</td>
<td>• Part 1: HMF Immediately After Birth</td>
</tr>
<tr>
<td></td>
<td>• Part 2: Moving Forward and Conclusions</td>
<td>• Part 2: Advocating for Yourself in the Hospital; HMF in the Time of COVID-19</td>
</tr>
<tr>
<td><strong>Postpartum</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 1</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>• Working Through Early HMF Challenges</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• HMF text support messages (3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Lactation support calls (at least 1)</td>
</tr>
<tr>
<td>Week 2</td>
<td>• Baby Blues/Relationships with Family and Friends</td>
<td>• HMF Challenges and Solutions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• HMF text support messages (3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Lactation support calls (at least 1)</td>
</tr>
<tr>
<td>Week 3</td>
<td>N/A</td>
<td>• Feeding and Growth Patterns of a Newborn (booster)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• HMF text support messages (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Lactation support calls (as needed)</td>
</tr>
<tr>
<td>Week 4</td>
<td>• Relationships and Unhelpful Thoughts</td>
<td>• Expressing, Storing, and Feeding HM (booster)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• HMF text support messages (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Lactation support calls (as needed)</td>
</tr>
<tr>
<td>Week 5</td>
<td>N/A</td>
<td>• Using Your HMF Support Network</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• HMF text support messages (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Lactation support calls (as needed)</td>
</tr>
<tr>
<td>Week 6</td>
<td>• Thoughts and Healthy Activities</td>
<td>• Your HMF Journey Continues</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• HMF text support messages (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Lactation support calls (as needed)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Sunnyside Plus content includes all Sunnyside content plus the HMF-related content listed.

<sup>b</sup>HMF: human milk feeding.

<sup>c</sup>HM: human milk.

<sup>d</sup>N/A: not applicable.

**Sunnyside**

The Sunnyside intervention is a web-based intervention (a website with didactic material and tools) targeting skills to manage mood during and after pregnancy [33]. Sunnyside comprises 6 weeks of web-based lessons during pregnancy and web-based booster sessions at 2, 4, and 6 weeks postpartum. The intervention website was based on CBT and interpersonal therapy principles and comprised 12 learning modules covering basic skills (eg, behavioral activation and cognitive...
restructuring). Tools to assist in learning and implementing skills were associated with each learning module. The Feel Tool (ie, mood rating and feelings entry) encouraged participants to rate their mood each time they visited the site to obtain a better sense of their day-to-day feelings. The Think Tool (ie, thought record) was used to track one’s thoughts and discern between helpful and harmful thinking. Participants tracked their daily behaviors, identified patterns, and planned future positive activities using the Do Tool (ie, activity scheduling or monitoring and goal setting). In this study, participants were given unlimited access to the web intervention content that comprised lessons and tools and were encouraged to use the site at least twice weekly as new modules become available (every 3-4 days). The web-based lessons that were to be completed during pregnancy required approximately 40 to 60 minutes per week for 6 weeks. The web-based lessons completed during the first 6 weeks postpartum required approximately 10 to 20 minutes per week for 6 weeks. The UIC Center for Clinical and Translational Science Technology Core was responsible for hosting and maintaining the site.

Sunnyside Plus

Sunnyside Plus is built upon Sunnyside but also includes additional education and support to promote HM feeding. Education and skill promotion for HM feeding was provided during the 6 weeks of web-based lessons during pregnancy and then continued through 6 weeks postpartum. This postpartum support involved weekly web-based lessons, text support messages, and video support calls with a lactation specialist. The research team requested that at least 2 lactation support calls take place; however, beyond that, support was provided on an as-needed basis determined by the participant. Importantly, the participants had the option to choose who provided lactation support from a racially diverse team. Text support messages were sent using SimpleTexting [38], a user-friendly text-marketing software. Frequency of messages tapered from 3 to 1 message per week during the first 6 weeks postpartum. The SMS text message content included HM feeding encouragement and a reminder of the web-based lactation support.

Intervention components shown to improve mental health and HM feeding outcomes among Black mothers were central to the intervention design and development. These included Black feminist thought as a theoretical foundation—an acknowledgment that Black mothers experience life at the intersection of multiple oppressions, positive and nurturing representation of Black mothers’ HM feeding, and culturally relevant professional HM feeding support across pregnancy and postpartum [26,28]. For both groups, modules specific to anxiety and HM feeding during the COVID-19 pandemic were included in the intervention content.

Measures

Overview

The primary focus of this randomized pilot trial was feasibility (adherence to and satisfaction with the intervention) and preliminary outcomes on depression and anxiety symptom severity and HM feeding initiation, continuation, and exclusivity. Participants’ sociodemographic data, parity, pregnancy-related variables, HM feeding history, mental health history, and birth-related variables were also measured. The outcomes were largely assessed using standardized measures or established questions from national sources (eg, the Centers for Disease Control and Prevention [CDC] National Immunization Survey and CDC Pregnancy Risk Assessment Monitoring System questionnaire).

Adherence

Adherence to the web-based intervention was measured by the number of log-ins to the site during the intervention period, lessons read, and tools completed. Adherence to text and video call interactions was measured by the number of weekly text question responses and the number of lactation video calls completed within the first 6 weeks postpartum.

Usability and Acceptability

The Usefulness, Satisfaction, and Ease of Use (USE) questionnaire [39] was designed to measure satisfaction (eg, “It is pleasant to use.”), usefulness (eg, “It makes the things I want to accomplish easier to get done.”), ease of use (eg, “I can use it successfully every time.”), and ease of learning (eg, “It is easy to learn to use it.”) on a Likert scale ranging from 1=strongly disagree to 7=strongly agree. Higher scores indicate greater usability and acceptability.

Depression and Anxiety Symptoms

The PHQ-9 [40] comprises 9 scored items and 1 unscored item, which reflect overall functioning and impairment because of depressive symptoms. The PHQ-9 uses a Likert scale to determine the frequency of experienced depressive symptoms over the past 2 weeks ranging from 0=not at all, 1=several days, 2=more days than not, and 3=nearly every day. Higher values correspond to greater frequency. Scoring the PHQ-9 is simple and efficient. The measure yields only one score, which is determined by summing the positively endorsed items (1-3) at the noted values. PHQ-9 scoring interpretations are as follows: 1 to 4=minimal, 5 to 9=mild, 10 to 14=moderate, 15 to 19=moderately severe, and 20 to 27=severe depressive symptoms. Owing to the large anticipated volume of respondents to our national web-based recruitment effort, the 8-item PHQ, which does not include an assessment of suicidality, was used for eligibility screening. It would have been out of our team’s ability to efficiently contact and evaluate all persons who might have expressed suicidal intent or plan and who were not enrolled in the study.

The Inventory of Depression and Anxiety Symptoms (IDAS) [41] is a 64-item measure of depression (including a 20-item General Depression Scale) and anxiety symptoms that has been validated in postpartum mothers. The IDAS was developed specifically in response to a National Institute of Mental Health initiative to provide a more sensitive measurement of depression and its symptom dimensions (eg, dysphoria, lassitude, insomnia, suicidality, and appetite loss) for use in clinical trials. The IDAS uses a Likert scale ranging from 1=not at all to 5=extremely. The 20-item General Depression Scale was used in this study, with an overall range from 20 to 100. Higher scores represent greater depressive symptoms.
The Generalized Anxiety Disorder (GAD-7) questionnaire [42] is a 7-item measure that assesses anxiety symptom severity using a frequency Likert scale. The values of the scale are 0=not at all, 1=several days, 2=more than half the days, and 3=nearly every day. Higher values correspond to greater frequencies. The measure yields only 1 score (0-21), which is determined by summing the positively endorsed items (1-3) at the noted values. The GAD-7 interpretations are as follows: 0 to 4=minimal, 5 to 9=mild, 10 to 14=moderate, and 15 to 21=severe anxiety symptoms.

HM Feeding Outcomes

The Infant Feeding Practices Study 2 [43] was developed by the Food and Drug Administration in collaboration with the CDC to collect data on infant feeding practices used by US mothers. For the purposes of this project, we used the Prenatal Questionnaire to assess infant feeding intent, HM feeding knowledge, and self-efficacy.

The Prenatal Breastfeeding Self-Efficacy Scale (PBSES) was developed by Wells et al [44] in 2006 to assess perceived HM feeding self-efficacy during pregnancy. The scale comprises 20 items with ranges on a 5-point Likert-type scale from 1=not at all sure to 5=completely sure, with an overall range from 20 to 100. Higher scores indicate greater levels of prenatal HM feeding self-efficacy.

The Breastfeeding Self-Efficacy Scale–Short Form was developed by Dennis and Faux [45] to measure postpartum HM feeding self-efficacy using a theoretical framework from the Social Cognitive Theory by Bandura. The instrument has 14 items and uses a 5-point Likert-type scale, with responses ranging from 1=not at all confident to 5=always confident and overall scores ranging from 14 to 70. Higher scores indicate greater levels of HM feeding self-efficacy.

Initiation, exclusivity, and duration of HM feeding were assessed during the postpartum period using questions from the CDC National Immunization Survey. Weekly assessments of duration and exclusivity were also performed via SMS text messages.

Statistical Analyses

Statistical analyses were performed using R software [46]. This study used a repeated measures design with 2 intervention groups (Sunnyside and Sunnyside Plus). Data were examined to assess for outliers. Descriptive statistics were obtained by computing means and SDs for continuous variables and frequencies for categorical variables. Significance testing for within- and between-group differences in mental health and HM feeding outcomes were assessed; however, this feasibility study was not powered for these types of analyses; therefore, our data are largely presented descriptively. These results should be interpreted with caution because of the small sample size. Differences in the baseline characteristics between the intervention groups were assessed using an independent 2-sample t test (continuous variables) and Fisher exact test (categorical variables). The intervention feasibility data, including adherence to the intervention, usability, and acceptability, were assessed using descriptive statistics.

Results

Eligibility Screening

In total, 1618 individuals (an average of 17 per day) completed the web-based screener across a 3-month period. Of these 1618 respondents, the mean age was 30.9 (SD 3.3) years, 539 (33.3%) were identified as Black or African American, 1171 (72.3%) intended to HM-feed, and the mean PHQ-8 was 6.2 (SD 4.7). Approximately 4.45% (72/1618) of individuals met the inclusion criteria. The major factors for exclusion were race and the estimated gestational age (EGA). Of the 1618 respondents, 874 (54.01%) of respondents identified as White. Only 38.44% (622/1618) of the respondents had an EGA between 20 and 28 weeks, which was the inclusion criterion for this study. Most had an EGA of <20 weeks (971/1618, 60.01%). Of those who qualified based on the eligibility screener, 31% (22/72) individuals were randomized and received the intervention; those who were not randomized were ultimately not interested in participating, unable to contact, or lost to follow-up. Further details are provided in Figure 1.
Participants
A total of 22 tertiary-educated Black pregnant individuals in their second trimester (mean EGA 22.6 [SD 2.5] weeks) participated in this US-based study. The mean age of the participants was 30.4 (SD 3.9) years. Most participants were married or partnered and cohabiting (17/22, 77%), employed full-time (13/22, 59%), or had private health insurance (16/22, 73%). All participants attended at least some college degree (12/22, 55%) or held a graduate or professional degree (10/22, 45%). Just over half (12/22, 55%) of the participants reported an annual household income of ≥US $51,000, with the average household size being 2.5 (SD 1). Maternal prepregnancy BMI (kg/m²) was calculated from self-reported height and prepregnancy body weight. When data from medical records were available, we explored the differences between self-reported and medical record data and found no differences. Over half of the participants (14/22, 64%) had obesity. The mean PHQ-9 score at baseline was 6.6 (SD 2.9), with most participants having mild depressive symptoms (15/22, 68%). The mean GAD-7 score was 6.05 (SD 4.7), with most patients having none to mild symptoms of anxiety (16/22, 73%). Most participants were nulliparous at enrollment (14/22, 64%). Regarding HM feeding–related variables, approximately one-quarter of participants reported being HM-fed themselves as an infant (6/22, 27%), most had no prior HM feeding experience (17/22, 77%), and most intended to HM-feed exclusively for at least the first few weeks postpartum (19/22, 86%). The PBSES score at baseline was 81 (SD 14.1), and the average HM feeding duration goal was 13.7 (SD 5.7) months. The participants in the intervention groups did not differ significantly in any baseline characteristics, suggesting that the random assignment–generated groups were equivalent at baseline (Table 2).
Table 2. Baseline sample characteristics by intervention group (N=22).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall</th>
<th>Sunnyside (n=9)</th>
<th>Sunnyside Plus (n=13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>**Age (years), mean (SD)**a</td>
<td>30.4 (3.9)</td>
<td>29.7 (4.7)</td>
<td>30.9 (3.3)</td>
</tr>
<tr>
<td><strong>Ethnicity (non-Hispanic), n (%)</strong></td>
<td>21 (96)</td>
<td>8 (89)</td>
<td>13 (100)</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>5 (23)</td>
<td>2 (22)</td>
<td>3 (23)</td>
</tr>
<tr>
<td>Married or partnered (cohabitating)</td>
<td>17 (77)</td>
<td>7 (78)</td>
<td>10 (77)</td>
</tr>
<tr>
<td>Household size, mean (SD)</td>
<td>2.5 (1)</td>
<td>2.6 (1)</td>
<td>2.5 (1.1)</td>
</tr>
<tr>
<td><strong>Annual household income (US $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤50,999</td>
<td>10 (45)</td>
<td>5 (56)</td>
<td>5 (38)</td>
</tr>
<tr>
<td>≥51,000</td>
<td>12 (55)</td>
<td>4 (44)</td>
<td>8 (62)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college and 2- or 4-year college degree</td>
<td>12 (55)</td>
<td>5 (56)</td>
<td>7 (54)</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>10 (46)</td>
<td>4 (44)</td>
<td>6 (46)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homemaker</td>
<td>5 (23)</td>
<td>3 (33)</td>
<td>2 (15)</td>
</tr>
<tr>
<td>Employed part-time</td>
<td>4 (18)</td>
<td>3 (33)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Employed full-time</td>
<td>13 (59)</td>
<td>3 (33)</td>
<td>10 (77)</td>
</tr>
<tr>
<td><strong>Health insurance, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private insurance</td>
<td>16 (73)</td>
<td>7 (78)</td>
<td>9 (69)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>6 (27)</td>
<td>2 (22)</td>
<td>4 (31)</td>
</tr>
<tr>
<td>Prepregnancy BMI obese category, n (%)</td>
<td>14 (64)</td>
<td>4 (44)</td>
<td>10 (77)</td>
</tr>
<tr>
<td>PHQ-9b moderate (10-14) category for depressive symptoms, n (%)</td>
<td>3 (14)</td>
<td>2 (22)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>GAD-7c moderate to severe (10-21) category for anxiety symptoms, n (%)</td>
<td>6 (27)</td>
<td>2 (22)</td>
<td>4 (31)</td>
</tr>
<tr>
<td>EGAd at enrollment (weeks), mean (SD)</td>
<td>22.6 (2.5)</td>
<td>23.1 (2.9)</td>
<td>22.3 (2.3)</td>
</tr>
<tr>
<td>Nulliparous at enrollment, n (%)</td>
<td>14 (64)</td>
<td>4 (44)</td>
<td>10 (77)</td>
</tr>
<tr>
<td>Participant was HM-fed as an infant, n (%)</td>
<td>6 (27)</td>
<td>2 (22)</td>
<td>4 (31)</td>
</tr>
<tr>
<td>No past HM feeding experience, n (%)</td>
<td>17 (77)</td>
<td>6 (67)</td>
<td>11 (85)</td>
</tr>
<tr>
<td>HM feeding self-efficacy (PBSESf), mean (SD)</td>
<td>81 (14.1)</td>
<td>77.3 (14.3)</td>
<td>83.5 (14)</td>
</tr>
<tr>
<td>Intend to HM-feed exclusively in the first few weeks PPF, n (%)</td>
<td>19 (86)</td>
<td>8 (89)</td>
<td>11 (85)</td>
</tr>
<tr>
<td>HM feeding goal duration (months), mean (SD)</td>
<td>13.7 (5.7)</td>
<td>12.7 (6.2)</td>
<td>14.3 (5.5)</td>
</tr>
</tbody>
</table>

aParticipants in the intervention groups did not differ significantly on any baseline characteristics.

bPHQ-9: Patient Health Questionnaire-9.

cGAD-7: Generalized Anxiety Disorder-7.
dEGA: estimated gestational age.

eHM: human milk.

fPBSES: Prenatal Breastfeeding Self-Efficacy Scale.

gPP: postpartum.

**Attrition**

Approximately 78% (7/9) of Sunnyside participants and 77% (10/13) of Sunnyside Plus participants completed the study through 12 weeks postpartum. Approximately 9% (2/22) of participants (1 from each intervention group) withdrew from the study after the baseline assessment. One of the Sunnyside participants did not complete the third trimester follow-up assessment but continued with the study. One of the participants in the Sunnyside Plus group did not engage in the web-based intervention or complete the assessments and was therefore withdrawn by the research team after the baseline assessment. Approximately 9% (2/22) of additional participants (1 from each intervention group) were considered lost to follow-up.
during the postpartum period; their mood scores did not differ from those who completed the study.

**Site Use**

Adherence to the web-based intervention was measured by the number of log-ins to the site during the intervention period, number of lessons accessed, and number of tools completed. Table 3 shows site use data. The mean number of log-ins across the 6-week intervention plus booster sessions was 7.3 (SD 5.3) for Sunnyside and 13.8 (SD 10.5) for Sunnyside Plus. Within the Sunnyside group, the average number of lessons accessed during pregnancy (from a total of 13) was 10.1 (SD 3.5) and during postpartum (from a total of 3) was 1.6 (SD 1.3). Within the Sunnyside Plus group, the average number of lessons accessed during pregnancy (from a total of 13) was 9.7 (SD 4.1) and during postpartum (from a total of 9) was 2.6 (SD 3.3). Approximately 67% (6/9) of Sunnyside participants and 58% (7/12) of Sunnyside Plus participants completed at least 50% of the available lessons. The average number of tools used was 11 (SD 6.6) for Sunnyside and 25.8 (SD 27.8) for Sunnyside Plus. Participants in the Sunnyside Plus group used the activity tool more than those in the Sunnyside group (P=.03). All other site uses were similar between the groups, with no additional differences found.
Table 3. Adherence data (N=22).

<table>
<thead>
<tr>
<th>Program activity</th>
<th>Sunnyside (n=9)</th>
<th>Sunnyside Plus (n=12)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total log-ins</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>7.3 (5.3)</td>
<td>13.8 (10.5)</td>
</tr>
<tr>
<td>Values, range</td>
<td>1-17</td>
<td>2-39</td>
</tr>
<tr>
<td><strong>Total days on site</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>82.9 (62.4)</td>
<td>90.8 (53.6)</td>
</tr>
<tr>
<td>Values, range</td>
<td>0-180</td>
<td>7-181</td>
</tr>
<tr>
<td><strong>Pregnancy lessons accessed</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>10.1 (3.5)</td>
<td>9.7 (4.1)</td>
</tr>
<tr>
<td>Values, range</td>
<td>5-13</td>
<td>2-13</td>
</tr>
<tr>
<td><strong>Postpartum lessons accessed</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>1.6 (1.3)</td>
<td>2.6 (3.3)</td>
</tr>
<tr>
<td>Values, range</td>
<td>0-3</td>
<td>0-9</td>
</tr>
<tr>
<td>50% completion of lessons, n (%)</td>
<td>6 (67)</td>
<td>7 (58)</td>
</tr>
<tr>
<td><strong>Tool: activity scheduling or monitoring</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>0.4 (1)</td>
<td>9.8 (13.1)</td>
</tr>
<tr>
<td>Values, range</td>
<td>0-3</td>
<td>0-36</td>
</tr>
<tr>
<td><strong>Tool: mood rating</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>3.9 (2.2)</td>
<td>6.3 (9.6)</td>
</tr>
<tr>
<td>Values, range</td>
<td>1-8</td>
<td>0-35</td>
</tr>
<tr>
<td><strong>Tool: feelings</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>2.7 (2.2)</td>
<td>4.9 (5.1)</td>
</tr>
<tr>
<td>Values, range</td>
<td>0-5</td>
<td>0-17</td>
</tr>
<tr>
<td><strong>Tool: thought record</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>3.1 (1.5)</td>
<td>3.4 (2.9)</td>
</tr>
<tr>
<td>Values, range</td>
<td>0-6</td>
<td>0-10</td>
</tr>
<tr>
<td><strong>Tool: goal setting</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>0.9 (1.2)</td>
<td>1.4 (3.1)</td>
</tr>
<tr>
<td>Values, range</td>
<td>0-3</td>
<td>0-11</td>
</tr>
<tr>
<td><strong>Total tools used</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>11 (6.6)</td>
<td>25.8 (27.8)</td>
</tr>
<tr>
<td>Values, range</td>
<td>4-23</td>
<td>0-79</td>
</tr>
<tr>
<td><strong>Human milk feeding text question responses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>5.4 (1.1)</td>
<td>5.2 (1.3)</td>
</tr>
<tr>
<td>Values, range</td>
<td>3-6</td>
<td>2-6</td>
</tr>
<tr>
<td><strong>Lactation support calls</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>N/A^c</td>
<td>2.8 (2)</td>
</tr>
<tr>
<td>Values, range</td>
<td>N/A</td>
<td>0-7</td>
</tr>
</tbody>
</table>

^aBoth intervention groups were offered 13 lessons during pregnancy. Sunnyside intervention offered 3 lessons during the postpartum period, and Sunnyside Plus offered 9 lessons during the postpartum period.

^bP=.03.

^cN/A: not applicable.
Text and Video Call Interactions
Mean number of weekly HM feeding text question responses across the first 6 weeks postpartum was 5.4 (SD 1.1) for Sunnyside and 5.2 (SD 1.3) for Sunnyside Plus. Approximately 56% (5/22) of participants in Sunnyside and 46% (6/13) of participants in Sunnyside Plus completed all 6 weekly text questions. Response rates were similar between the groups, and no differences were found. Participants in the Sunnyside Plus group were offered web-based lactation support. The mean number of video calls completed during the first 6 weeks postpartum was 2.8 (SD 2). The number of calls ranged from 0 to 7. One of the participants declined to receive lactation support. The results are presented in Table 3.

Usability and Acceptability
At the third trimester follow-up (after completion of the 6-week antenatal web-based intervention), scores on USE subscales ranged from 1 (strongly disagree) to 7 (strongly agree). Mean scores for the participants in the Sunnyside group were 5.3 (SD 1.3) for usefulness, 5.1 (SD 2.1) for ease of use, 5.1 (SD 2.3) for ease of learning, and 4.9 (SD 1.9) for satisfaction. Mean scores for the participants in the Sunnyside Plus group were 4.9 (SD 1.2) for usefulness, 5.9 (SD 1.1) for ease of use, 6.2 (SD 1.1) for ease of learning, and 5.3 (SD 1.5) for satisfaction. At 6 weeks postpartum, the scores on the USE subscales also ranged from 1 (strongly disagree) to 7 (strongly agree). Mean scores for the participants in the Sunnyside group were 4.9 (SD 1.4) for usefulness, 5.4 (SD 1.3) for ease of use, 5.5 (SD 1.5) for ease of learning, and 4.7 (SD 0.7) for satisfaction. For participants in the Sunnyside Plus group, mean scores were 5.1 (SD 1.4) for usefulness, 6 (SD 1.3) for ease of use, 5.8 (SD 1.3) for ease of learning, and 5.1 (SD 1.5) for satisfaction. The data are provided in Table 4. Overall, the usability and acceptability scores in this trial were slightly higher than those in previously published pilot data on Sunnyside [33].

<table>
<thead>
<tr>
<th>Perinatal period and usability</th>
<th>Sunnyside (n=7), mean (SD)</th>
<th>Sunnyside Plus (n=11), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Third trimester</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usefulness</td>
<td>5.3 (1.3)</td>
<td>4.9 (1.2)</td>
</tr>
<tr>
<td>Ease of use</td>
<td>5.1 (2.1)</td>
<td>5.9 (1.1)</td>
</tr>
<tr>
<td>Ease of learning</td>
<td>5.1 (2.3)</td>
<td>6.2 (1.1)</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>4.9 (1.9)</td>
<td>5.3 (1.5)</td>
</tr>
<tr>
<td><strong>6 weeks postpartum</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usefulness</td>
<td>4.9 (1.4)</td>
<td>5.1 (1.4)</td>
</tr>
<tr>
<td>Ease of use</td>
<td>5.4 (1.3)</td>
<td>6 (1.3)</td>
</tr>
<tr>
<td>Ease of learning</td>
<td>5.5 (1.5)</td>
<td>5.8 (1.3)</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>4.7 (0.7)</td>
<td>5.1 (1.5)</td>
</tr>
</tbody>
</table>

aUsefulness, ease of use, ease of learning, and satisfaction were measured using a Likert scale ranging from 1=strongly disagree to 7=strongly agree. Higher scores indicated greater usability and acceptability.

b=10 for Sunnyside Plus.

Birth Outcomes
Total gestational weeks at birth, provider type, and mode of birth did not significantly differ between the groups. Mean EGA at birth was 38.7 (SD 1.3) and 38.3 (SD 1.7) for Sunnyside and Sunnyside Plus participants, respectively. A reported 71% (5/7) and 73% (8/11) of participants in Sunnyside and Sunnyside Plus, respectively, received care under an obstetrician rather than a midwife. Approximately 43% (3/7) of Sunnyside and 64% (7/11) of Sunnyside Plus participants had a cesarean birth.

Depression and Anxiety Symptoms
Mental health outcomes are presented in Table 5. No differences between or within the groups were detected on any of the mental health outcome measures. In both intervention groups, mean PHQ-9 scores across all follow-up visits remained <10, which is the clinical threshold for referral for treatment [40]. Mean IDAS scores remained relatively consistent across all follow-up visits for Sunnyside and Sunnyside Plus. In both intervention groups, mean GAD-7 scores across all follow-up visits remained <10, which is the threshold for moderate to severe symptoms of anxiety [42].
Table 5. Mean mental health outcome measures at each visit and mean change from baseline to the third trimester and to 6 and 12 weeks postpartum (N=22).

<table>
<thead>
<tr>
<th>Outcomes over time</th>
<th>Sunnyside (n=9)</th>
<th>Sunnyside Plus (n=13)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants, n (%) Outcome measure, mean (SD)</td>
<td>Change from baseline, mean (SD)a</td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>9 (100) 7.3 (3.1)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Third trimester</td>
<td>7 (78) 6.4 (3.9)</td>
<td>−0.7 (3.4)</td>
</tr>
<tr>
<td>6 weeks postpartum</td>
<td>7 (78) 6.2 (2.7)</td>
<td>−1.7 (4.6)</td>
</tr>
<tr>
<td>12 weeks postpartum</td>
<td>7 (78) 7.3 (3.9)</td>
<td>−0.4 (4.1)</td>
</tr>
<tr>
<td>IDAS&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>9 (100) 44.6 (8.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Third trimester</td>
<td>7 (78) 44.1 (8)</td>
<td>−0.3 (14.4)</td>
</tr>
<tr>
<td>6 weeks postpartum</td>
<td>7 (78) 44.6 (6.1)</td>
<td>−1.1 (7.4)</td>
</tr>
<tr>
<td>12 weeks postpartum</td>
<td>7 (78) 43.4 (6)</td>
<td>−2.3 (9.5)</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>9 (100) 5.4 (3.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Third trimester</td>
<td>7 (78) 5.9 (2.9)</td>
<td>0.9 (2.8)</td>
</tr>
<tr>
<td>6 weeks postpartum</td>
<td>7 (78) 6.7 (5.2)</td>
<td>0.7 (6.1)</td>
</tr>
<tr>
<td>12 weeks postpartum</td>
<td>7 (78) 4.7 (3.4)</td>
<td>−1.3 (3.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Estimated mean change in the difference between the baseline and follow-up means.
<sup>b</sup>PHQ-9: Patient Health Questionnaire-9.
<sup>c</sup>N/A: not applicable.
<sup>d</sup>IDAS: Inventory of Depression and Anxiety Symptoms.
<sup>e</sup>GAD-7: Generalized Anxiety Disorder questionnaire-7.

**HM Feeding**

Prenatal HM feeding outcomes were examined using descriptive statistics (data not shown). The mean intended HM feeding duration at baseline (midpregnancy) was 12.7 (SD 6.2) months for Sunnyside participants and 14.3 (SD 5.5) months for Sunnyside Plus participants. Among all participants, 86% (19/22) intended to HM-feed exclusively for at least 5 to 6 months. Baseline prenatal HM feeding self-efficacy (PBSES) scores were 77.3 (SD 14.3) for Sunnyside participants and 83.5 (SD 14) for Sunnyside Plus participants. The PBSES scores increased slightly for all participants from baseline to the third trimester.

Postpartum HM feeding outcomes are shown in Table 6. All participants initiated HM feeding treatment (18/18, 100%). At 6 weeks postpartum, 57% (4/7) of Sunnyside and 91% (10/11) of Sunnyside Plus participants reported HM feeding exclusively. At 12 weeks postpartum, 57% (4/7) of Sunnyside and 80% (8/10) Sunnyside Plus participants were exclusively HM feeding. Any HM feeding at 6 weeks postpartum was reported by 86% (6/7) of Sunnyside and 100% (11/11) of Sunnyside Plus participants. Similarly, any HM feeding at 12 weeks postpartum was reported by 86% (6/7) of Sunnyside and 100% (10/10) of Sunnyside Plus participants. No differences were detected in the postpartum HM feeding outcome measures between the groups.
Table 6. Comparison of postpartum human milk feeding outcomes between intervention groups.

<table>
<thead>
<tr>
<th>Milk feeding and pregnancy period</th>
<th>Sunnyside (n=7)</th>
<th>Sunnyside Plus (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initiation, n (%)</td>
<td>7 (100)</td>
<td>11 (100)</td>
</tr>
<tr>
<td>Exclusive HM feeding, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks postpartum</td>
<td>4 (57)</td>
<td>10 (91)</td>
</tr>
<tr>
<td>12 weeks postpartum</td>
<td>4 (57)</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Any HM feeding, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks postpartum</td>
<td>6 (86)</td>
<td>11 (100)</td>
</tr>
<tr>
<td>12 weeks postpartum</td>
<td>6 (86)</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Self-efficacy (BSES-SF(^c)), mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks postpartum</td>
<td>45.9 (20)</td>
<td>48.9 (14)</td>
</tr>
<tr>
<td>12 weeks postpartum</td>
<td>41.3 (18.1)</td>
<td>53.1 (9.5)</td>
</tr>
</tbody>
</table>

\(^a\)HM: human milk.

\(^b\)n=10 for Sunnyside Plus.

\(^c\)BSES-SF: Breastfeeding Self-Efficacy Scale–Short Form.

Discussion

Principal Findings

This study describes the feasibility and preliminary findings of a novel CBT-based internet intervention to prevent perinatal depression and promote HM feeding in Black mothers with mild to moderate depressive symptoms and intention to HM-feed. Although both active treatment groups aimed to target skills to manage mood, the newly developed Sunnyside Plus intervention used evidence-based practices to promote and actively support the HM feeding.

Feasibility

Participants for this study were enrolled within a relatively short recruitment period (3 months) of indicating interest in the study intervention. Relatively low attrition rates in the Sunnyside group (2/9, 22%) and in the Sunnyside Plus group (3/13, 23%) through 12 weeks postpartum in a population of individuals within the perinatal period and who indicated mild to moderate depressive symptoms suggested adherence to the intervention. Further adherence was shown through participant interactions with the site through log-ins, lessons accessed, and tool use and with the study team through SMS text message responses and lactation support calls. Adherence to the web-based intervention indicates that Black individuals who are in the perinatal period are willing to use an individual intervention program that involves engagement with a website and interactions via SMS text messaging and video calls. To improve adherence, future research efforts using the Sunnyside intervention should consider adding biweekly support calls with participants to remind them of the intervention components and resolve any potential access issues. Usability scores suggested an overall positive user experience for both the pregnancy and postpartum sections of the intervention.

Depression and Anxiety Symptoms

After completion of the intervention at both 6 and 12 weeks postpartum, no participants in this at-risk sample met the criteria for postpartum depression. This is in line with results from the previously published pilot data on Sunnyside [33]. Other studies have shown a 13% prevalence rate of postpartum depression among individuals in the first year postpartum [6] and a 17% prevalence rate among at-risk individuals in the absence of an intervention [47]. Overall, the levels of perinatal anxiety symptoms remained low among the participants. Given the adverse impact of perinatal mental health disorders on both the mother and infant, including reduced rates of HM feeding [3], the overall low levels of depression and anxiety symptoms among all participants were encouraging.

HM Feeding

In the United States, 80% of mothers intend to HM-feed in some capacity, and of those, >85% intend to exclusively HM-feed for at least 3 months; however, only one-third (32%) of mothers achieve their intended HM feeding goals [48]. In this study of individuals who intended to HM-feed in at least some capacity, intended HM feeding exclusivity and duration were high among all participants at baseline. Postpartum HM feeding self-efficacy, defined as the confidence in one’s ability to effectively HM-feed, is thought to play an important role in the relationship between postpartum depression and HM feeding [19,49-52]. Not only is high self-efficacy associated with lower levels of depressive symptoms [45,50,51] but also with longer HM feeding durations [50,51]. In this study, prenatal HM feeding self-efficacy was high among all participants, and scores increased after completion of the antenatal portion of the intervention.

According to the National Vital Statistics System, the US cesarean birth rate in 2019 was 32% [53]. Overall, 56% (10/18) of the participants in this study had a cesarean birth, which is almost double the national rate. Medical interventions during birth, including cesarean birth, may make it difficult for mothers
to reach their HM feeding goals [15]. Across both intervention groups, 100% (22/22) of participants initiated HM feeding. The HM feeding initiation rate among Black individuals in the United States is 60% [54]. At 6 weeks postpartum, a greater percentage of Sunnyside Plus participants exclusively HM-fed than those in Sunnyside (10/11, 91%, vs 4/7, 57%, respectively). At 12 weeks postpartum, a greater percentage of Sunnyside Plus participants exclusively HM-fed than those in Sunnyside (8/10, 80%, vs 4/7, 57%, respectively). Most participants reported at least some HM feeding at both 6 and 12 weeks postpartum (6/7, 86%; 11/11, 100%, or 10/10, 100%, for Sunnyside and Sunnyside Plus, respectively). These rates are higher than that of research showing an 81% prevalence rate of any HM feeding at 6 weeks postpartum [51]. High rates of exclusive and continued HM feeding at 6 and 12 weeks further underscore the positive clinical impact of both intervention groups.

Strengths and Limitations
There are several strengths of this study. The design of the intervention offers a novel approach for preventative and supportive care within the perinatal period, one that extends across pregnancy and postpartum, involves various interface options (ie, website, text, and videoconferencing), and acknowledges the logistical challenges of physically seeking care as parents of a newborn. In addition, participants consistently used all aspects of the intervention in both pregnancy and the postpartum period, suggesting interest in and satisfaction with this design of care. To reduce the race-mediated power differential, the lactation specialist team included Black and White individuals. When support was provided by a White lactation specialist, we acknowledge that race-of-interviewer effects may have been present.

This study had several limitations. Although the recruitment response was high, with an average of approximately 17 respondents each day during the 3-month recruitment period, the use of a convenient internet sample may have led to a bias toward higher education levels. In addition, our recruitment method through Ovia Health might not have been the best route, given the characteristics of those using the platform, and future projects should consider other recruitment routes. The major factors for exclusion were race and EGA. Future recruitment efforts should target internet-based applications used by those who identify as Black or African American. In addition, a system that allows for future rescreening might capture those who meet all inclusion criteria, except for the current EGA. As a small pilot study, this trial was not powered to reliably detect small significant differences or associations. The results should be interpreted with caution, and a larger trial is needed to verify these outcomes. Furthermore, the primary outcome data were based on self-report assessments, which may introduce recall bias. Finally, with no true control group, we relied on outside data to compare the rates of mental health and HM feeding outcomes.

Conclusions
The results of this study suggest that tertiary-educated Black mothers at risk for perinatal depression and who intended to HM-feed were receptive to, engaged with, and satisfied with a web-based CBT-based internet intervention, with and without HM feeding education and support, spanning from midpregnancy through 6 weeks postpartum. Preliminary findings indicate that both Sunnyside and Sunnyside Plus interventions have the potential to affect symptoms of depression, anxiety, and HM feeding outcomes. Future studies should include a larger sample size and a longer follow-up period to better understand the differences between groups and examine the continued impact across the postpartum period.
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Abstract

Background: Health-promotion interventions incorporating wearable technology or eHealth apps can encourage participants to self-monitor and modify their physical activity and sedentary behavior. In 2020, a Calgary (Alberta, Canada) recreational facility developed and implemented a health-promotion intervention (Vivo Play Scientist program) that provided a commercially available wearable activity tracker and a customized eHealth dashboard to participants free of cost.

Objective: The aim of this study was to independently evaluate the effectiveness of the Vivo Play Scientist program for modifying physical activity and sedentary behavior during the initial 8 weeks of the piloted intervention.

Methods: Our concurrent mixed methods study included a single-arm repeated-measures quasiexperiment and semistructured interviews. Among the 318 eligible participants (≥18 years of age) registered for the program, 87 completed three self-administered online surveys (baseline, T0; 4 weeks, T1; and 8 weeks, T2). The survey captured physical activity, sedentary behavior, use of wearable technology and eHealth apps, and sociodemographic characteristics. Twenty-three participants were recruited using maximal-variation sampling and completed telephone-administered semistructured interviews regarding their program experiences. Self-reported physical activity and sedentary behavior outcomes were statistically compared among the three time points using Friedman tests. Thematic analysis was used to analyze the interview data.

Results: The mean age of participants was 39.8 (SD 7.4) years and 75% (65/87) were women. Approximately half of all participants had previously used wearable technology (40/87, 46%) or an eHealth app (43/87, 49%) prior to the intervention. On average, participants reported wearing the activity tracker (Garmin Vivofit4) for 6.4 (SD 1.7) days in the past week at T1 and for 6.0 (SD 2.2) days in the past week at T2. On average, participants reported using the dashboard for 1.6 (SD 2.1) days in the past week at T1 and for 1.0 (SD 1.8) day in the past week at T2. The mean time spent walking at 8 weeks was significantly higher compared with that at baseline (T0 180.34 vs T2 253.79 minutes/week, P=.005), with no significant differences for other physical activity outcomes. Compared to that at baseline, the mean time spent sitting was significantly lower at 4 weeks (T0 334.26 vs T1 260.46 minutes/day, P<.001) and 8 weeks (T0 334.26 vs T2 267.13 minutes/day, P<.001). Significant differences in physical activity and sitting between time points were found among subgroups based on the household composition, history of wearable...
technology use, and history of eHealth app use. Participants described how wearing the Vivofit4 device was beneficial in helping them to modify physical activity and sedentary behavior. The social support, as a result of multiple members of the same household participating in the program, motivated changes in physical activity. Participants experienced improvements in their mental, physical, and social health.

**Conclusions:** Providing individuals with free-of-cost commercially available wearable technology and an eHealth app has the potential to support increases in physical activity and reduce sedentary behavior in the short term, even under COVID-19 public health restrictions.

*(JMIR Form Res 2022;6(5):e37348)* doi:10.2196/37348
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**Introduction**

**Background**

Daily participation in physical activity provides numerous benefits, including enhancing physical and mental health and reducing the risk of chronic disease [1]. Despite these benefits, individuals report barriers to maintaining regular physical activity routines such as lack of time, confidence, and money, and unsupportive physical and social environments [2-5]. However, physical activity interventions offer individuals opportunities to initiate, maintain, and modify their physical activity routines [6,7]. Moreover, evidence suggests that sedentary behavior (eg, sitting) can negatively impact health independent of physical activity levels [8,9]. Sedentary behavior is defined as any waking behavior that has a relative energy expenditure ≤1.5 metabolic equivalents (METs) while in a sitting, reclining, or lying posture [10]. Physical activity interventions with and without specific components that target sedentary behavior can reduce sedentary time [11]. The current Canadian 24-Hour Movement Guidelines recommend accumulating sufficient physical activity, reducing prolonged sitting and sedentary behavior, as well as obtaining adequate sleep regularly, regardless of age [12,13].

Physical activity interventions incorporating wearable activity trackers (eg, smart watches, fitness trackers, and pedometers) that allow users to quantify self-movement offer wearers immediate behavioral feedback and movement data that can support them in modifying current or future physical activity levels [14-17]. This evidence is encouraging given the growth in the popularity of commercial wearable trackers among consumers for monitoring physical activity and fitness [16,18-21]. Moreover, wearable trackers are often coupled with eHealth (including mobile health) apps on smartphones or other screened devices that provide users with complementary detailed information about behavior patterns (eg, duration and intensity of physical activity, sedentary time, sleep, and energy expenditure), biometrics (eg, heart rate, blood oxygen saturation, and body temperature), and geographical location or global positioning [21,22]. Data from wearable trackers and eHealth apps can also provide automated personalized health-promotion messages or movement notifications that motivate or nudge users to undertake more physical activity or less sedentary behavior [16,17,23-26].

Interventions involving the use of commercially available wearable activity trackers have found positive effects on physical activity [15,17,24,26,27] and weight status [26,28] among adults, including clinical and healthy populations [15,17,27]. Moreover, wearable activity trackers and eHealth apps can reduce sedentary time [29]. Wearable activity trackers can encourage immediate, synchronous changes in physical activity and sedentary behavior [17,24]. Barwais et al [24] found that even over a short period (ie, 4 weeks), participants enrolled in an intervention incorporating the daily use of a wearable activity tracker and receipt of personalized device-informed messaging and prompts significantly increased their volume of walking; increased light-, moderate-, and vigorous-intensity physical activity; and reduced their sedentary time. The most effective physical activity interventions involving wearable technology may include those that incorporate concurrent use of a wearable activity tracker and an eHealth app [17].

**Vivo Play Scientist Program**

Community-based health-promotion programming provides a vital and cost-effective strategy for increasing physical activity [30] because of the ability to reach large and diverse populations. Recreational facilities that engage in this type of programming typically include diverse offerings of activities and services, and are therefore well-positioned to deliver physical activity programs to their surrounding catchment communities. Our study focuses on an evaluation of what could be considered an innovative community-based health-promotion program, *The Vivo Play Scientist (VPS) program*, offered by a large North Central Calgary recreational center with approximately 6500 members (Vivo for Healthier Generations). Vivo, established in 2004, is a charity that operates the Centre for Well-being and Innovation lab. Vivo offers a mix of family-based and community-delivered physical activity and play programming to surrounding neighborhoods (eg, park-based play events and take-home play kits). Between November 2020 and March 2021, the VPS program was piloted and independently evaluated by our team. Vivo developed and implemented the VPS program with the aim of increasing physical activity and reducing sedentary behavior. The program involved providing participants, free of charge, with a wearable tracker with integrated syncing technology (Garmin Vivofit4) and access to...
an eHealth dashboard to support self-monitoring of physical activity and sedentary behavior. The program strategy appeared to align with social cognitive theory [31,32] and control theory [33], both of which recognize the importance of self-monitoring and progress feedback to inform behavior modification and reinforce monitored behaviors. The VPS program was implemented under COVID-19 public health restrictions. The public health restrictions in place during the VPS program included social gathering limits in private and public spaces and occupant capacity limits for businesses. Moreover, recreational facilities, including indoor children’s play centers and indoor playgrounds and fitness and sports facilities, were closed from November 27, 2020, to March 8, 2021. Mandatory masking and physical distancing were also in effect throughout the program and working from home was recommended.

The VPS program was advertised on the Vivo website, social media (Facebook and Twitter), and via an email list of clientele affiliated with the facility. The program offered volunteering individuals and families (with a child aged 5-17 years) with a wrist-worn activity tracker (Garmin Vivofit4; approximate value US $80) and access to a customized eHealth dashboard at no financial cost to participants. Participants also had access to the Garmin Connect platform for processing the data captured by the Vivofit4 accelerometer, which provides summaries of physical activity and other metrics (ie, step count, distance travelled, intensity minutes, energy expenditure, and sleep). This platform also offers opt-in physical activity and step challenges, and provides options for setting personalized step goals. Vivofit4 includes a function that over time automatically monitors activity levels and assigns a daily step goal, and a function that notifies the wearer to move after an extended period of inactivity. The customized Vivo eHealth dashboard was developed by White Whale Analytics [34] and provided the health analytics platform, which incorporated a score (ie, vScore Health) supported by Vivametrica data [35]. The vScore is derived from a proprietary algorithm that combines the step count from Vivofit4 along with the participant’s age, sex, height, and weight. Higher vScores [35] reflect better health, and the dashboard provided sex- and age-informed normative values. Participants could share and compare their vScores with other household members participating in the program. On the dashboard, participants could view their current week’s vScore, a historical trend of vScores for each member of their family as a line chart, as well as a comparative bar chart of their vScore to that of their age group within the cohort (see Figure 1). The vScores range between 0 and 100, and include health rankings based on cut-off points (poor, 0-49; fair, 60-62; good, 63-73; very good, 74-85; excellent, 86-100). Although the vScore appears to have face validity, there is limited evidence pertaining to its predictive validity in relation to behavior change and health outcomes. A 12-week intervention involving a small clinical sample of middle-aged women (N=36) that included the use of a wearable activity tracker and access to Vivametrica performance data found a median increase of 9% in daily step counts; however, this change was not statistically significant [36]. The authors (including the founder of Vivametrica) reported that 28% of the participants did not access the Vivametrica output data and the majority of those who accessed this information did so fewer than five times during the intervention [36]. Vivo hypothesized that the access to behavior feedback from the eHealth dashboard, Garmin Connect, and Vivofit4 would motivate participants to modify their physical activity and sedentary behavior.

Participants who registered for the program received written instructions and attended an on-boarding video conference call regarding the use and syncing of Vivofit4, Garmin Connect, and the eHealth dashboard, along with information to assist them in interpreting the vScore. Participants were encouraged to wear Vivofit4 during all waking hours and to synchronize Vivofit4 with Garmin Connect and the dashboard once per week. However, participants did not receive instructions on how often they should access Garmin Connect or the dashboard and what information or outputs they should consult, nor did they receive any prescriptive behavioral goals or targets to achieve in relation to physical activity or sedentary behavior. Participants could use or explore all or any functions within Vivofit4, Garmin Connect, or the dashboard (eg, setting up movement reminders, signing up for challenges, joining activity communities, sharing activity progress, sharing vScores, and tracking sleep). The intention of the VPS program was to offer access to the wearable tracker and eHealth dashboard, and allow participants autonomy in deciding how best to use these tools to support their own physical activity goals.
Study Aim
This study is part of a larger research project evaluating the feasibility and effectiveness of the VPS program. A concurrent mixed methods research approach was used to evaluate the effectiveness of the VPS program for modifying physical activity and sedentary behavior in the initial 8 weeks of its implementation.

Methods

Ethics Approval
The University of Calgary Conjoint Health Research Ethics Board approved the study (REB20-1218).

Study Design and Recruitment
We undertook a concurrent mixed methods single-arm repeated-measures design with semistructured interviews. Volunteers were screened for eligibility and registered in the VPS program with the assistance of Vivo staff. Eligible participants had access to the internet, resided in a North Central Calgary neighborhood, were ≥18 years of age, and had a current email address. Multiple members of a single household could participate in the VPS program; however, only one self-selecting adult per household could participate in the program evaluation. Eligible registered participants (N=318) were sent a recruitment email with study information, consent form, web link to a baseline online questionnaire, and identification number to access the online questionnaire. Among those sent a recruitment email, 153 participants completed the baseline questionnaire. A subset of participants were invited to undertake a postprogram semistructured interview via telephone or video conference. The semistructured interviews provided supporting data for the quantitative results [37]. To capture a range of different perspectives and a sample that was diverse in age, gender, ethnicity, education level, employment, and income characteristics, we recruited the interview participants using a maximum-variation sampling approach [38]. The interview sample included those who had and had not completed the 8-week VPS program.

Data Collection
The online questionnaires were delivered using the Qualtrics platform (Toronto, Canada) and were administered at baseline (T₀), 4 weeks (T₁), and 8 weeks (T₂). To increase compliance, for each questionnaire completed, participants received entry into a prize draw to win one of two CAD $500 (~US $400) gift cards. The questionnaires captured information, including sociodemographic characteristics, perceptions and use of wearable technology and eHealth apps, physical activity cognitions (eg, attitudes, self-efficacy, perceived barriers and benefits), and self-reported physical activity and sedentary behavior. This study included a subset of variables from the questionnaires, specifically self-reported physical activity and sedentary behavior available to Vivo Play Scientist program participants.
sedentary behavior, history of using wearable technology and eHealth apps, and sociodemographic characteristics. Each questionnaire took 20-30 minutes to complete.

The telephone-based semi-structured interviews were 30-45 minutes in duration. Participants who completed the interview received a CAD $25 (~US $20) gift card as a token of appreciation. An interviewer, trained in qualitative research methods, asked several open-ended questions regarding participant experiences of the VPS program, including the use of Vivofit4, Garmin Connect, and the eHealth dashboard; the effect of the program on their physical activity and health; and recommendations for improving the program. Given our interest in exploring the effectiveness of the program for modifying physical activity and sedentary behavior, we focused on responses to the following six interview questions: Which features of the Vivofit4 were most or least useful to you in supporting your physical activity? Which features of Garmin Connect were most or least useful to you in supporting your physical activity? Which features of Vivo Play Scientist Health Dashboard were most or least useful to you in supporting your physical activity? What have you discovered about your physical activity and health as a result of participating in the program? Have you noticed any changes in your behavior since the start of the program? How has your usage of the device changed since you first received it?

Quantitative Variables

Frequency of Using Vivofit4 and the eHealth Dashboard

At the 4-week (T₀) and 8-week (T₂) surveys, participants reported how many days in the past week and the usual amount of time per day they had used Vivofit4 and the dashboard. In addition to reporting days of Vivofit4 wear and dashboard use as continuous outcomes (both of which had skewed distributions), we categorized Vivofit4 use to capture participants who had used the wearable activity tracker on most days (ie, ≥24 days/week vs <24 days/week). Data presented in the dashboard were automatically updated weekly; therefore, we categorized frequency of use into ≥1 day/week versus <1 day/week.

Physical Activity

At the baseline (T₀), 4-week (T₁), and 8-week (T₂) surveys, physical activity was measured using the International Physical Activity Questionnaire Short-Form (IPAQ-SF). The IPAQ-SF has acceptable reliability and validity [39]. Minutes of walking, moderate-intensity physical activity (MPA), and vigorous-intensity physical activity (VPA) in the past week were captured. We applied the IPAQ-SF scoring protocol to correct for overreporting of physical activity minutes and to estimate total weekly physical activity incorporating the relative intensity (MET) of each activity (ie, MET [minutes/week]=[VPA minutes×8 METS]+[MPA minutes×4 METS]+[walking minutes×3.3 METS]) [40,41]. Accumulating 30 minutes of moderate-to-vigorous physical activity (MVPA) most days provides health benefits in adults [42]. In each survey (T₀, T₁, and T₂), a single item captured the number of days in the past week that the participant accumulated at least 30 minutes of MVPA (ie, sport or exercise, brisk walking or cycling for recreation, or to get to and from places, but excluding occupational activity and household) [43]. This measure of sufficient MVPA has acceptable test-retest reliability and concurrent validity in relation to other single-item measures of physical activity [43].

Sedentary Behavior

Two items captured sedentary behavior at baseline (T₀), 4 weeks (T₁), and 8 weeks (T₂). One item from the IPAQ-SF measured the usual time spent sitting (ie, at work, at home, during course work, traveling by motor vehicle, and for leisure) in the last 7 days [39]. Another item captured leisure-based screen time: “In an average week, how much time per day do you usually spend watching television or other screen-based electronic devices outside your workplace (eg, video games, computer games, DVD/movies, internet, email, texting, smartphone)?” A similar item has been used previously to measure leisure-based screen time in Canadian adults [44-46]. We modified the item to also capture contemporary sedentary activities (eg, use of mobile technology).

Sociodemographic Characteristics

Sociodemographic characteristics, including age, sex, ethnicity, household income, employment status, education, marital status, number of dependents in the household, dog ownership, and composition of household members participating in the intervention (ie, one adult only, multiple adults only, one adult and children, or multiple adults and children), were also collected at baseline (T₀).

Analysis

Descriptive statistics (means, standard deviations, and frequencies) were calculated for the sample characteristics. Most outcome variables were nonnormally distributed (positively skewed); therefore, we applied nonparametric statistical tests. All physical activity (weekly minutes of walking, MPA, VPA, total physical activity, and sufficient daily MVPA) and sedentary behavior (daily minutes of sitting and screen time) outcomes were analyzed using the Friedman test to compare the differences in mean rank across the three time points (T₀, T₁, and T₂). Using the significant results in the Friedman tests (P<.05), we undertook a priori comparisons employing Wilcoxon signed-rank tests to identify statistically significant differences in outcomes between time points relative to baseline (ie, T₀ vs T₁ and T₀ vs T₂). To reduce the chance of type I error, pairwise differences from the planned comparisons were considered statistically significant based on an adjusted P<.025. In addition, we assessed for effect modification by comparing gain scores (ie, T₂-T₀) for physical activity and sedentary behavior outcomes between subgroups (ie, adults-only participating households vs households with child participants; ever used vs never used a wearable tracker; and ever used vs never used an eHealth app) using Mann-Whitney U tests and stratified analysis (Friedman tests with Wilcoxon signed-rank tests for planned comparisons) to determine if group responses to the intervention were heterogeneous from the beginning (T₀) and to the end of the intervention (T₂). Quantitative analysis was performed using SPSS version 24.
Audio data collected during the semistructured interviews were transcribed verbatim and analyzed using thematic analysis [47]. Qualitative data were organized and analyzed using NVivo version 12. Three researchers (JP, DG, and PKDB) coded the data and identified the themes. Member checking, peer review, and an audit trail were employed as strategies to enhance the trustworthiness of the qualitative results. Triangulation of the quantitative and qualitative results was undertaken during the interpretative phase of the findings.

**Results**

**Sample Characteristics**

The flow of participants through the study is shown in Figure 2. The analytical sample included 87 participants with complete data for all three surveys (T₀, T₁, and T₂). Excluded participants (n=66) did not participate in all three surveys, had incomplete data, or were members of the same household. Sociodemographic characteristics and baseline physical activity and sedentary behavior were similar between the analytical sample and excluded cases, with the exception that excluded cases had a lower proportion of participants reporting an income of CAD $80,000-119,999 (US $65,000-94,999) per year (13.6% vs 37.9%, P<.001) and a higher proportion reporting they did not know or refused to answer (28.8% vs 10.3%, P=.003). The semistructured interviews were conducted with 23 participants (18 women, 5 men; aged 22-56 years).

Our sample consisted mostly of participants who reported being female, having a university education, being non-Caucasian, working full or part time, married or common-law, and not owning a dog (Table 1). Over one-quarter of households had gross annual incomes of at least CAD $119,999 (US $94,999)/year. The mean age of participants was 39.4 years and the mean number of children <18 years of age in the home was 1.8.

Almost half of all participants reported prior use of a wearable tracker (40/87, 46%) or eHealth app (43/87, 49%). On average, participants reported wearing Vivofit4 for 6.3 (SD 1.7) days in the past week at T₁ and for 6.0 (SD 2.2) days in the past week at T₂. Most participants reported using Vivofit4 ≥4 days/week (T₁: 93.1% [n=81/87] and T₂: 87.4% [n=76/87]). On average, participants reported usually wearing Vivofit4 for approximately 12.5 hours/day at T₁ (mean 751.2, SD 201.7 minutes) and T₂ (mean 756.8, SD 211.9 minutes). The median usual wear time was 840 minutes/day at both T₁ and T₂. On average, participants reported using the eHealth dashboard for 1.6 (SD 2.1) days in the past week at T₁ and for 1.0 (SD 1.8) day in the past week at T₂. Approximately half of the participants reported using the dashboard ≥1 day/week (T₁: 54.0% [n=47/87] and T₂: 47.1% [n=41/87]). Approximately two-thirds of participants were from households where at least one adult and one child participated in the program with the remainder being from households with no children participating (Table 1).

**Figure 2.** Flow diagram of participant recruitment.
Table 1. Baseline characteristics of intervention participants (N=87).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>22 (25)</td>
</tr>
<tr>
<td>Female</td>
<td>65 (75)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No university</td>
<td>25 (29)</td>
</tr>
<tr>
<td>Completed university</td>
<td>62 (71)</td>
</tr>
<tr>
<td><strong>Annual household income (CAD $), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;80,000</td>
<td>22 (25)</td>
</tr>
<tr>
<td>80,000-119,999</td>
<td>33 (38)</td>
</tr>
<tr>
<td>&gt;119,999</td>
<td>23 (26)</td>
</tr>
<tr>
<td>Don’t know/refuse to answer</td>
<td>9 (10)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>32 (37)</td>
</tr>
<tr>
<td>Caucasian</td>
<td>23 (26)</td>
</tr>
<tr>
<td>South Asian</td>
<td>9 (10)</td>
</tr>
<tr>
<td>Japanese</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Southeast Asian</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Other (eg, African, West Asian, Latin American, Indigenous, other)</td>
<td>15 (17)</td>
</tr>
<tr>
<td><strong>Dog ownership, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17 (20)</td>
</tr>
<tr>
<td>No</td>
<td>70 (80)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full time/part time</td>
<td>64 (74)</td>
</tr>
<tr>
<td>Other</td>
<td>23 (26)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married/common law</td>
<td>73 (84)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (16)</td>
</tr>
<tr>
<td><strong>Household members participating in intervention, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>One adult only</td>
<td>22 (25)</td>
</tr>
<tr>
<td>Multiple adults only</td>
<td>8 (9)</td>
</tr>
<tr>
<td>One adult and child(ren)</td>
<td>29 (33)</td>
</tr>
<tr>
<td>Multiple adults and child(ren)</td>
<td>28 (32)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.8 (7.4)</td>
</tr>
<tr>
<td>Number of children, mean (SD)</td>
<td>1.8 (1.1)</td>
</tr>
</tbody>
</table>

\(^{a}\text{CAD$1=US\$0.79.}\)

**Quantitative Findings**

**Changes in Physical Activity (Pooled Analysis)**

Compared to that at baseline, the mean time spent walking at 8 weeks, but not 4 weeks, was significantly higher \((P=.005)\) with no statistically significant differences found between baseline \((T_0)\) and the other time points \((T_1 \text{ and } T_2)\) for the other physical activity outcomes, including weekly minutes of MPA, VPA, and total physical activity, and frequency (days) of sufficient MVPA (Table 2).
Table 2. Differences in self-reported physical activity and sedentary behavior at baseline (T_0), 4 weeks (T_1), and 8 weeks (T_2) (N=87).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Friedman test</th>
<th>T_0, mean (SD)</th>
<th>T_1, mean (SD)</th>
<th>T_2, mean (SD)</th>
<th>P value within-subject effect (time)^a</th>
<th>T_0 vs T_1</th>
<th>T_0 vs T_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walking (min/week)</td>
<td>χ² (df=2)</td>
<td>P value</td>
<td>T_0, mean (SD)</td>
<td>T_1, mean (SD)</td>
<td>T_2, mean (SD)</td>
<td>P value within-subject effect (time)^a</td>
<td>T_0 vs T_1</td>
</tr>
<tr>
<td>Walking (min/week)</td>
<td>9.394</td>
<td>.009</td>
<td>180.34 (262.92)</td>
<td>167.82 (155.48)</td>
<td>253.79 (315.23)</td>
<td>.21</td>
<td>.005</td>
</tr>
<tr>
<td>MPA^b (min/week)</td>
<td>1.465</td>
<td>.48</td>
<td>61.03 (86.76)</td>
<td>63.79 (97.55)</td>
<td>90.91 (158.56)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>VPA^c (min/week)</td>
<td>0.469</td>
<td>.79</td>
<td>62.76 (73.62)</td>
<td>65.06 (82.41)</td>
<td>74.25 (111.74)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total PA^d (MET^e min/week)</td>
<td>2.983</td>
<td>.23</td>
<td>1334.45 (1341.31)</td>
<td>1324.37 (1221.67)</td>
<td>1861.88 (2150.45)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Days of MVPA^f ≥30 min/day</td>
<td>1.979</td>
<td>.37</td>
<td>2.74 (1.98)</td>
<td>3.16 (2.04)</td>
<td>3.16 (2.00)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sitting (min/day)</td>
<td>14.268</td>
<td>&lt;.001</td>
<td>334.26 (201.64)</td>
<td>260.46 (185.15)</td>
<td>267.13 (190.07)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Screen time (min/day)</td>
<td>5.244</td>
<td>.07</td>
<td>175.86 (156.16)</td>
<td>144.71 (134.14)</td>
<td>145.40 (148.01)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

αWilcoxon signed-rank tests with P<.025 (planned comparisons T_0 vs T_1 and T_0 vs T_1) considered statistically significant. The Wilcoxon signed-rank test was only undertaken when the Friedman test was significant (P<.05).

βMPA: moderate-intensity physical activity.

γVPA: vigorous-intensity physical activity.

δPA: physical activity.

εMET: metabolic equivalent.

fMVPA: moderate-to-vigorous physical activity.

**Changes in Physical Activity (Effect Modification)**

None of the physical activity gain scores was significantly different between those with and without prior wearable tracker experience, suggesting a similar effect of the intervention for both groups. Time spent walking among those with prior wearable tracker experience was significantly (P=.03) different between the time points, but none of the planned comparisons reached significance (P>.025; Table 3).

A significant difference in walking gain scores was found between those with and without prior eHealth app experience (T_2–T_0, P=.04), suggesting that the effect of the intervention was different between the two groups. Compared to that at baseline, participants with no prior eHealth experience increased their minutes of walking at 8 weeks (P<.001) with no significant difference over time found among those with prior eHealth experience (Table 4).

We found a significant difference in walking gain scores between individuals from households with only adults versus households that included children participating in the program (T_2–T_0, P=.04), suggesting that the effect of the intervention was different between the two groups. Significant differences were found in walking between baseline and 4 weeks (P=.02) and 8 weeks (P<.001) only for individuals from households that included children participating in the program. We also found a significant increase in total physical activity at 8 weeks compared to baseline (P=.01) among this same group (Table 5). However, the total physical activity gain scores were not significantly different from T_2 to T_0 (P=.16), suggesting that the effect of the intervention was similar between individuals from households that included only adult participants and individuals from households that included child participants (Table 5).
Table 3. Differences in self-reported physical activity and sedentary behavior at baseline (T₀), 4 weeks (T₁), and 8 weeks (T₂) according to history of activity tracker use (N=87).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Friedman test</th>
<th>T₀, mean (SD)</th>
<th>T₁, mean (SD)</th>
<th>T₂, mean (SD)</th>
<th>P value within-subject effect (time)²</th>
<th>P value T₀ vs T₁</th>
<th>P value T₀ vs T₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior use of activity tracker (n=40)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking (min/week)</td>
<td>6.993</td>
<td>.03</td>
<td>186.00 (238.22)</td>
<td>168.50 (145.51)</td>
<td>208.75 (185.72)</td>
<td>.38</td>
<td>.07</td>
</tr>
<tr>
<td>MPA (min/week)</td>
<td>1.476</td>
<td>.48</td>
<td>62.5 (95.48)</td>
<td>67.25 (92.68)</td>
<td>76.50 (110.70)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>VPA (min/week)</td>
<td>1.317</td>
<td>.52</td>
<td>69.00 (77.65)</td>
<td>72.5 (80.69)</td>
<td>78.5 (78.92)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total PA (MET min/week)</td>
<td>4.088</td>
<td>.13</td>
<td>1398.80 (1269.45)</td>
<td>1384.05 (1165.64)</td>
<td>1614.88 (1369.12)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Days of MVPA ≥30 min/day</td>
<td>0.774</td>
<td>.68</td>
<td>2.70 (1.94)</td>
<td>3.25 (1.86)</td>
<td>3.37 (2.03)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sitting (min/day)</td>
<td>11.036</td>
<td>.004</td>
<td>365.50 (203.61)</td>
<td>285.00 (182.01)</td>
<td>292.50 (192.80)</td>
<td>.002</td>
<td>.04</td>
</tr>
<tr>
<td>Screen time (min/day)</td>
<td>3.263</td>
<td>.20</td>
<td>195.25 (173.31)</td>
<td>154.25 (108.96)</td>
<td>162.25 (168.96)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Never used activity tracker (n=47)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking (min/week)</td>
<td>3.012</td>
<td>.22</td>
<td>175.53 (284.74)</td>
<td>167.23 (165.03)</td>
<td>292.13 (391.49)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>MPA (min/week)</td>
<td>4.114</td>
<td>.13</td>
<td>59.79 (79.63)</td>
<td>60.85 (102.42)</td>
<td>103.19 (190.47)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>VPA (min/week)</td>
<td>0.013</td>
<td>.99</td>
<td>57.45 (70.42)</td>
<td>58.72 (84.20)</td>
<td>70.64 (134.28)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total PA (MET min/week)</td>
<td>0.973</td>
<td>.62</td>
<td>1287.34 (1411.50)</td>
<td>1273.57 (1277.72)</td>
<td>2072.11 (2637.84)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Days of MVPA ≥30 min/day</td>
<td>1.244</td>
<td>.54</td>
<td>2.79 (2.03)</td>
<td>3.08 (2.19)</td>
<td>2.98 (1.97)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sitting (min/day)</td>
<td>4.333</td>
<td>.12</td>
<td>307.66 (198.22)</td>
<td>239.57 (187.16)</td>
<td>245.53 (187.06)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Screen time (min/day)</td>
<td>3.810</td>
<td>.15</td>
<td>159.36 (139.36)</td>
<td>136.60 (153.07)</td>
<td>131.06 (127.66)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

²Wilcoxon signed-rank tests with P < .025 (planned comparisons T₀ vs T₁ and T₀ vs T₂) considered statistically significant. The Wilcoxon signed-rank test was only undertaken when the Friedman test was significant (P < .05).

bMPA: moderate-intensity physical activity.

cVPA: vigorous-intensity physical activity.

dPA: physical activity.

eMET: metabolic equivalent.

fMVPA: moderate-to-vigorous physical activity.
Table 4. Differences in self-reported physical activity and sedentary behavior at baseline (T₀), 4 weeks (T₁), and 8 weeks (T₂) according to history of eHealth app use (N=87).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Friedman test</th>
<th>T₀, mean (SD)</th>
<th>T₁, mean (SD)</th>
<th>T₂, mean (SD)</th>
<th>P value within-subject effect (time)\text{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \chi^2 ) (df=2)</td>
<td>( P ) value</td>
<td>T₀ vs T₁</td>
<td>T₀ vs T₂</td>
<td>T₀ vs T₁</td>
</tr>
<tr>
<td>Prior use of eHealth app (n=43)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking (min/week)</td>
<td>2.229</td>
<td>0.328</td>
<td>186.51 (225.17)</td>
<td>170.23 (150.92)</td>
<td>211.16 (287.61)</td>
</tr>
<tr>
<td>MPA (min/week)</td>
<td>0.043</td>
<td>0.979</td>
<td>68.37 (89.39)</td>
<td>65.35 (75.29)</td>
<td>99.77 (161.10)</td>
</tr>
<tr>
<td>VPA (min/week)</td>
<td>1.938</td>
<td>0.380</td>
<td>61.39 (76.67)</td>
<td>80.93 (95.74)</td>
<td>86.98 (137.52)</td>
</tr>
<tr>
<td>Total PA (MET min/week)</td>
<td>2.306</td>
<td>0.316</td>
<td>1408.05 (1231.73)</td>
<td>1408.28 (1110.01)</td>
<td>1842.88 (2428.60)</td>
</tr>
<tr>
<td>Days of MVPA ≥30 min/day</td>
<td>8.122</td>
<td>0.017</td>
<td>2.65 (1.91)</td>
<td>3.70 (2.08)</td>
<td>3.37 (2.08)</td>
</tr>
<tr>
<td>Sitting (min/day)</td>
<td>16.014</td>
<td>&lt;0.001</td>
<td>352.56 (186.57)</td>
<td>241.86 (168.00)</td>
<td>278.60 (177.93)</td>
</tr>
<tr>
<td>Screen time (min/day)</td>
<td>4.262</td>
<td>0.119</td>
<td>206.05 (188.28)</td>
<td>128.37 (102.91)</td>
<td>143.95 (142.20)</td>
</tr>
<tr>
<td>Never used eHealth app (n=44)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking (min/week)</td>
<td>8.488</td>
<td>0.014</td>
<td>174.32 (297.76)</td>
<td>165.45 (161.48)</td>
<td>295.45 (338.15)</td>
</tr>
<tr>
<td>MPA (min/week)</td>
<td>2.764</td>
<td>0.251</td>
<td>53.86 (84.53)</td>
<td>62.27 (116.16)</td>
<td>82.27 (157.40)</td>
</tr>
<tr>
<td>VPA (min/week)</td>
<td>1.048</td>
<td>0.592</td>
<td>64.09 (71.38)</td>
<td>49.55 (64.30)</td>
<td>61.82 (78.60)</td>
</tr>
<tr>
<td>Total PA (MET min/week)</td>
<td>4.409</td>
<td>0.110</td>
<td>1262.52 (1451.08)</td>
<td>1242.36 (1329.49)</td>
<td>1880.45 (1867.42)</td>
</tr>
<tr>
<td>Days of MVPA ≥30 min/day</td>
<td>1.248</td>
<td>0.536</td>
<td>2.84 (2.06)</td>
<td>2.64 (1.88)</td>
<td>2.95 (1.92)</td>
</tr>
<tr>
<td>Sitting (min/day)</td>
<td>1.987</td>
<td>0.370</td>
<td>316.36 (215.99)</td>
<td>278.64 (200.76)</td>
<td>255.91 (202.66)</td>
</tr>
<tr>
<td>Screen time (min/day)</td>
<td>1.822</td>
<td>0.402</td>
<td>146.36 (111.11)</td>
<td>160.68 (158.49)</td>
<td>146.82 (155.11)</td>
</tr>
</tbody>
</table>

\text{a}Wilcoxon signed-rank tests with \( P<.025 \) (planned comparisons T₀ vs T₁ and T₀ vs T₂) considered statistically significant. The Wilcoxon signed-rank test was only undertaken when the Friedman test was significant (\( P<.05 \)).

\text{b}MPA: moderate-intensity physical activity.

\text{c}VPA: vigorous-intensity physical activity.

\text{d}PA: physical activity.

\text{e}MET: metabolic equivalent.

\text{f}MVPA: moderate-to-vigorous physical activity.
Table 5. Differences in self-reported physical activity and sedentary behavior at baseline (T₀), 4 weeks (T₁), and 8 weeks (T₂) according to level of household participation (N=87).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Friedman test</th>
<th>T₀, mean (SD)</th>
<th>T₁, mean (SD)</th>
<th>T₂, mean (SD)</th>
<th>P value within-subject effect (time)a</th>
<th>T₀ vs T₁</th>
<th>T₀ vs T₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adults and children participating (n=57)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking (min/week)</td>
<td>15.282</td>
<td>&lt;0.001</td>
<td>128.07 (131.05)</td>
<td>164.74 (135.44)</td>
<td>251.40 (303.42)</td>
<td>.02 &lt;.001</td>
<td></td>
</tr>
<tr>
<td>MPAb (min/week)</td>
<td>0.304</td>
<td>0.859</td>
<td>58.07 (83.23)</td>
<td>60.70 (87.64)</td>
<td>70.70 (94.38)</td>
<td>— —</td>
<td></td>
</tr>
<tr>
<td>VPAc (min/week)</td>
<td>1.899</td>
<td>0.387</td>
<td>60.70 (68.27)</td>
<td>59.82 (79.97)</td>
<td>72.10 (81.96)</td>
<td>— —</td>
<td></td>
</tr>
<tr>
<td>Total PAd (METe min/week)</td>
<td>5.982</td>
<td>0.050</td>
<td>1130.00 (999.47)</td>
<td>1268.54 (1074.55)</td>
<td>1683.67 (1693.29)</td>
<td>.33 .01</td>
<td></td>
</tr>
<tr>
<td>Days of MVPAf ≥30 min/day</td>
<td>4.383</td>
<td>0.112</td>
<td>2.58 (1.94)</td>
<td>3.17 (2.20)</td>
<td>3.25 (2.15)</td>
<td>— —</td>
<td></td>
</tr>
<tr>
<td>Sitting (min/day)</td>
<td>11.223</td>
<td>0.004</td>
<td>360.88 (203.15)</td>
<td>277.02 (199.61)</td>
<td>280.88 (191.29)</td>
<td>&lt;.001 .002</td>
<td></td>
</tr>
<tr>
<td>Screen time (min/day)</td>
<td>3.362</td>
<td>0.186</td>
<td>183.51 (176.85)</td>
<td>136.67 (137.05)</td>
<td>146.67 (157.96)</td>
<td>— —</td>
<td></td>
</tr>
<tr>
<td>Adults only participating (n=30)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking (min/week)</td>
<td>0.241</td>
<td>0.887</td>
<td>279.67 (395.30)</td>
<td>173.67 (190.25)</td>
<td>258.33 (341.85)</td>
<td>— —</td>
<td></td>
</tr>
<tr>
<td>MPAb (min/week)</td>
<td>2.960</td>
<td>0.228</td>
<td>66.67 (94.33)</td>
<td>69.67 (115.47)</td>
<td>129.33 (234.58)</td>
<td>— —</td>
<td></td>
</tr>
<tr>
<td>VPAc (min/week)</td>
<td>0.526</td>
<td>0.769</td>
<td>66.67 (83.97)</td>
<td>75.00 (87.40)</td>
<td>78.33 (155.01)</td>
<td>— —</td>
<td></td>
</tr>
<tr>
<td>Total PAd (METe min/week)</td>
<td>0.218</td>
<td>0.897</td>
<td>1722.90 (1779.90)</td>
<td>1430.43 (1475.97)</td>
<td>2200.50 (2827.74)</td>
<td>— —</td>
<td></td>
</tr>
<tr>
<td>Days of MVPAf ≥30 min/day</td>
<td>0.587</td>
<td>0.746</td>
<td>3.07 (2.03)</td>
<td>3.13 (1.74)</td>
<td>3.00 (1.70)</td>
<td>— —</td>
<td></td>
</tr>
<tr>
<td>Sitting (min/day)</td>
<td>3.453</td>
<td>0.178</td>
<td>283.67 (191.93)</td>
<td>229.00 (152.14)</td>
<td>241.00 (188.14)</td>
<td>— —</td>
<td></td>
</tr>
<tr>
<td>Screen time (min/day)</td>
<td>2.272</td>
<td>0.321</td>
<td>161.33 (107.63)</td>
<td>160.00 (129.32)</td>
<td>143.00 (129.51)</td>
<td>— —</td>
<td></td>
</tr>
</tbody>
</table>

aWilcoxon signed-rank tests with P<.025 (planned comparisons T₀ vs T₁ and T₀ vs T₂) considered statistically significant. The Wilcoxon signed-rank test was only undertaken when the Friedman test was significant (P<.05).
bMPA: moderate-intensity physical activity.
cVPA: vigorous-intensity physical activity.
dPA: physical activity.
eMET: metabolic equivalent.
fMVPA: moderate-to-vigorous physical activity.

Changes in Sedentary Behavior (Pooled Analysis)
Compared to that at baseline, the mean time spent sitting was significantly lower at 4 weeks (P<.001) and 8 weeks (P<.001), respectively. However, there were no significant differences in daily screen time between time points (Table 2).

Changes in Sedentary Behavior (Effect Modification)
We found no significant differences in sitting or screen time gain scores between those with and without prior wearable tracker experience, suggesting a similar response to the intervention in both groups. Among participants with prior wearable tracker experience, time spent sitting was significantly lower at 4 weeks relative to that at baseline (P=.002) (Table 3).

Similarly, we found no significant differences in sitting or screen time gain scores between those with and without prior eHealth experience. However, compared to that at baseline, the mean time spent sitting was significantly lower at 4 weeks (P<.001) and 8 weeks (P=.004) among those with prior eHealth experience only (Table 4).

No significant differences were found in sitting or screen time gain scores between individuals from households with only adults versus households that included child program participants. Nevertheless, we found significant differences over time in sitting among those from households with child participants (T₀ vs T₁, P<.001; T₀ vs T₂, P=.002) (Table 5).

Qualitative Findings
Overview
Three themes associated with behavior change in response to the VPS program emerged from the interviews: Increased Physical Activity, Reduced Sedentary Behavior, and Other Health Benefits. During interviews, participants described how the VPS program including the wearable activity tracker, eHealth dashboard, and Garmin Connect had supported their physical activity, sedentary behavior, and provided other health benefits during the 8-week intervention (Textbox 1). Saturation was obtained, with responses emerging from interviews often being repeated by different participants.
Themes, subthemes, and representative quotes reflecting participants’ experiences during the Vivo Play Scientist program.

### Increased physical activity

**Changes in awareness, motivation, and behavior**

- “I’m paying attention to how many steps I take and if I took a certain amount each day. I’ve even included [walking] instead of taking my 30-minute lunch break.” [female, 41 years]
- “I’ll set goals for myself quietly that no one knows about. I’m accountable to myself if I don’t do it. [It’s] a way to motivate myself.” [female, 43 years]
- “This is a physical motivator for me because I look at it, it’s like, ‘Oh crap. I didn’t get my step count’.” [female, 54 years]
- “I know how active I am, it [the VScore] shows on the graph, as a family graph and individual. It gives you an indication of how you are doing.” [male, 36 years]

**Negative impacts of using wearable technology**

- “I stopped using a fitness tracker, was because I was finding it was taking the enjoyment out of exercise. Because I was getting too focused on how I compared to other people.” [female, 36 years]

**Changes in family physical activity**

- “It’s worked really well for my son, because it got him to actually want to walk more. He wants to be more active because he wants to get his steps in. He wants to get a badge.” [female, 52 years]
- “It’s been really positive, especially with COVID. Because we were pretty housebound, the kids haven’t been able to go and play with their friends and stuff like that. It’s been a good incentive to go out and just explore and get active.” [female, 39 years]
- “We’re looking at the average of our household, how we’re doing as overall health. As a family, this [the dashboard] is really helping us to understand, ‘Hey, what can we do together next time on a weekend?’ That helped us with our planning our activities together. So we were planning a little bit more what kind of activities we can try at home to do it together or taking turns doing it.” [female, 39 years]
- “I’ll say to my wife… ‘What’s up with your VScore being on a 50, whereas even of our children are hovering around the high 60s low 70s and myself in the mid-70s at any given time’? Right? I’ll say well then we as a family collectively have to help mom or help my son make up for that dip in the following weeks. I’ll just simply tell the family during dinnertime like ‘Someone scored low, we won’t mention who. Someone better start moving.’” [male, 41 years]

**Reduced sedentary behavior**

- “Because my work is mostly like 8 hours work, and I’m sitting all the time…when I get these beeps I actually will move. So it gives me a chance to take breaks too.” [male, 36 years]
- “With the Garmin watch on, I would feel more inclined to maybe just take a break from my studying or from my work and go and play with them for 5 or 10 minutes.” [female, 23 years]
- “I think as a whole, all those features, like track your steps every day, the dashboard and the challenges, the badges, which actually give you a little push to do it every day. The nudges that it gives you, that you need to move, they all help as a whole to motivate you to be more active.” [male, 36 years]

**Other health benefits**

**Enhanced mental well-being**

- “I found that if I didn’t do enough activity, my emotional state was worse. If I have higher, more activity, more like if I’m running or doing just more, higher intensity workouts, it’s for me, I have a better day. My whole mood is much, much better.” [female, 52 years]

**Health education opportunity for children**

- “It’s a matter of encouraging something that I would hope that they would keep as a lifestyle thing…keeping in mind that I am raising kids that will someday be adults and hopefully to transmit to them a mentality that includes physical fitness in their lives.” [female, 41 years]

### Increased Physical Activity

For many participants, using the wearable activity tracker and dashboard increased awareness of their own physical activity, which motivated them to improve their behavior. Many participants described how the step count displayed on the wearable tracker motivated them to be physically active and how they used this information as a benchmark with which to compare their personal goals and progress. Few participants described how the dashboard and vScore supported their physical activity. Those who participated in the program with other household members, including with children, described how the program supported increases in their personal physical activity via spending more time being active as a family. Families who participated together in the program used their tracked steps and VScore to hold members accountable to improving their personal and family’s overall physical activity levels. However, for some participants, especially those who were already active or who experienced physical barriers (eg, poor weather and facility closures due to the COVID-19...
pandemic) described the program as having little impact on their physical activity. Some participants even commented that certain aspects of the program such as the comparison of activity levels with others detracted from the enjoyment of undertaking physical activity.

**Reduced Sedentary Behavior**

Similar to physical activity, participants described how the program, and notably the wearable tracker, had increased awareness about their own sedentary behavior (Textbox 1). Participants commented that “move” prompts or notifications from the wearable tracker, as well as just wearing the device, encouraged them to break up periods of sedentary behavior such as sitting with movement activity and “nudged” them to be active.

**Other Health Benefits**

While not the main aim of the VPS program, participants perceived that their mental as well as physical and social health had improved as a result of participating (Textbox 1). Several participants recognized that their physical activity positively contributed to their sense of mental well-being, stress level, and sleep quality. For example, one participant described how her mood and mental state appeared to be related to her physical activity levels. Some participants noticed reductions in their weight, while others enjoyed the increased family interactions that resulted from participating as a household in the program. A few participants also perceived the program as an opportunity to educate their children about the importance of physical activity, fitness, and health.

**Discussion**

**Principal Results**

The aim of this study was to evaluate the effectiveness of a community-focused physical activity intervention designed and implemented by a local recreational facility that incorporated wearable and eHealth technology. Congruent with previous evidence [14-17], the quantitative and qualitative findings from our 8-week evaluation suggest that providing participants with a free-of-cost wearable activity tracker (Vivofit4) and access to a customized eHealth dashboard has the potential to both improve physical activity via increases in walking and to reduce sedentary behavior via discouraging sitting. Specifically, during the 8-week intervention, participants, on average, increased their walking time by approximately 73 minutes/week and their total physical activity by 553 MET-minutes/week, and decreased their sitting time by 80 minutes/day. Congruent with our findings, Schoeppe et al [56] observed an increase of 45 minutes/day among children and 26 minutes/day among parents in self-reported MVPA during a 6-week multicomponent family-centered intervention that included wearable trackers and family-focused physical activity strategies (eg, family challenges and leader boards). Parental support (eg, motivating and educating), behavior modeling, and shared activities are important for encouraging physical activity in children [55,57,58]. Our findings suggest that interventions that include wearable and eHealth technology together with strategies that can encourage family engagement may be beneficial for improving physical activity and even sedentary behavior among adults.

Participants with and without prior wearable tracker experience had a similar response to the VPS program in terms of changes in physical activity and sedentary behavior. Our data did not allow us to differentiate among those with prior experience into findings highlight the usefulness of wearable technology and eHealth apps in supporting physical activity behavior change in the short term [16,17,23-26]. Importantly, the VPS program appeared to be effective despite being implemented under the COVID-19 public health restrictions.

Our evaluation of the VPS program only included adults; however, Vivo offered the program to individuals and families. The program design was relatively minimalistic. Apart from offering participants with a free-of-cost commercially available wearable tracker and access to the customized eHealth dashboard, the program included no other formal intervention components (eg, no health-promotion messages or reminders such as push notifications, exercise classes, counseling sessions, or group activities) to encourage behavior change. The use and application of feedback from Vivofit4 and the dashboard was self-determined by participants, and participants received no advice as to how or by how much they should modify their behaviors. Notably, the frequency of accessing the eHealth dashboard among our participants was low (approximately 1 day/week), which is consistent with a previous study using a similar dashboard provided by Vivametrica [36]. However, allowing multiple members from the same household to participate in the VPS program may have had an unintended positive consequence on the effectiveness of the program for some individuals. During interviews, individuals described how participating in the program as a family or with other household members (especially with children) encouraged changes in physical activity and sedentary behavior. This finding aligns with previous evidence suggesting that the social environment can influence physical activity in adults [52,53] and children [54,55]. Participants described the VPS program as providing household members with opportunities to increase physical activity via competition, sharing of behavioral data, developing shared behavioral goals (eg, contributing to a household averaged vScore), motivation, and opportunities to help other household members achieve their personal behavior goals. Our quantitative findings demonstrated that adults from households that included children participating in the VPS program significantly increased their walking by approximately 123 minutes/week and their total physical activity by 553 MET-minutes/week, and decreased their sitting time by 80 minutes/day. Congruent with our findings, Schoeppe et al [56] observed an increase of 45 minutes/day among children and 26 minutes/day among parents in self-reported MVPA during a 6-week multicomponent family-centered intervention that included wearable trackers and family-focused physical activity strategies (eg, family challenges and leader boards). Parental support (eg, motivating and educating), behavior modeling, and shared activities are important for encouraging physical activity in children [55,57,58]. Our findings suggest that interventions that include wearable and eHealth technology together with strategies that can encourage family engagement may be beneficial for improving physical activity and even sedentary behavior among adults.
current and former wearable tracker users. Other studies have found differences in current physical activity levels, perception of influence on physical activity, sociodemographic characteristics, health conditions, length of wearable tracker use, and reasons for using wearable trackers between current and former users [59-61]. Importantly, our findings suggest that the effectiveness of the program appeared independent of prior wearable tracker experience, at least in the short term. However, the novelty of the eHealth dashboard might have had a positive impact on behavior [62]. Participants with no prior eHealth experience reported increases in weekly walking during the 8-week intervention, whereas no changes were observed in those with prior eHealth experience. There is no clear explanation for this finding. Speculatively, those with prior eHealth experience may have been less sensitive to the changes observed in the vScore or possibly they were already using preferred alternative eHealth apps. Adults who positively assess an eHealth app and are resolute in achieving their health goals may be more likely to continue using the app, whereas those who negatively assess an eHealth app but are determined to achieve their health goals may be more likely to switch to another app [63].

While the aim of the VPS program was to increase physical activity and decrease sedentary behavior, participants experienced other benefits. In addition to being more cognizant of their behavior patterns, some participants became more aware of how their levels of physical activity were associated with their sense of well-being and mood. Others derived benefits in terms of improved sleep and perceived reductions in weight. Elsewhere, people reported perceived changes in their sleeping and eating patterns due to using wearable trackers [60]. Moreover, reductions in weight and lipid profiles, and perceived increases in well-being have been found among older adults with chronic medical conditions after 12 weeks of receiving a free wearable tracker [64]. Our results are also supported by findings elsewhere suggesting that in addition to higher physical activity (MPA, walking, and total physical activity) and less sedentary time, current users of commercially available wearable trackers report better sleep quality and quality of life than nonusers [65]. Interventions involving wearable and eHealth technology should consider measuring a range of physical and mental health outcomes, in addition to physical activity and sedentary behavior, to better understand the potential effects on overall health and well-being.

**Limitations**

Wearable trackers and eHealth apps range in the functions they offer and the ways in which they encourage or support behavior change (eg, movement prompts, behavior goal-setting, goal achievement notifications, data sharing) [66]. Thus, the effects of Vivofit4 and the vScore on physical activity and sedentary behavior found in our study may not generalize to other wearable or eHealth technologies. Nevertheless, our findings tend to be aligned with previous evidence suggesting that wearable activity trackers support improvements in physical activity and sedentary behavior [16,17,23-26]. Participants volunteered for the program and therefore may reflect a highly motivated and healthy population, limiting generalizability. Desires to maintain or improve fitness, weight, and quality of life are motivating factors associated with the use of fitness applications [62]. Moreover, the effectiveness of the VPS program for improving walking and sitting may have been amplified due to participants having more time or seeking opportunities to undertake physical activity during the COVID-19 pandemic public health restrictions. Notably, only about half of the eligible individuals who registered for the program participated in the evaluation. Individuals registered but who did not participate in the study may have been less motivated to be physically active, knowing that their behavior would be monitored by our team. Moreover, we cannot rule out Hawthorn bias, whereby some participants may have been more inclined to use the wearable tracker and change their behavior knowing that their physical activity, sedentary behavior, and level of use of the device would be measured over the course of the program.

Our single-arm study design did not include a control group that would have allowed competing explanations of our findings to be eliminated (eg, self-selection, history, statistical regression, experimental mortality). However, the inclusion of qualitative data provided explanations in support of our quantitative results, thus adding robustness to our findings. Despite the shortcomings of our quasieperiment, our findings support the short-term increases in physical activity and steps consistently found by randomized controlled trials of interventions using wearable trackers alone or in combination with other components [67]. We did not have access to device and dashboard data; thus, we relied on self-report data collected using questionnaires. Self-report measures are known to provide bias estimates of physical activity [68]. We are not able to generalize our findings beyond the 8-week observation period. In previous studies, former wearable tracker users reported wearing their devices for only about 5 months [59,60]. This may suggest that other intervention components (eg, check-ins, reminder emails or telephone calls, support groups) would be needed to support adherence in using wearable trackers during longer interventions. The effects of using wearable and eHealth technology on physical activity and sedentary behavior over the long term require further investigation.

**Conclusions**

The use of wearable activity trackers and eHealth apps may lead to improvements in walking and reduction in sitting time, and could enhance physical and mental well-being. Importantly, the VPS program demonstrated the potential to positively influence physical activity in the short term despite the challenge of being implemented under COVID-19 public health restrictions. Implementation of physical activity interventions that include wearable and eHealth technology could be an option for recreational facilities as they face challenges in delivering recreational programming to families during pandemic lockdowns and capacity restrictions. Future research may consider investigating the cost-effectiveness and sustainability of providing free-of-cost wearable and eHealth technology to participants as a stand-alone intervention for increasing physical activity and reducing sedentary behavior. Moreover, future studies are needed to determine which populations may derive the most benefit from stand-alone interventions that provide free-of-cost wearable and eHealth technology. Recreational facilities that provide free-of-cost commercially available
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[43x62]life are motivating factors associated with the use of fitness activity and sedentary behavior [16,17,23-26]. Participants wear...[59-61]. Importantly, our findings suggest that the effectiveness of the program appeared independent of prior wearable tracker experience, at least in the short term. However, the novelty of the eHealth dashboard might have had a positive impact on behavior [62]. Participants with no prior eHealth experience reported increases in weekly walking during the 8-week intervention, whereas no changes were observed in those with prior eHealth experience. There is no clear explanation for this finding. Speculatively, those with prior eHealth experience may have been less sensitive to the changes observed in the vScore or possibly they were already using preferred alternative eHealth apps. Adults who positively assess an eHealth app and are resolute in achieving their health goals may be more likely to continue using the app, whereas those who negatively assess an eHealth app but are determined to achieve their health goals may be more likely to switch to another app [63].

While the aim of the VPS program was to increase physical activity and decrease sedentary behavior, participants experienced other benefits. In addition to being more cognizant of their behavior patterns, some participants became more aware of how their levels of physical activity were associated with their sense of well-being and mood. Others derived benefits in terms of improved sleep and perceived reductions in weight. Elsewhere, people reported perceived changes in their sleeping and eating patterns due to using wearable trackers [60]. Moreover, reductions in weight and lipid profiles, and perceived increases in well-being have been found among older adults with chronic medical conditions after 12 weeks of receiving a free wearable tracker [64]. Our results are also supported by findings elsewhere suggesting that in addition to higher physical activity (MPA, walking, and total physical activity) and less sedentary time, current users of commercially available wearable trackers report better sleep quality and quality of life than nonusers [65]. Interventions involving wearable and eHealth technology should consider measuring a range of physical and mental health outcomes, in addition to physical activity and sedentary behavior, to better understand the potential effects on overall health and well-being.

**Limitations**

Wearable trackers and eHealth apps range in the functions they offer and the ways in which they encourage or support behavior change (eg, movement prompts, behavior goal-setting, goal achievement notifications, data sharing) [66]. Thus, the effects of Vivofit4 and the vScore on physical activity and sedentary behavior found in our study may not generalize to other wearable or eHealth technologies. Nevertheless, our findings tend to be aligned with previous evidence suggesting that wearable activity trackers support improvements in physical activity and sedentary behavior [16,17,23-26]. Participants volunteered for the program and therefore may reflect a highly motivated and healthy population, limiting generalizability. Desires to maintain or improve fitness, weight, and quality of life are motivating factors associated with the use of fitness applications [62]. Moreover, the effectiveness of the VPS program for improving walking and sitting may have been amplified due to participants having more time or seeking opportunities to undertake physical activity during the COVID-19 pandemic public health restrictions. Notably, only about half of the eligible individuals who registered for the program participated in the evaluation. Individuals registered but who did not participate in the study may have been less motivated to be physically active, knowing that their behavior would be monitored by our team. Moreover, we cannot rule out Hawthorn bias, whereby some participants may have been more inclined to use the wearable tracker and change their behavior knowing that their physical activity, sedentary behavior, and level of use of the device would be measured over the course of the program.

Our single-arm study design did not include a control group that would have allowed competing explanations of our findings to be eliminated (eg, self-selection, history, statistical regression, experimental mortality). However, the inclusion of qualitative data provided explanations in support of our quantitative results, thus adding robustness to our findings. Despite the shortcomings of our quasieperiment, our findings support the short-term increases in physical activity and steps consistently found by randomized controlled trials of interventions using wearable trackers alone or in combination with other components [67]. We did not have access to device and dashboard data; thus, we relied on self-report data collected using questionnaires. Self-report measures are known to provide bias estimates of physical activity [68]. We are not able to generalize our findings beyond the 8-week observation period. In previous studies, former wearable tracker users reported wearing their devices for only about 5 months [59,60]. This may suggest that other intervention components (eg, check-ins, reminder emails or telephone calls, support groups) would be needed to support adherence in using wearable trackers during longer interventions. The effects of using wearable and eHealth technology on physical activity and sedentary behavior over the long term require further investigation.

**Conclusions**

The use of wearable activity trackers and eHealth apps may lead to improvements in walking and reduction in sitting time, and could enhance physical and mental well-being. Importantly, the VPS program demonstrated the potential to positively influence physical activity in the short term despite the challenge of being implemented under COVID-19 public health restrictions. Implementation of physical activity interventions that include wearable and eHealth technology could be an option for recreational facilities as they face challenges in delivering recreational programming to families during pandemic lockdowns and capacity restrictions. Future research may consider investigating the cost-effectiveness and sustainability of providing free-of-cost wearable and eHealth technology to participants as a stand-alone intervention for increasing physical activity and reducing sedentary behavior. Moreover, future studies are needed to determine which populations may derive the most benefit from stand-alone interventions that provide free-of-cost wearable and eHealth technology. Recreational facilities that provide free-of-cost commercially available
wearable trackers together with customized eHealth apps as part of community-focused health-promotion interventions have the potential to support increases in physical activity and reduce sedentary behavior in the short term.

Acknowledgments
Funding support for this study was provided by the Canadian Institutes of Health Research (FDN-154331) and Vivo for Healthier Generations Society. Vivo is a charitable enterprise in Calgary, Alberta, on a mission to raise healthier generations in that city and beyond. In addition to operating a local recreation center, Vivo undertakes research and innovation that is focused on developing, testing, and scaling novel healthy living interventions with the community.

Authors’ Contributions
GRM: conceptualization, methodology, formal analysis, supervision, writing–original draft preparation, writing–review and editing, and funding acquisition. JP: conceptualization, methodology, formal analysis, project administration, and writing–review and editing. DG: project administration, formal analysis, data curation, and writing–review and editing. AB: data curation, formal analysis, and writing–review and editing. CN: project administration, data curation, and writing–review and editing. PKDB: conceptualization, methodology, supervision, writing–review and editing, supervision, and funding acquisition.

Conflicts of Interest
None declared.

References


White Whale. URL: https://www.whitewhale.ai/ [accessed 2022-03-14]

Product and Support Docs. Vivametrica. URL: https://support.vivametrica.com/ [accessed 2022-03-14]


Abbreviations

IPAQ-SF: International Physical Activity Questionnaire Short-Form
MET: metabolic equivalent
MPA: moderate-intensity physical activity
MVPA: Moderate-to-vigorous physical activity
VPA: vigorous-intensity physical activity
VSP: Vivo Play Scientist Program

©Gavin R McCormack, Jennie Petersen, Dalia Ghoneim, Anita Blackstaffe, Calli Naish, Patricia K Doyle-Baker. Originally published in JMIR Formative Research (https://formative.jmir.org), 03.05.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Digital Mental Health Intervention Plus Usual Care Compared With Usual Care Only and Usual Care Plus In-Person Psychological Counseling for Orthopedic Patients With Symptoms of Depression or Anxiety: Cohort Study

Ashwin J Leo¹, BA; Matthew J Schuelke², DPhil; Devyani M Hunt³, MD; J Philip Miller², BA; Patricia A Areán⁴, DPhil; Abby L Cheng³, MD, MPHS

¹Washington University in St Louis School of Medicine, St Louis, MO, United States
²Division of Biostatistics, Washington University in St Louis School of Medicine, St Louis, MO, United States
³Division of Physical Medicine and Rehabilitation, Department of Orthopaedic Surgery, Washington University in St Louis School of Medicine, St Louis, MO, United States
⁴Department of Psychiatry and Behavioral Sciences, University of Washington, Seattle, WA, United States

Corresponding Author:
Abby L Cheng, MD, MPHS
Division of Physical Medicine and Rehabilitation
Department of Orthopaedic Surgery
Washington University in St Louis School of Medicine
Box MSC 8233-0004-05
660 S Euclid Ave
St Louis, MO, 63110
United States
Phone: 1 3147472823
Email: ChengAL@wustl.edu

Abstract

Background: Depression and anxiety frequently coexist with chronic musculoskeletal pain and can negatively impact patients’ responses to standard orthopedic treatments. Nevertheless, mental health is not routinely addressed in the orthopedic care setting. If effective, a digital mental health intervention may be a feasible and scalable method of addressing mental health in an orthopedic setting.

Objective: We aimed to compare 2-month changes in mental and physical health between orthopedic patients who received a digital mental health intervention in addition to usual orthopedic care, those who received usual orthopedic care only (without a specific mental health intervention), and those who received in-person care with a psychologist as part of their orthopedic treatment plan.

Methods: In this single-center retrospective cohort study involving ancillary analysis of a pilot feasibility study, 2-month self-reported health changes were compared between a cohort of orthopedic patients who received access to a digital mental health intervention (Wysa) and 2 convenience sample comparison cohorts (patients who received usual orthopedic care without a specific mental health intervention and patients who received in-person care with a psychologist as part of their orthopedic treatment plan). All patients were 18 years or older and reported elevated symptoms of depression or anxiety at an orthopedic clinic visit (Patient-Reported Outcomes Measurement Information System [PROMIS] Depression or Anxiety score ≥55). The digital intervention was a multi-component mobile app that used chatbot technology and text-based access to human counselors to provide cognitive behavioral therapy, mindfulness training, and sleep tools, among other features, with an emphasis on behavioral activation and pain acceptance. Outcomes of interest were between-cohort differences in the 2-month longitudinal changes in PROMIS Depression and Anxiety scores (primary outcomes) and PROMIS Pain Interference and Physical Function scores (secondary outcomes).

Results: Among 153 patients (mean age 55, SD 15 years; 128 [83.7%] female; 51 patients per cohort), patients who received the digital mental health intervention showed clinically meaningful improvements at the 2-month follow-up for all PROMIS measures (mean longitudinal improvement 2.8-3.7 points; \( P \leq 0.02 \)). After controlling for age and BMI, the improvements in
PROMIS Depression, Pain Interference, and Physical Function were meaningfully greater than longitudinal changes shown by patients who received usual orthopedic care (mean between-group difference 2.6-4.8 points; $P\leq.04$). Improvements in PROMIS Physical Function were also meaningfully greater than longitudinal changes shown by patients who received in-person psychological counseling (mean between-group difference 2.4 points; $P=.04$).

**Conclusions:** Patients who received a digital mental health intervention as part of orthopedic care reported greater 2-month mean improvements in depression, pain interference, and physical function than patients who received usual orthopedic care. They also reported a greater mean improvement in physical function and comparable improvements in depression, anxiety, and pain interference compared with orthopedic patients who received in-person psychological counseling.
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**Introduction**

**Background**
Symptoms of depression and anxiety commonly coexist with chronic musculoskeletal pain. When this occurs, traditional mental health treatments are less effective in reducing psychological impairment, and traditional musculoskeletal treatments are less effective in addressing physical symptoms [1-5]. Specifically within the field of orthopedic care, pre-existing symptoms of depression or anxiety are associated with poor outcomes, such as worse postintervention physical functioning, increased postoperative opioid use, and reduced return-to-work rates [6-8]. Awareness of this phenomenon is growing, but mental health screening and intervention is still not considered a standard part of orthopedic care [9]. Barriers include orthopedic providers’ lack of time and available mental health resources to offer; patients’ financial resources, transportation, time, and stigma-related barriers to seeking mental health care, especially in person; and a national shortage of qualified mental health providers [9-11].

A digital mental health intervention is a promising tool to improve access to mental health care because it is not affected by many of the barriers that limit in-person care. That is, providers can easily refer patients to a digital resource because it is not limited by physical location or wait times, and patient challenges related to transportation, time, and fear of stigma are reduced and, in some cases, eliminated by enabling access to care without requiring travel to an in-person provider [12,13]. Furthermore, in a single-arm prospective pilot study, we demonstrated that delivery of a digital mental health intervention (Wysa) within an outpatient orthopedic care setting is feasible and preliminary effectiveness analyses are promising [14].

Outside the orthopedic setting, existing evidence supports the effectiveness of digital mental health interventions, but the effect size varies depending on the comparison arm, for instance, an inactive “usual care” or waitlist control group, or an active “gold standard” in-person counseling treatment group [15-17]. Therefore, the literature repeatedly calls for more comparison between digital mental health interventions and real-world treatment alternatives, both in the general population of people with symptoms of depression and anxiety and in those with coexisting symptoms of chronic pain [12,18-21]. To further understand the potential for introducing a digital mental health intervention within the context of orthopedic care, clinical improvements observed in our pilot study need to be compared to improvements made by comparable patients who received usual orthopedic care (without a dedicated mental health intervention) and by patients who received in-person mental health care as part of their orthopedic treatment plan. This added information would provide insight regarding whether a digital mental health intervention provides added clinical benefit compared with usual orthopedic care, and if so, whether that benefit is less than, equivalent to, or even superior to in-person mental health care that is offered in a similar setting.

**Objective**
The purpose of this study was to compare 2-month changes in mental and physical health between orthopedic patients who received a digital mental health intervention (Wysa) in addition to usual orthopedic care, those who received usual orthopedic care only (without any specific mental health intervention), and those who received in-person care with a psychologist as part of their orthopedic treatment plan. We hypothesized that compared with patients who received usual care, orthopedic patients who were also provided a digital mental health intervention would report greater improvements in mental and physical health at a 2-month follow-up. Additionally, we hypothesized that compared with orthopedic patients who established in-person care with a psychologist, orthopedic patients who were provided a digital mental health intervention would report comparable improvements in mental and physical health at a 2-month follow-up.

**Methods**

**Study Design**
This was a retrospective study that involved ancillary analysis of data collected from a single-arm pilot feasibility study and other existing medical record data (ClinicalTrials.gov NCT04640090) [14]. All patients were evaluated within the orthopedic department of a single tertiary care academic medical center (Washington University) in the United States between 2017 and 2021.

**Ethics Approval**
Washington University institutional review board approval was obtained prior to data collection (IRB #202005219).
Participants

General Eligibility Criteria

All study participants were adults aged 18 years or older who presented to a nonoperative subspecialty-trained orthopedic provider for evaluation and management of musculoskeletal pain. As part of usual care, all patients who present to the orthopedic department of the study institution complete Patient-Reported Outcomes Measurement Information System (PROMIS) Depression and Anxiety measures prior to clinician evaluation. Only patients who self-reported elevated symptoms of depression or anxiety, as defined by scores of 55 or above on either measure or both measures, were eligible.

Digital Mental Health Intervention (Wysa) Cohort

The primary cohort of interest included patients who enrolled in a single-arm, prospective cohort, pilot feasibility study in which they received 2 months of complimentary access to a digital mental health intervention (Wysa), in addition to their usual orthopedic care. The intervention and this cohort have previously been described [14]. In brief, Wysa is a multi-component mobile app based on the principles of cognitive behavioral therapy, mindfulness, and motivational interviewing [22-24]. It includes an artificial intelligence–based “chatbot” conversational agent and text-based access to human “coach” counselors who have master’s degrees in psychology. A commercial version of the app exists, but for the pilot study, additional novel features were incorporated to specifically tailor the experience for people with chronic pain. Additional features were based on the principles of behavioral activation and pain acceptance [25-30]. These patients were recruited for the pilot study between December 8, 2020, and July 14, 2021. Patients who were planning to start in-person psychological treatment were excluded from the pilot study, and only 51 of 61 (84%) enrolled patients who completed 2-month PROMIS follow-up assessments were eligible for this ancillary analysis. While the majority of patients engaged with the intervention multiple times during the study period [14], lack of engagement with the intervention was not an exclusion criterion.

Usual Orthopedic Care Cohort

The Wysa cohort was compared to a “usual orthopedic care” cohort, which was a convenience sample of patients who presented to the same orthopedic clinics as those who enrolled in the prospective Wysa study but on days during which recruitment for the Wysa study was not occurring. In these clinics, “usual orthopedic care” most commonly includes physical therapy, medications (eg, nonsteroidal anti-inflammatory drugs, oral steroids, and neuropathic pain medications), and steroid injections, as appropriate. Other less commonly recommended procedures include radiofrequency ablation, manual massage, and acupuncture. These patients could have been presenting for a new or follow-up evaluation (just like in the Wysa cohort), but their orthopedic management plan could not have included any dedicated mental health management, such as counseling or a digital intervention. Furthermore, follow-up PROMIS Depression and Anxiety scores had to be documented in the medical record between 1 and 3 months after the initial evaluation. If scores from multiple dates were available, the scores closest to a 2-month follow-up duration were selected for analysis. Patients who presented for an acute injury or a procedure were excluded. Patients in this cohort were identified consecutively via a reverse chronological medical record review until a sample size of 51 patients (matching the Wysa cohort) was reached. As a result, the baseline clinic date for patients in this cohort spanned September 16, 2021, to December 10, 2021, with a mean follow-up time of 56 (SD 9) days.

In-Person Psychological Counseling (“Gold Standard”) Cohort

The Wysa cohort was also compared to a “gold standard” cohort that received in-person psychological counseling as part of the orthopedic treatment plan. This was also a convenience sample of patients who presented to the same orthopedic clinics as those who enrolled in the prospective Wysa study. However, as part of their orthopedic treatment plan, they initiated in-person psychological counseling with a licensed clinical psychologist having over 20 years of experience. The psychologist delivered cognitive behavioral therapy, motivational interviewing, and mindfulness and deep breathing training, as indicated, during treatment sessions. This unique service was available through a lifestyle medicine–based center within the study institution’s orthopedic department [31]. The center’s purpose is to help patients manage musculoskeletal conditions by addressing underlying lifestyle habits and biopsychosocial comorbidities that contribute to musculoskeletal pain. To be eligible for this study, patients in this cohort had to have completed their evaluation with the psychologist within 2 weeks of completing baseline PROMIS Depression and Anxiety measures, and they had to have completed at least one follow-up session with the psychologist prior to the follow-up date designated for this study. For patients with PROMIS scores at numerous time points, scores obtained closest to the initial psychology evaluation and to a 2-month follow-up duration were selected for analysis. Patients were identified consecutively via a reverse chronological medical record review until a sample size of 51 patients (matching the Wysa cohort) was reached. As a result, the baseline clinic date for patients in this cohort spanned August 21, 2017, to September 20, 2021, with a mean follow-up time point of 62 (SD 19) days later.

Variables

As previously described, PROMIS scores from the Wysa cohort were collected prospectively during the pilot feasibility study. The rest of the data from all 3 cohorts were obtained from a medical record review of information collected as standard care during patients’ clinical encounters. All data extraction from patients’ medical records was performed by a single study team member (AJL). Patients’ self-reported mental and physical health was measured using the PROMIS Computer Adaptive Test (CAT) Adult Depression v1.0, Anxiety v1.0, Pain Interference v1.1, and Physical Function v2.0 measures [32-36]. PROMIS scores were normalized to the general US population, with a mean of 50 and SD of 10. Higher scores represent “more” of the domain [37]. For example, high scores on PROMIS Depression are unfavorable, but high scores on PROMIS Physical Function are favorable. Descriptive variables collected...
included demographics (age, sex, race, ethnicity, and Area Deprivation Index [38,39]), BMI, pain location and duration, and medical history (hypertension, hyperlipidemia, heart disease, lung disease, diabetes, sleep apnea, depression, and anxiety).

Outcomes

The primary outcomes were the between-cohort differences in 2-month longitudinal change in PROMIS Depression and Anxiety scores. The secondary outcomes were the between-cohort differences in 2-month longitudinal change in PROMIS Pain Interference and Physical Function scores. Minimum clinically meaningful effect sizes were a priori set to match thresholds used in the pilot feasibility study, which were determined from previously published literature in conservatively managed orthopedic patients with chronic musculoskeletal pain. Minimum meaningful effect sizes were defined as at least 3.2 points on PROMIS Depression, 3.0 points on PROMIS Anxiety, 2.0 points on PROMIS Pain Interference, and 2.2 points on PROMIS Physical Function [40-42]. Between-cohort differences in baseline descriptive variables were examined, as well.

Statistical Analysis

Univariate descriptive statistics per cohort were calculated for all baseline study variables. Differences between the “digital mental health intervention” cohort and each of the 2 comparison cohorts (“usual orthopedic care” and “in-person psychological counseling”) were calculated as either mean differences via Welch 2-sample t tests or percentage differences via 2-sample t tests for equality of proportions with Yates’ continuity correction. Average within-person changes in PROMIS scores in each cohort were calculated using paired t tests. Comparisons of the 2-month change in PROMIS scores between the “digital mental health intervention” cohort and each of the 2 comparison cohorts were assessed with linear mixed models. Mean longitudinal changes in health were estimated via slope coefficients, and comparisons of slopes were tested with time by cohort interaction terms. Initially, age and BMI (as a marker for metabolic health) were added to the models as covariates because these baseline characteristics were different between cohorts. However, these adjustments failed to alter the models in a statistically or clinically meaningful way, so unadjusted models are reported. Missing baseline descriptive data were omitted from relevant analyses. One participant in the “in-person psychological counseling” cohort was missing the follow-up PROMIS Depression score. Median imputation was performed for this single value. Significance was a priori set at \(P<.05\). The sample size for each cohort was set to match the available sample size of the Wysa cohort. Data were collected using Research Electronic Data Capture (REDCap) [43,44], and statistical analyses were performed using R (v4.0.2, R Core Team).

Results

Patient Characteristics

Of the 153 patients included, the mean age was 55 (SD 15) years (range 18-86 years), and 128 (83.7%) were female. Compared with the cohort that received usual orthopedic care, patients who received the digital mental health intervention (Wysa) had a higher prevalence of sleep apnea (14/51, 27% vs 5/50, 10%; percent difference 18%, 95% CI 1%-34%; \(P=.05\)), but otherwise, had similar demographic, musculoskeletal, and medical characteristics (Table 1). Compared with the cohort that received in-person counseling, patients who received the digital mental health intervention were somewhat younger (mean age 53.2 vs 59.5 years; mean difference −6.4 years, 95% CI −12.0 to −0.4; \(P=.03\)), were less likely to have low back pain (28/51, 55% vs 42/51, 82%; percent difference −28%, 95% CI −47% to −8%; \(P=.006\)), had a lower BMI (indicative of obesity; mean 29.1 kg/m\(^2\) vs 38.1 kg/m\(^2\); mean difference −9.0, 95% CI −12.1 to −6.0; \(P<.001\)), and had a lower prevalence of both hypertension (21/50, 42% vs 36/47, 77%; percent difference −35%, 95% CI −55% to −14%; \(P=.001\)) and sleep apnea (14/51, 27% vs 28/50, 56%; percent difference −29%, 95% CI −49% to −8%; \(P=.007\)). There were no meaningful between-cohort differences in the proportion of patients who had a documented diagnosis of depression or anxiety.
Table 1. Sociodemographic and medical history characteristics in the 3 cohorts of patients.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Digital mental health intervention (n=51)</th>
<th>Usual orthopedic care (n=51)</th>
<th>In-person psychological counseling (n=51)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value, mean (SD) or n/N (%)</td>
<td>Value, mean (SD) or n/N (%)</td>
<td>Value, mean (SD) or n/N (%)</td>
</tr>
<tr>
<td></td>
<td>MD&lt;sup&gt;a&lt;/sup&gt; (95% CI) or % Diff&lt;sup&gt;b&lt;/sup&gt; (95% CI)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>MD (95% CI) or % Diff (95% CI)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Age (years)</td>
<td>53.2 (14.6)</td>
<td>52.7 (15.6)</td>
<td>59.5 (14.1)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>44/51 (86)</td>
<td>43/51 (84)</td>
<td>41/51 (80)</td>
</tr>
<tr>
<td>Male</td>
<td>7/51 (14)</td>
<td>8/51 (16)</td>
<td>10/51 (20)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>46/51 (90)</td>
<td>43/51 (84)</td>
<td>41/51 (80)</td>
</tr>
<tr>
<td>Black</td>
<td>5/51 (10)</td>
<td>6/51 (12)</td>
<td>8/51 (16)</td>
</tr>
<tr>
<td>Asian</td>
<td>0/51 (0)</td>
<td>1/51 (2)</td>
<td>1/51 (2)</td>
</tr>
<tr>
<td>Other</td>
<td>0/51 (0)</td>
<td>1/51 (2)</td>
<td>1/51 (2)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>2/51 (4)</td>
<td>0/51 (0)</td>
<td>1/51 (2)</td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>49/51 (96)</td>
<td>51/51 (100)</td>
<td>50/51 (98)</td>
</tr>
<tr>
<td>Area Deprivation Index&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 1 (least deprived)</td>
<td>17/51 (33)</td>
<td>12/51 (24)</td>
<td>18/51 (35)</td>
</tr>
<tr>
<td>Quartile 2</td>
<td>16/51 (31)</td>
<td>23/51 (45)</td>
<td>19/51 (37)</td>
</tr>
<tr>
<td>Quartile 3</td>
<td>10/51 (20)</td>
<td>9/51 (18)</td>
<td>9/51 (18)</td>
</tr>
<tr>
<td>Quartile 4 (most deprived)</td>
<td>8/51 (16)</td>
<td>7/51 (14)</td>
<td>5/51 (10)</td>
</tr>
<tr>
<td>Pain duration (years)</td>
<td>6.8 (8.2)</td>
<td>8.1 (6.5)</td>
<td>8.4 (7.3)</td>
</tr>
<tr>
<td>Pain location&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low back</td>
<td>28/51 (55)</td>
<td>31/51 (61)</td>
<td>42/51 (82)</td>
</tr>
<tr>
<td>Leg</td>
<td>38/51 (75)</td>
<td>37/51 (73)</td>
<td>43/51 (84)</td>
</tr>
<tr>
<td>Neck</td>
<td>16/51 (31)</td>
<td>11/51 (22)</td>
<td>9/51 (18)</td>
</tr>
<tr>
<td>Arm</td>
<td>14/51 (27)</td>
<td>10/51 (20)</td>
<td>9/51 (18)</td>
</tr>
<tr>
<td>Generalized pain</td>
<td>5/51 (10)</td>
<td>4/51 (8)</td>
<td>7/51 (14)</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>29.1 (7.2)</td>
<td>26.9 (6.4)</td>
<td>38.1 (8.4)</td>
</tr>
<tr>
<td>Medical history</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>21/50 (42)</td>
<td>20/48 (42)</td>
<td>36/47 (77)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>31/49 (63)</td>
<td>30/48 (64)</td>
<td>36/46 (78)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>7/50 (14)</td>
<td>8/50 (16)</td>
<td>9/50 (18)</td>
</tr>
<tr>
<td>Lung disease</td>
<td>5/51 (10)</td>
<td>4/51 (8)</td>
<td>6/50 (12)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>5/48 (10)</td>
<td>6/47 (13)</td>
<td>13/46 (28)</td>
</tr>
<tr>
<td>Sleep apnea</td>
<td>14/51 (27)</td>
<td>5/50 (10)</td>
<td>28/50 (56)</td>
</tr>
<tr>
<td>Depression</td>
<td>33/50 (66)</td>
<td>33/50 (66)</td>
<td>37/49 (76)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>36/50 (72)</td>
<td>38/49 (78)</td>
<td>36/46 (78)</td>
</tr>
</tbody>
</table>

<sup>a</sup>MD: mean difference.

<sup>b</sup>% Diff: percent difference.

<sup>c</sup>All bivariate analyses involve comparisons with the “digital mental health intervention” group.
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The national Area Deprivation Index is a neighborhood-level measure of social disadvantage based on a person’s US Census Block Group [38,39]. Some patients reported multiple pain locations.

**Primary Outcomes: Mental Health**

On average, patients who received the digital mental health intervention showed clinically meaningful improvements in PROMIS Depression (mean longitudinal change −3.5 points, 95% CI −5.9 to −1.1; \( P=.006 \)) and Anxiety (−3.7 points, 95% CI −5.9 to −1.4; \( P=.002 \)) scores at the 2-month follow-up, whereas patients who received usual orthopedic care did not show clinically meaningful improvements in these measures, and patients who received in-person psychological counseling only showed meaningful improvements in PROMIS Depression scores (−3.8 points, 95% CI −5.9 to −1.6; \( P=.001 \)) (Table 2).

Furthermore, patients who received the digital mental health intervention showed meaningfully greater mean improvements in PROMIS Depression (but not Anxiety) scores than patients who received usual orthopedic care (mean between-group difference −4.8 points, 95% CI −7.6 to −1.9; \( P=.001 \)), and there were no statistically significant or clinically meaningful between-group differences in longitudinal improvements in PROMIS Depression or Anxiety scores between patients who received the digital mental health intervention and those who received in-person psychological counseling (Table 3; Figures 1 and 2). Adjusting for age and BMI did not have a statistically or clinically meaningful effect on these results.

**Table 2.** Mental and physical health changes (measured by the Patient-Reported Outcomes Measurement Information System) across a 2-month follow-up in the 3 cohorts of patients (n=51 for each patient cohort).

<table>
<thead>
<tr>
<th>PROMIS(^a) domain(^b)</th>
<th>Baseline score, mean (SE)</th>
<th>2-month follow-up score, mean (SE)</th>
<th>Within-group longitudinal change, mean (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digital mental health intervention</td>
<td>58.2 (6.8)</td>
<td>54.7 (8.7)</td>
<td>−3.5 (−5.9 to −1.1)</td>
<td>.006</td>
</tr>
<tr>
<td>Usual orthopedic care</td>
<td>54.0 (7.1)</td>
<td>55.3 (6.6)</td>
<td>1.3 (−2.9 to 0.4)</td>
<td>.12</td>
</tr>
<tr>
<td>In-person psychological counseling</td>
<td>52.3 (9.9)</td>
<td>48.4 (10.7)</td>
<td>−3.8 (−5.9 to −1.7)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digital mental health intervention</td>
<td>61.7 (5.8)</td>
<td>58.0 (7.8)</td>
<td>−3.7 (−5.9 to −1.4)</td>
<td>.002</td>
</tr>
<tr>
<td>Usual orthopedic care</td>
<td>61.1 (5.8)</td>
<td>59.1 (7.0)</td>
<td>−2.0 (−3.6 to −0.4)</td>
<td>.02</td>
</tr>
<tr>
<td>In-person psychological counseling</td>
<td>54.7 (10.4)</td>
<td>52.9 (11.5)</td>
<td>−1.8 (−3.7 to 0.1)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Pain Interference</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digital mental health intervention</td>
<td>64.9 (6.4)</td>
<td>62.1 (7.0)</td>
<td>−2.8 (−5.2 to −0.4)</td>
<td>.02</td>
</tr>
<tr>
<td>Usual orthopedic care</td>
<td>66.0 (5.2)</td>
<td>65.8 (5.0)</td>
<td>−0.2 (−1.4 to 1.1)</td>
<td>.77</td>
</tr>
<tr>
<td>In-person psychological counseling</td>
<td>64.7 (6.4)</td>
<td>63.1 (6.4)</td>
<td>−1.6 (−3.0 to −0.2)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Physical Function</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digital mental health intervention</td>
<td>36.1 (6.5)</td>
<td>39.5 (6.7)</td>
<td>3.3 (1.3 to 5.4)</td>
<td>.002</td>
</tr>
<tr>
<td>Usual orthopedic care</td>
<td>35.1 (6.9)</td>
<td>35.7 (6.6)</td>
<td>0.6 (−1.0 to 2.3)</td>
<td>.45</td>
</tr>
<tr>
<td>In-person psychological counseling</td>
<td>34.1 (6.1)</td>
<td>35.0 (5.9)</td>
<td>1.0 (−0.1 to 2.0)</td>
<td>.08</td>
</tr>
</tbody>
</table>

\(^a\)PROMIS: Patient-Reported Outcomes Measurement Information System.  
\(^b\)Higher scores on PROMIS Depression, Anxiety, and Pain Interference indicate worse symptoms. Higher scores on PROMIS Physical Function indicate better function. Clinically meaningful effect sizes are defined as at least 3.2 points for PROMIS Depression, 3.0 points for Anxiety, 2.0 points for Pain Interference, and 2.2 points for Physical Function [40-42].
### Table 3. Between-group differences in 2-month mental and physical health symptom changes in the 3 cohorts of patients.

<table>
<thead>
<tr>
<th>PROMIS(^a) domain(^b)</th>
<th>Digital mental health intervention (n=51)</th>
<th>Usual orthopedic care (n=51)</th>
<th>In-person psychological counseling (n=51)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean longitudinal change</td>
<td>Mean longitudinal change</td>
<td>Mean between-group difference(^c)</td>
</tr>
<tr>
<td>Depression(^d)</td>
<td>−3.5</td>
<td>1.3</td>
<td>−4.8</td>
</tr>
<tr>
<td>Anxiety</td>
<td>−3.7</td>
<td>−2.0</td>
<td>−1.6</td>
</tr>
<tr>
<td>Pain Interference</td>
<td>−2.8</td>
<td>−0.2</td>
<td>−2.6</td>
</tr>
<tr>
<td>Physical Function</td>
<td>3.3</td>
<td>0.6</td>
<td>2.7</td>
</tr>
</tbody>
</table>

\(^a\)PROMIS: Patient-Reported Outcomes Measurement Information System.

\(^b\)Clinically meaningful effect sizes are defined as at least 3.2 points for PROMIS Depression, 3.0 points for Anxiety, 2.0 points for Pain Interference, and 2.2 points for Physical Function [40-42].

\(^c\)All bivariate analyses involve comparisons with the “digital mental health intervention” group.

\(^d\)One participant in the “in-person psychological counseling” cohort was missing the follow-up PROMIS Depression score. Median imputation was performed for this single value.

**Figure 1.** Mean longitudinal change in Patient-Reported Outcomes Measurement Information System (PROMIS) Depression scores over a 2-month follow-up in patients who, as part of orthopedic care, were provided a digital mental health intervention (Wysa) (n=51) (green circles), received usual orthopedic care (n=51) (blue triangles), or received “gold standard” in-person care with a psychologist (n=51) (purple squares). The triangle within a circle signifies a between-cohort difference in the longitudinal change between the digital mental health intervention cohort and usual orthopedic care cohort. Error bars represent standard error.
Secondary Outcomes: Physical Health

On average, patients who received the digital mental health intervention showed clinically meaningful improvements in PROMIS Pain Interference (mean longitudinal change −2.8 points, 95% CI −5.2 to −0.4; \( P=0.02 \)) and Physical Function (3.3 points, 95% CI 1.3 to 5.4; \( P=0.002 \)) scores at the 2-month follow-up, whereas patients who received usual orthopedic care or in-person psychological counseling in conjunction with usual orthopedic care did not show meaningful improvements in these measures (Table 2). Furthermore, patients who received the digital mental health intervention showed meaningfully greater mean improvements in PROMIS Pain Interference scores than patients who received usual orthopedic care (mean between-group difference −2.6 points, 95% CI −5.1 to −0.2; \( P=0.04 \)), and they showed meaningfully greater mean improvements in PROMIS Physical Function scores than patients in either comparison cohort (mean between-group differences 2.4-2.7 points; \( P=0.02 \) to \( P=0.04 \)) (Table 3; Figures 3 and 4). Adjusting for age and BMI did not have a statistically or clinically meaningful effect on these results.
**Discussion**

**Principal Findings**

To understand the potential benefit of introducing a digital mental health intervention in the context of orthopedic care for patients with coexisting symptoms of depression or anxiety, it is necessary to understand (1) the added clinical benefit of this intervention compared with usual orthopedic care, and (2) the clinical benefit of this intervention relative to the benefit achieved via usual orthopedic care supplemented by in-person counseling with a psychologist. In this retrospective cohort study, compared with patients who received usual orthopedic care, patients who also received a digital mental health intervention reported meaningfully greater 2-month mean improvements in depression (mean PROMIS between-group difference $-4.8$ points, 95% CI $-7.6$ to $-1.9$; $P = .001$), pain interference ($-2.6$ points, 95% CI $-5.1$ to $-0.2$; $P = .04$), and physical function ($2.7$ points, 95% CI $0.5$ to $5.0$; $P = .02$). Compared with patients who initiated in-person psychological counseling as part of their orthopedic treatment plan, patients who received a digital mental health intervention reported a meaningfully greater mean improvement in physical function ($2.4$ points, 95% CI $0.2$ to $4.7$; $P = .04$) and comparable improvements in depression, anxiety, and pain interference. These between-group differences were present even after controlling for baseline between-group differences in age and BMI.

**Strengths and Limitations**

This study adds clinical context to our previously reported finding that it is feasible to deliver a digital mental health intervention in the setting of orthopedic care [14]. In other words, the primary strength of this study is the comparison of outcomes between orthopedic patients who received a digital mental health intervention, a “usual care” cohort, and a “gold standard” in-person psychological counseling cohort, especially because psychological counseling is still rarely prescribed in the context of orthopedic care.

The primary study limitations relate to the retrospective design and between-cohort baseline differences. Nonrandomized study designs have inherent limitations that can affect results. These include possible selection bias, differential attrition, regression to the mean, effects by unmeasured confounding variables (eg, concomitant orthopedic and mental health interventions), potential undetected interaction effects, and temporal/historical bias. Because patients who received the digital mental health intervention were actively enrolled into the research study while comparison cohorts were retrospectively selected as convenience samples, the digital intervention cohort could have been subject to healthy participant bias (in which increased activation in their health care could have contributed to greater health-related improvements). Furthermore, only 51 of 61 participants who completed 2-month follow-up measures in the digital intervention prospective study could have been subject to healthy participant bias (in which increased activation in their health care could have contributed to greater health-related improvements). Additionally, the “usual orthopedic care” cohort could have been biased toward patients who were not showing satisfactory improvements and therefore returned to the clinic for a follow-up visit to determine the next steps. Similarly, it is possible that patients who received in-person psychological counseling as part of their orthopedic treatment plan had more “treatment-resistant” symptoms than patients in the other cohorts because in our experience, patients who choose this biopsychosocial lifestyle medicine approach to orthopedic care report feeling “at the end of their rope” and have often already tried many standard orthopedic treatments.
difference-in-differences quasiexperimental design was adopted, rather than propensity score matching, so that baseline between-group differences could be explored and because the number of potentially eligible patients for the in-person psychological counseling cohort was limited. Nevertheless, the vast majority of baseline characteristics were not significantly different between the cohorts, and baseline PROMIS scores for the digital intervention cohort were comparable (and at times worse) than the comparison cohorts, which would suggest that the digital intervention cohort was not experiencing less severe symptoms at baseline. While worse baseline scores provide more "room to improve," the digital intervention cohort did not have worse baseline scores for any of the between-group differences that were found to be statistically significant.

Finally, generalizability is a limitation of this single-center study conducted at a tertiary care center. In order for a digital mental health intervention to be feasibly offered in an orthopedic setting, clinical providers need to support the initiative, and mental health screening needs to be a standard part of a patient’s evaluation, as is the case at the study institution.

Comparison With Prior Work

Our findings are consistent with previous large randomized controlled trials and meta-analyses that have demonstrated the effectiveness of digital interventions for improving symptoms of depression, anxiety, and even pain-related impairment in people with chronic pain who have been recruited from pain management clinics, primary care clinics, and community/internet referral sources [20,21,45-47]. To our knowledge, though, this is the first study to specifically evaluate the effectiveness of a digital mental health intervention that was introduced in the setting of an orthopedic clinic, which is not typically a setting where mental health is a focus. We find it encouraging that, similar to studies of participants among the general population, orthopedic patients who received a digital mental health intervention reported favorable mental and physical health outcomes compared with those who received no active mental health treatment and at least comparable outcomes to those who initiated in-person care with a psychologist [15-17,48]. Our results add to the body of literature showing that the impact of pain on a person’s daily functioning and quality of life (ie, pain interference) can be improved by cognitive behavioral techniques, such as cognitive restructuring and addressing maladaptive thought patterns, regardless of the person’s level of physical function [49,50]. However, it was somewhat surprising that patients in this study who received usual orthopedic care did not make meaningful improvements in physical health. This could be related to (1) the inherent characteristics of nonoperative orthopedic patients who have multiple orthopedic clinic visits within a span of 2 months (eg, to address persistently bothersome symptoms), and (2) the difficulty of treating chronic pain (many years), especially when the interplay between mental health and chronic pain has not been sufficiently addressed. Nevertheless, it is encouraging that patients who received the digital mental health intervention made physical, as well as mental, health improvements even when the usual orthopedic care cohort did not.

Directions for Future Study

Further investigation regarding the effectiveness of incorporating a digital mental health intervention into orthopedic care should include (1) a longer follow-up duration because depression and anxiety are chronic conditions; (2) dedicated evaluation of the intervention’s impact on sleep because pain and insomnia reciprocally affect each other and because digital cognitive behavioral interventions can be effective for insomnia [51-53]; and (3) more detailed information regarding concomitant orthopedic and mental health interventions, which are pursued during the intervention period. To obtain further insight, a fully powered, prospective, randomized controlled trial is needed.

Conclusions

Patients who received a digital mental health intervention as part of their orthopedic care reported greater 2-month mean improvements in depression, pain interference, and physical function than patients who received usual orthopedic care without any specific mental health intervention. They also reported a greater mean improvement in physical function and comparable improvements in depression, anxiety, and pain interference compared with patients who initiated in-person psychological counseling as part of their orthopedic treatment plan. These differences met clinically meaningful thresholds and suggest that when orthopedic patients endorse elevated symptoms of depression or anxiety, incorporation of a digital mental health intervention into orthopedic care may improve patients’ physical and mental health outcomes relative to standard orthopedic care. Furthermore, improvements may be comparable to those achieved on incorporation of in-person psychological counseling. These retrospective findings warrant further investigation using a prospective randomized design.
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Abstract

Background: The rise of digital methods and computational tools has opened up the possibility of collecting and analyzing data from novel sources, such as discussions on social media. At the same time, these methods and tools introduce a dependence on technology, often resulting in a need for technical skills and expertise. Researchers from various disciplines engage in empirical bioethics research, and software development and similar skills are not usually part of their background. Therefore, researchers often depend on technical experts to develop and apply digital methods, which can create a bottleneck and hinder the broad use of digital methods in empirical bioethics research.

Objective: This study aimed to develop a research platform that would offer researchers the means to better leverage implemented digital methods, and that would simplify the process of developing new methods.

Methods: This study used a mixed methods approach to design and develop a research platform prototype. I combined established methods from user-centered design, rapid prototyping, and agile software development to iteratively develop the platform prototype. In collaboration with two other researchers, I tested and extended the platform prototype in situ by carrying out a study using the prototype.

Results: The resulting research platform prototype provides three digital methods, which are composed of functional components. This modular concept allows researchers to use existing methods for their own experiments and combine implemented components into new methods.

Conclusions: The platform prototype illustrates the potential of the modular concept and empowers researchers without advanced technical skills to carry out experiments using digital methods and develop new methods. However, more work is needed to bring the prototype to a production-ready state.

(JMIR Form Res 2022;6(5):e28558) doi:10.2196/28558

KEYWORDS
digital bioethics; digital humanities; digital methods; computational methods; empirical bioethics; research platform; digital health; bioethics; digital platform

Introduction

Empirical bioethics is an interdisciplinary research field attracting researchers with various backgrounds [1]. Software development skills and similar know-how are often not part of their expertise. However, inquiries in the field of empirical bioethics can rely heavily on computational tools (the textual analysis of millions of tweets, for example). From the 1990s, social scientists have recognized the internet as a valuable research subject and data source, and have adapted their methods and tools to novel digital phenomena [2,3]. This recognition has resulted in novel digital methods, which Snee et al [4] define...
background, as “the use of online and digital technologies to collect and analyze research data.” Novel disciplines emerged, such as computational social science, which leverages computational capabilities to collect and analyze big data, to study social behavior [5].

The development of these methods has spawned a variety of digital tools. One example is the network visualization software Gephi [6]. Gephi imports different data formats and provides functionality to researchers through a graphical user interface. Researchers can use this software to compute basic network statistics, such as network density and average shortest path length. Network visualization features build the core of Gephi, allowing researchers to explore and manipulate large networks. Gephi is open source, and can integrate plugins, enabling software developers to extend the functionality.

Alongside the maturation of digital methods, advances in computer science, especially machine learning, have resulted in an abundance of software libraries. One example is Hugging Face, a Python library that provides state-of-the-art natural language processing (NLP) resources [7]. Hugging Face allows researchers to program their own NLP pipelines; for example, to enable analysis of the sentiment of tweets. In contrast to Gephi, Hugging Face is a collection of resources used by developers to write software programs. It does not offer a graphical user interface or out-of-the-box workflows for researchers without programming experience. One advantage of such a library is that developers have a great deal of control over how to use the resources, which can also be easily combined with resources from other libraries.

In light of these new developments and tools, and in collaboration with other researchers, I conducted several empirical bioethics experiments using digital methods, hereinafter referred to as “digital bioethics.” My collaborators wanted to understand the prospective users and I encountered two major issues over the course of these experiments: (1) the need for technical expertise to set up tools and adapt them to each experiment, and (2) the need for technical expertise to develop new methods. In my observation, finding ad hoc expertise can delay projects and make it more difficult for researchers to conduct digital bioethics experiments. If researchers could easily access tools and seamlessly integrate them into their research projects without the assistance of software developers, they might be more inclined to practice digital bioethics.

Researchers would still rely on software development skills to develop new tools when fundamentally new functionality is required. However, existing tools might be repurposed, modified, and recombined, if they were built with that objective in mind. Therefore, I aimed to develop a research platform which addresses the two identified issues. In the following, I describe the development process, the resulting research platform prototype, and the learnings from this process.

Methods

Overview

Using a combination of user-centered design [8], rapid prototyping [9], and agile software development [10], I developed a platform prototype that addresses issues (1) and (2) introduced in the Introduction. Rather than regarding these issues only as challenges, I translated them into goals, which express an ideal scenario: (A) researchers can easily configure and employ methods provided by the platform for new experiments, and (B) researchers can modify methods and develop new methods, by recombining components of already implemented digital methods. These high-level goals guided the development process, which I describe in the following paragraphs (see Figure 1 for an overview of the approach).

Figure 1. Overview of the methods. The circles represent the start and end points of the development process, and the colored boxes represent the work steps. The three boxes on the right form a prototyping cycle, which I carried out multiple times during the development process. The text in between the steps describes the main inputs and outputs of a step.

Understanding the Prospective Users

The first step of the development process was to create personas; that is, abstract individuals who represent typical target users [11,12]. In total, I created four personas (two for each goal [A] and [B]). I defined their attributes such as name, age, gender, and professional background, as well as their personal goals, challenges, and motivations with respect to digital bioethics. I based the personas on my own experience, as well as anecdotal data from colleagues and the empirical bioethics literature [1,13,14], which is common practice when no empirical data are available. I then derived so-called epics, that is high-level narratives of what each persona as a user would want to do on the research platform, and why [15]. The epics incorporated the platform goals (A) and (B) from the perspective of the persona. Finally, I broke down the epics into specific tasks a user might want to accomplish, together with the user’s corresponding motivation [8]. These user stories took the form “as a <user> I want to <action> so that <value>,” commonly referred to as the role-feature-reason format [16]. The user stories formed the initial functional requirements for the platform and described
the user-centered features (see Multimedia Appendices 1 and 2 for the personas, epics, and user stories).

Designing the Platform Concept

While the user stories described the intended functionality of the platform, they also had nonfunctional implications for the platform design. For example, if two researchers were working on a project at the same time, the actions of one researcher should not unintentionally override data resulting from actions of the other researcher. I also defined nonfunctional requirements from my past experience with digital bioethics. As an example, training a machine learning model requires significant computational power and is time-consuming. I therefore defined requirements about the performance of the platform and its ability to run such a time-consuming process without blocking other processes. I then designed the high-level platform architecture based on these requirements, using a micro service and micro frontend approach [17-19].

Implementing the Base Prototype

In the final phase of the development process, I used rapid prototyping [9,20] to implement a first functional prototype, and then to iteratively improve the prototype through evolutionary prototyping (ie, continuously improving the same prototype). Initially, I implemented the overall platform without incorporating any specific digital method, focusing on general platform functionality such as data handling and the graphical user interface (GUI). Next, I implemented two digital methods: one from a study examining the web-based data sharing policy landscape [21], and another from a study analyzing themes in tweets about CRISPR [22]. To adhere to goal (B) and the corresponding user stories, I did not implement the methods as one monolithic process, but rather split into functional components. For example, I implemented a data filtering step as an individual component, and not as part of a multi-stage data processing pipeline. The implementation of these methods allowed me to test the platform’s conceptual choices and added functionality to the platform prototype at the same time.

Testing and Improving the Prototype in a Real-life Scenario

To test the prototype in a real-life scenario, I collaborated with two researchers (Julia Amann, Joanna Sleigh) from the same lab to investigate visual risk communication about COVID-19 on Twitter [23]. I completed multiple prototyping iterations with one researcher (JS) to implement functionality that was necessary for the research, but not yet implemented in the platform. Over the course of the study, I continuously gathered feedback from the researchers about their user experience, defined improvements based on this feedback, and implemented the improvements, forming multiple prototyping cycles (see Figure 1). The researchers also requested additional features based on their experiences with the platform. I implemented, tested, and improved the requested features in-situ; the researchers used the new features over the course of the study and provided direct feedback, until the features fit their needs precisely. At the conclusion of the visual communication study, the platform prototype contained all components of the study methods.

Results

Overview

The main result of this study is the research platform prototype. It is important to note that the goal of this study was to develop a platform that affords more flexibility to a researcher working with digital methods. Therefore, the main focus of this section is to describe how the platform provides this flexibility, and not how a specific digital method is implemented. In the following, I report the major technical and functional design choices, and describe the main features of the platform (see Multimedia Appendix 3 for screenshots of the platform prototype and descriptions thereof).

Platform Architecture

The platform is implemented as a client-server model, allowing multiple users to work on the same project with all data centrally stored. This model eliminates the peer-to-peer sharing of data sets but imposes security features on the platform. Client-server communication implements the standard HTTPS protocol with Transport Layer Security encryption. Users are authenticated through the Authentication and Authorization Infrastructure [24] provided by most Swiss universities, and can share projects with other authenticated users.

The frontend was realized as a web application using the web application framework Angular [25] to be independent of the user’s operating system, and supports browsers compliant with the World Wide Web Consortium’s web standards [26]. The backend was built with the Python framework Flask [27] and employs the Python library pandas [28] for data management and core data operations, such as extending data sets with data sent from the frontend and providing dataset previews to the frontend. Packages are managed through a Python virtual environment. An overview of the platform architecture is shown in Figure 2.

The GUI defines the web application’s layout and style, such as colors and fonts. A router enables the user to navigate to the different core views that provide the general functionality of the platform. When prompted by the user, the router provides the custom digital method specific views (micro frontends) to the GUI. Two core frontend services facilitate communication with the backend, and are both available to the core view and micro frontends.

The backend’s application programming interface (API) allows the frontend to interact with the backend functionality. Through the API, the frontend can load and store information about research projects, handled by the project manager. The actions carried out and the data processed when running a project are coordinated by the service manager, which starts and stops micro services, and reads and writes data. The micro services can store resources (such as images) and results (such as tables or figures resulting from the analysis) as files which can be requested from the frontend through the API. To download a data set from the web application, a user can request the specific data set from the database through the API.

The micro services and micro frontends form the heart of the platform. When a digital method is implemented on the platform,
the method is broken down into smaller units, each fulfilling one specific function. These units are implemented as either an interactive task or a fully automated process, which can be chained together in a pipeline. The tasks and processes both process data, receive different kinds of input, and produce results; for example, a chart illustrating the outcome of a statistical analysis carried out as part of the process. An abstract micro service class and an abstract micro frontend class provide all of the technical functionality necessary to seamlessly integrate new tasks and processes implemented by a developer.

A task consists of a micro service, which carries out operations requested by the user, and a micro frontend, which provides the user with a custom user interface for the task. This interface allows the user to trigger operations of the micro service and to exchange data with it. The user starts a task through the frontend, performs actions through the task-specific interface, and stops the task once it is completed, all in a synchronous way. In contrast, a process is started by the user, and runs asynchronously until completion. In this context, asynchronous means that the user can perform other actions while the process is running, and can even close the web application. This mechanism is intended for time-intensive operations that can continue for multiple hours or days, such as analyzing a large amount of data or training a machine learning model.

All tasks and processes have a specification file, which defines what input data they take, what data they output, what results they produce, and what parameters the user can configure. Thanks to this shared core concept, a user can easily connect and configure tasks and processes. I will explain how this is done, together with the other main features of the platform, in the next subsection.

**Figure 2.** High-level overview of the platform architecture. The platform is separated into the frontend, with which the user interacts (left), and the backend, which is concerned with data storage and processing (right). The two communicate through HTTPS (dashed line). The micro frontends and micro services provide the functionality of the individual components, which together represent the digital methods. The arrows indicate the direction of communication flow between the elements of the platform.

The user can ultimately run a project by starting processes and tasks in the pipeline through a click on the respective button.

Two distinct features help a researcher to keep track of the ongoing project. The data set inspector shows all existing data sets for a project, and a preview of the data. This enables researcher oversight, to see that the processes and tasks are functioning as intended. The data set inspector also allows the user to download full datasets for further inspection. Similarly, the results inspector shows all results (such as charts) produced as part of the tasks and processes. The results can also be downloaded from the results inspector.

The last feature I discuss here is the knowledge base. A detailed understanding of how the methods and components work is of great importance for the development and application of digital methods. To address this challenge, each component and method has a detailed description. The description is adapted automatically on the basis of the user’s configuration of the component, to reflect the actual pipeline as accurately as possible. These descriptions serve to educate users about available components and methods and help users assess their suitability for a new study design. The descriptions also allow users to verify that the composed pipeline does what they intended it to do and to accurately describe the method; for example, in a scientific publication about a study conducted on the platform.

**Main Features of the Web Application**

On the starting page of the platform, a user can choose to create a new project by specifying a project name and description, or to open an existing project. A project consists of the project pipeline, data set inspector, and results inspector (see Figure 3A).

The project pipeline is the control center for the project. It displays all processes and tasks carried out during the course of the project, and lets the user start them individually (see Figure 3B). When a new project is created, the user can choose an existing digital method from a collection of implemented methods. The pipeline is then populated with all components (ie, tasks and processes) of that method. The user can configure each task and process to match the context of the current project. The user can also specify which datasets provide the input data for each component, and whether the output data forms a new data set or is appended to an existing one (see Figure 4A).

Alternatively, the user can develop a new method or adapt an existing method by adding individual processes and tasks to the pipeline. These processes and tasks are then connected to components through their input and output data sets (see Figure 4B). If a new method is created or an existing method changed, the user can export the pipeline to the method collection and provide a rationale for the methodological choices in a text field.

The last feature I discuss here is the knowledge base. A detailed understanding of how the methods and components work is of great importance for the development and application of digital methods. To address this challenge, each component and method has a detailed description. The description is adapted automatically on the basis of the user’s configuration of the component, to reflect the actual pipeline as accurately as possible. These descriptions serve to educate users about available components and methods and help users assess their suitability for a new study design. The descriptions also allow users to verify that the composed pipeline does what they intended it to do and to accurately describe the method; for example, in a scientific publication about a study conducted on the platform.
Figure 3. Main features of the web application. Experiments are organized into projects which offer three main functionalities: the project pipeline where the experiment is run, the data inspector that provides insight into the data sets of the experiments, and the results inspector displaying the results produced by the components (A). The user can populate the pipeline with existing methods, tasks, and processes by adding them from collections (B).

Figure 4. Integration of the components into the pipeline. Components (processes and tasks) are configured by the user. Besides functionality-specific parameters, the user also specifies which data sets provide the input data to each component, and what output data is written to which data set (A). The components’ relations to the input and output data sets define the execution sequences, and are reflected in the pipeline (B).

Visual Communication Study
The communication study [23] conducted on the platform prototype during the last phase of the development process exemplifies how researchers can use the platform for their research. Hence, I characterize the project pipeline of the study and describe the procedure the researchers followed on the platform (see Figure 5 for a schematic overview of the pipeline).

The communication study’s pipeline consisted of 2 tasks and 23 processes. Some of the process components performed the same function. For example, the statistical analysis at the end of the pipeline employed the same process component type multiple times. However, the components’ individual configurations resulted in distinct statistics describing different aspects of the data. The pipeline view (the control center of the project) allowed the researchers to start tasks and processes. When researchers started a task, the platform prompted a custom task interface, which allowed them to carry out each task’s specific work. Researchers ran the processes one after another by clicking on the respective button in the pipeline view. It was in this way that data was processed throughout the pipeline. Altogether, the tasks and components formed 7 functional steps (see Figure 5).

The researchers started their work on the platform by importing the tweet identifiers from a data set they obtained from Crowdbreaks [29], which collects tweets concerning various public health topics. They then ran a process component that fetched the entire tweet object (eg, tweet text, hashtags, and retweet count) for each tweet identifier from the Twitter API. The subsequent processes filtered the data set to include only tweets that contained visuals and selected the 500 most retweeted tweets per month.

The process that followed fetched tweet embeddings (formatted text snippets) from the Twitter API, which the subsequent task utilized to display the tweets within its custom interface. The task interface offered two views to carry out the qualitative coding, a form of qualitative content analysis [30], representing the researchers’ main activity during the study. One view presented the individual tweets and allowed the researchers to select items matching the tweets’ characteristics from a predefined codebook specified in the task’s configuration (see Multimedia Appendix 3 for a screenshot). A second view displayed a list of all the tweets providing a preview for each tweet, the initials of the coders that coded it, and whether or not it was included in the analysis.

Following the coding task, multiple process components extracted subsets from the coding data set, one subset for each of the 6 coding themes. Finally, 12 process components provided statistical results for all the themes, which created the basis for the researchers’ manual inspection and interpretation of the results. The statistical processes also produced basic figures from the statistical results to assist interpretation (see Multimedia Appendix 3 for a screenshot).
Figure 5. Overview of the visual communication study pipeline. The researchers carried out the tasks (in green) while the other elements represent the process components, which automatically carried out functions. Process components with the same or similar functionality are grouped for simplicity (overlapping elements). API: application programming interface.

Discussion

Principal Findings

The study using the prototype to examine visual communication on Twitter [23] demonstrates the potential of the platform design. In accordance with the platform’s modular design, I implemented the study method as individual components. For example, the platform provides a component to carry out a qualitative coding of tweets. Now that the study components are available on the platform, the visual communication study pipeline can be used as a template for similar studies. As the functionality of the qualitative coding component is not limited to tweets, it can be used to analyze other content (for example news articles) as well.

The platform prototype offers greater flexibility to researchers without programming skills, when compared with Gephi or Hugging Face. Once a new digital method is implemented on the platform, a researcher can easily configure the method to fit a specific experiment, or adapt an existing method by removing and adding components. Further, a researcher can develop a new method by combining individual components of existing methods. If new functionality is needed, software developers can readily integrate a new component, thanks to the platform’s modular architecture.

Enabling researchers to function with greater independence from technical experts might seem counterintuitive for an interdisciplinary endeavor such as digital bioethics. I do not suggest excluding technical experts; my aim is rather to minimize purely implementation-related technical work.

The knowledge feature only emerged during the rapid prototyping phase and illustrates the importance of training and educating researchers new to digital methods. Such a research platform should not only be a tool to develop methods and carry out research projects, but also a means for researchers to acquire skills and expertise necessary for digital methods research.

Limitations

The development of new components can still cause delay for research projects and needs resources from both researchers and software developers. However, the platform can reduce software development work, as researchers can configure and reuse components outside of the specific circumstances for which they were originally developed. Furthermore, if multiple researchers work with the platform and develop methods with this modular paradigm, the methodological flexibility increases, and established computational means can be combined in new ways. Although maintenance and extension of the platform must be performed by technical experts, the application of digital methods in digital bioethics research can scale.

The prototype illustrates the potential of the implemented concept. However, more work is required to obtain a fully operational research platform that can support a broad community of researchers. Further, I could not test the platform exhaustively owing to the limited number and availability of researchers working with digital methods in bioethics. For the same reason, I could not carry out comprehensive user research during the design phase. In such cases, the use of fictional personas based on limited assumptions, as applied in the platform development, is common practice. In addition, I was able to validate my assumptions and improve the design choices during the rapid prototyping phase at the end.

Conclusions

The platform prototype is a proof of concept, demonstrating how this approach might facilitate digital bioethics research by offering researchers easier access to digital tools and opportunities to expand their methods toolbox. Further research is needed to quantify this effect and to further improve the platform. In addition, substantial investment will be required to build, run, and maintain a production-ready open research platform, for which this prototype serves as a blueprint. While I built this platform to address issues encountered in digital bioethics research, it does support digital methods in general, which are not restricted to bioethics research. Digital methods
find applications in various research fields and, therefore, this platform and its concept are useful beyond empirical bioethics.
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Abstract

Background: With the aging of populations worldwide, early detection of cognitive impairments has become a research and clinical priority, particularly to enable preventive intervention for dementia. Automated analysis of the drawing process has been studied as a promising means for lightweight, self-administered cognitive assessment. However, this approach has not been sufficiently tested for its applicability across populations.

Objective: The aim of this study was to evaluate the applicability of automated analysis of the drawing process for estimating global cognition in community-dwelling older adults across populations in different nations.

Methods: We collected drawing data with a digital tablet, along with Montreal Cognitive Assessment (MoCA) scores for assessment of global cognition, from 92 community-dwelling older adults in the United States and Japan. We automatically extracted 6 drawing features that characterize the drawing process in terms of the drawing speed, pauses between drawings, pen pressure, and pen inclinations. We then investigated the association between the drawing features and MoCA scores through correlation and machine learning–based regression analyses.

Results: We found that, with low MoCA scores, there tended to be higher variability in the drawing speed, a higher pause:drawing duration ratio, and lower variability in the pen’s horizontal inclination in both the US and Japan data sets. A machine learning model that used drawing features to estimate MoCA scores demonstrated its capability to generalize from the US dataset to the Japan dataset ($R^2=0.35$; permutation test, $P<.001$).

Conclusions: This study presents initial empirical evidence of the capability of automated analysis of the drawing process as an estimator of global cognition that is applicable across populations. Our results suggest that such automated analysis may enable the development of a practical tool for international use in self-administered, automated cognitive assessment.
KEYWORDS
tablet; behavior analysis; digital biomarkers; digital health; motor control; cognitive impairment; dementia; machine learning; multicohort; multination

Introduction

With the aging of populations worldwide, early detection of cognitive impairments has become a research and clinical priority. In particular, early identification of prodromal dementia is essential for providing secondary prevention and disease-modifying treatments [1-4]. The cognitive screening tests most commonly used by clinicians are the Mini-Mental State Examination (MMSE) [5] and the Montreal Cognitive Assessment (MoCA) [6]. Both tests are designed to assess global cognition, and validated cutoff scores are used for detecting impairment [7,8]. One limitation of these tests is that they require administration by trained professionals. According to the World Alzheimer Report published in 2021 [1], 83% of clinicians reported that the COVID-19 pandemic has delayed access to cognitive screening tests. Consequently, self-administered, automated assessment may be more important in situations, like the current COVID-19 pandemic, that impose limitations on in-person evaluation in a clinical setting. Another limitation of these tests is related to issues with their use in multilingual populations, such as cross-linguistic artifacts in translation [1,9,10]. Recently, several nonlinguistic cognitive tests have been investigated to overcome the influence of language differences by mitigating the need for translation [11,12]. In sum, there is a clear need to develop a self-administered, automated assessment tool that can be used internationally, which would greatly increase the accessibility of screening in a variety of settings and populations. This would be particularly important for removing barriers to diagnosis and mitigating the gap between countries in the diagnostic coverage—the rate of diagnosis of dementia was estimated to be only 25% worldwide, with less than 10% in low- and middle-income countries [1].

Drawing ability is a promising means for developing such an automated cognitive assessment tool. Drawing tests have been widely used for screening cognitive impairments and dementia (eg, trail making [13] and clock drawing [14]), and automated analysis of the drawing process has shown that features characterizing the drawing process are sensitive to cognitive impairments and diagnoses of dementia [15-18]. For example, reduction in the drawing speed and increases in its variability, as well as increased pauses between drawing motions, have been reported as statistically significant features for assessment of impaired global cognition [19,20], as well as for detecting Alzheimer disease (AD) and mild cognitive impairment (MCI) [21-24]. Machine learning models based on these drawing features have succeeded in estimating measures of global cognition [25,26] and classifying AD, MCI, and control individuals [23-25,27]. However, there has been little evidence of the capability of automated analysis of the drawing process for assessment of cognitive performance across different populations, even though applicability across the intended populations is a requirement for machine learning–based health care tools, including those for screening of dementia [1,28,29].

In this study, we evaluated the applicability of automated analysis of the drawing process for estimating global cognition in community-dwelling older adults across populations in different nations. Specifically, we collected drawing data with a digital tablet, along with MoCA scores for assessing global cognition, from community-dwelling older adults in the United States and Japan. We then investigated the associations between the MoCA scores and drawing features across the 2 data sets. Finally, we built a machine learning model that used the drawing features to estimate MoCA scores, and we evaluated the model’s generalizability from the US data set to the Japan data set.

Methods

Ethical Review

The study was approved by the University of California San Diego Human Research Protections Program (HRPP; project number 170466) and the Ethics Committee of the University of Tsukuba Hospital (H29-065). All participants provided written consent to participate in the study after the procedures of the study had been fully explained.

Participants

The participants were community-dwelling older adults recruited in San Diego County, California and in Ibaraki prefecture, Japan. For the US data set, the participants were residents of the independent living sector of a continuing-care senior housing community and were recruited through short presentations using an HRPP-approved script and flyer. For the Japan data set, the participants were individuals recruited through local recruiting agencies or community advertisements in accordance with the approved protocol. Both data sets represented subsets of larger cohort studies [24,30]. The participant selection criteria were as follows: (1) English-speaking (for the United States) or Japanese-speaking (for Japan) individuals ≥65 years old, (2) completion of the MoCA, (3) no known diagnosis of dementia, and (4) no other diseases or disabilities that would interfere with the collection of drawing data.

Table 1 summarizes the participants’ characteristics. We collected and analyzed drawing data and MoCA scores from a total of 92 community-dwelling older adults in the United States and Japan. The US data set included 55 participants aged 67-98 years (female: 39/55, 71%; age, mean 83.4, SD 6.9 years). The Japan data set included 37 participants aged 65-80 years (female: 19/37, 51%; age: mean 73.3, SD 4.5 years). Regarding the demographics, the proportion of female participants did not differ statistically between the 2 data sets ($\chi^2=3.63$, $P=0.06$), while the age and years of education were higher in the US data set than in the Japan data set (age: $t_{80}=7.79$, $P<.001$; years of education: $t_{80}=5.25$, $P<.001$).
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speed itself was also a feature. For the pressure variability, we had to remove the influence of the absolute value, as the drawing speed variability was calculated using the coefficient of variation for the pen tip on the surface during drawing motions. The drawing speed represented the speed of the indicators of changes in cognitive or motor functions were selected because they have been reported as significant inclinations, and the pause:drawing duration ratio. These features were observed in previous studies [23,24]. The random forest algorithm to capture nonlinear relationships, given that nonlinear interactions between drawing features and cognitive impairments were observed in previous studies [23,24]. The random forest hyperparameters in this study were as follows: search range of 2, 3, and 4 for the maximum tree depth; 2, 3, 4, and 6 for the maximum number of features; 1.0, 0.75, and 0.5 for the proportion of the maximum number of samples to train each base regressor; and 2, 3, and 4 for the maximum tree depth; 2, 3, 4, and 6 for the maximum number of features; 1.0, 0.75, and 0.5 for the proportion of the maximum number of samples to train each base regressor; and 2, 3, and 4 for the maximum tree depth; 2, 3, 4, and 6 for the maximum number of features; 1.0, 0.75, and 0.5 for the proportion of the maximum number of samples to train each base regressor; and 2, 3, 4, and 5 for the minimum number of samples required at a leaf node. The number of trees was set to 500, and all other parameters were kept at their default values. The hyperparameters were tuned through 10-fold cross-validation within the training data set. We statistically evaluated the observed performance through permutation testing (1000 iterations) by randomizing the MoCA scores. To better interpret the results, the importance of each feature in the data set was collected between December 2018 and May 2019. The TMT-B and the MoCA were administered by trained study staff who were blind to the study hypothesis during data collection. The US data set was collected between December 2018 and May 2019. The TMT-B was selected as a representative cognitive task that involves drawing motions and is commonly used in clinical practice for screening AD and MCI [31,32]. It requires participants to draw lines that alternately connect a total of 25 numbers and letters in their respective sequences [13]. For the MoCA, we used the original paper-and-pencil version [6] for the US participants and its Japanese version [33] for the Japan participants. The total possible score on the MoCA ranges from 0 to 30, where lower scores indicate lower global cognition. Both TMT-B and the MoCA were administered by neuropsychologists or trained study staff who were blind to the study hypothesis during data collection. The US data set was collected between May 2019 and January 2020. The Japan data set was collected between December 2018 and May 2019. Next, we extracted drawing features from the drawing data and examined their associations with the MoCA scores. Specifically, we investigated the following 6 automatically extracted drawing features: the drawing speed and its variability, the pressure variability, the variabilities of the pen’s horizontal and vertical inclinations, and the pause:drawing duration ratio. These features were selected because they have been reported as significant indicators of changes in cognitive or motor functions [15,16,24,34]. The drawing speed represented the speed of the pen tip on the surface during drawing motions. The drawing speed variability was calculated using the coefficient of variation to remove the influence of the absolute value, as the drawing speed itself was also a feature. For the pressure variability, we used the median absolute deviation, which is more robust against outliers than the standard deviation. In contrast, the variabilities of the pen’s horizontal and vertical inclinations were calculated using standard deviations. The pause:drawing duration ratio was defined as the ratio of the total duration of pauses between drawing motions (ie, between strokes and within a stroke) and the total duration of drawing motions on the surface. Pauses within a stroke were detected when the pen tip remained inside a 0.25-mm radius on the drawing surface for more than 100 milliseconds.

To investigate the associations of each drawing feature with the MoCA scores, Pearson correlation coefficients were computed after controlling for the age, sex, and years of education for the entire data set and for the US and Japan data sets separately. The 3 sociodemographic variables were considered as covariates, because they have been suggested to affect performance on cognitive screening tests, including the MoCA [35]. The following Python 3.8 libraries were used for the correlation analysis: pandas (version 1.2.4), NumPy (version 1.20.1), SciPy (version 1.6.2), and pingouin (version 0.4.0).

We also developed a supervised machine learning model that used drawing features to estimate MoCA scores, and we then evaluated the model’s applicability across data sets. The analysis workflow is illustrated in Figure 1A. Specifically, the model was trained on the US data set and tested on the Japan data set. For the machine learning model, we used the random forest algorithm to capture nonlinear relationships, given that nonlinear interactions between drawing features and cognitive impairments were observed in previous studies [23,24]. The random forest hyperparameters in this study were as follows: search range of 2, 3, and 4 for the maximum tree depth; 2, 3, 4, and 6 for the maximum number of features; 1.0, 0.75, and 0.5 for the proportion of the maximum number of samples to train each base regressor; and 2, 3, 4, and 5 for the minimum number of samples required at a leaf node. The number of trees was set to 500, and all other parameters were kept at their default values. The hyperparameters were tuned through 10-fold cross-validation within the training data set. We statistically evaluated the observed performance through permutation testing (1000 iterations) by randomizing the MoCA scores. To better interpret the results, the importance of each feature in the

---

### Data Analysis

All participants performed the Trail Making Test part B (TMT-B) [13] and MoCA. The TMT-B drawing data were collected using a Wacom Cintiq Pro 16 tablet (sampling rate: 180 Hz; drawing area size: 252 × 186 mm; pen pressure levels: 8192; pen inclination resolution: 1 degree) and custom Windows software that we developed. The software was written in the C# language and was used to capture raw drawing data from the tablet via the Wacom Wintab .NET library (version: 1.2). The raw data consisted of a time series of the pen tip’s x- and y-coordinates, the pen pressure, the pen’s horizontal and vertical inclinations, and the distance of the pen tip from the drawing surface. All data were captured at the tablet’s sampling rate.

The TMT-B was selected as a representative cognitive task that involves drawing motions and is commonly used in clinical practice for screening AD and MCI [31,32]. It requires participants to draw lines that alternately connect a total of 25 numbers and letters in their respective sequences [13]. For the MoCA, we used the original paper-and-pencil version [6] for the US participants and its Japanese version [33] for the Japan participants. The total possible score on the MoCA ranges from 0 to 30, where lower scores indicate lower global cognition. Both TMT-B and the MoCA were administered by neuropsychologists or trained study staff who were blind to the study hypothesis during data collection. The US data set was collected between May 2019 and January 2020. The Japan data set was collected between December 2018 and May 2019.

Next, we extracted drawing features from the drawing data and examined their associations with the MoCA scores. Specifically, we investigated the following 6 automatically extracted drawing features: the drawing speed and its variability, the pressure variability, the variabilities of the pen’s horizontal and vertical inclinations, and the pause:drawing duration ratio. These features were selected because they have been reported as significant indicators of changes in cognitive or motor functions [15,16,24,34]. The drawing speed represented the speed of the pen tip on the surface during drawing motions. The drawing speed variability was calculated using the coefficient of variation to remove the influence of the absolute value, as the drawing speed itself was also a feature. For the pressure variability, we used the median absolute deviation, which is more robust against outliers than the standard deviation. In contrast, the variabilities of the pen’s horizontal and vertical inclinations were calculated using standard deviations. The pause:drawing duration ratio was defined as the ratio of the total duration of pauses between drawing motions (ie, between strokes and within a stroke) and the total duration of drawing motions on the surface. Pauses within a stroke were detected when the pen tip remained inside a 0.25-mm radius on the drawing surface for more than 100 milliseconds.

To investigate the associations of each drawing feature with the MoCA scores, Pearson correlation coefficients were computed after controlling for the age, sex, and years of education for the entire data set and for the US and Japan data sets separately. The 3 sociodemographic variables were considered as covariates, because they have been suggested to affect performance on cognitive screening tests, including the MoCA [35]. The following Python 3.8 libraries were used for the correlation analysis: pandas (version 1.2.4), NumPy (version 1.20.1), SciPy (version 1.6.2), and pingouin (version 0.4.0).

We also developed a supervised machine learning model that used drawing features to estimate MoCA scores, and we then evaluated the model’s applicability across data sets. The analysis workflow is illustrated in Figure 1A. Specifically, the model was trained on the US data set and tested on the Japan data set. For the machine learning model, we used the random forest algorithm to capture nonlinear relationships, given that nonlinear interactions between drawing features and cognitive impairments were observed in previous studies [23,24]. The random forest hyperparameters in this study were as follows: search range of 2, 3, and 4 for the maximum tree depth; 2, 3, 4, and 6 for the maximum number of features; 1.0, 0.75, and 0.5 for the proportion of the maximum number of samples to train each base regressor; and 2, 3, 4, and 5 for the minimum number of samples required at a leaf node. The number of trees was set to 500, and all other parameters were kept at their default values. The hyperparameters were tuned through 10-fold cross-validation within the training data set. We statistically evaluated the observed performance through permutation testing (1000 iterations) by randomizing the MoCA scores. To better interpret the results, the importance of each feature in the

---

### Table 1. Participants’ characteristics (n=92).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>United States (n=55)</th>
<th>Japan (n=37)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>83.4 (6.9)</td>
<td>73.3 (4.5)</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>39 (71)</td>
<td>19 (51)</td>
<td>.06b</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>16.3 (2.3)</td>
<td>13.8 (2.0)</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Montreal Cognitive Assessmentc, mean (SD)</td>
<td>24.4 (3.2)</td>
<td>24.4 (2.6)</td>
<td>.98a</td>
</tr>
<tr>
<td>Trail Making Test part B time (seconds), mean (SD)</td>
<td>131.9 (65.1)d</td>
<td>96.9 (50.1)d</td>
<td>.008a</td>
</tr>
<tr>
<td>Trail Making Test part B errors, mean (SD)</td>
<td>1.7 (2.5)d</td>
<td>0.9 (1.5)d</td>
<td>.07a</td>
</tr>
</tbody>
</table>

*a* Compared using 2-sided t tests.

*b* Compared using a chi square test.

*c* Total possible score ranges from 0 to 30.

*d* Data were missing for 1 participant because of incomplete trials.

---

https://formative.jmir.org/2022/5/e37014
The resultant model was also evaluated using the Shapley Additive Explanations (SHAP) method [36]. Specifically, we compared the mean absolute SHAP values of each feature. The following Python 3.8 libraries were used to perform the machine learning analysis: scikit-learn (version 0.23.2) and SHAP (version 0.40.0).

**Figure 1.** Study overview: (A) workflow of the automated analysis in which drawing data were collected with a digitizing tablet and pen, 6 drawing features were extracted from the drawing data, and a regression model for estimating Montreal Cognitive Assessment (MoCA) scores was trained on the US data set and tested on the Japan data set; (B) plot of the drawing speed variability with respect to the MoCA score for the US and Japan data sets, in which each point represents 1 participant and the solid line represents the regression line for the combined data set; (C) plot of the estimated and actual MoCA scores in the Japan data set, in which each point represents 1 participant and the solid line represents the regression line; (D) comparison of the features’ importance with standard deviations, as assessed via the mean absolute Shapley Additive Explanations (SHAP) values.

**Results**

The mean MoCA score was 24.4 (SD 3.0; range for participants: 16-30; possible range: 0-30), and the scores did not differ statistically between the 2 data sets ($t_{90} = 0.02$, $P = .99$; Table 1). For the collection of drawing data, each session took an average of 119.7 (SD 64.6) seconds per participant. The mean TMT-B time and number of errors were 117.9 (SD 61.7) seconds and 1.4 (SD 2.2), respectively. The TMT-B time was longer in the US data set ($t_{88} = 2.72$, $P = .008$), while the number of errors did not differ statistically between the 2 data sets ($t_{88} = 1.82$, $P = .07$). Two participants (US: 1; Japan: 1) could not complete the TMT-B trial. To include them in the analysis, we used features extracted from their partial drawing data.

For the correlation analysis between the MoCA scores and each drawing feature in the entire data set, we found that 4 of the 6 features were significantly associated after controlling for age, sex, and years of education (absolute Pearson $r$ = 0.33-0.49, $P \leq .002$; see Figure 1B for a correlation example and Table 2 for the full list). With lower MoCA scores, there tended to be higher variability in the drawing speed and pen pressure, a higher pause:drawing duration ratio, and lower variability in the pen’s horizontal inclination. As listed in Table 2, these tendencies were also observed when the 2 data sets were each analyzed separately. After correction for multiple comparisons, all the statistically significant correlations remained for the entire data set and the Japan data set (Benjamini-Hochberg adjusted $P < .05$), whereas those for the US data set lost significance (Benjamini-Hochberg adjusted $P > .05$).

The random forest model trained on the US data set could estimate MoCA scores from drawing features for the Japan data set with an $R^2$ of 0.35 (Pearson $r$ of 0.61, mean absolute error of 1.75, and root-mean-square error of 2.12; permutation test, $P < .001$; Figure 1C). Regarding the importance of each feature in the model, as indicated by the SHAP values, the variability of the pen’s horizontal inclination had the highest importance, followed by the pressure variability and the drawing speed variability (Figure 1D).
We collected drawing data from 92 community-dwelling older adults in the United States and Japan, and we investigated the associations between features characterizing the drawing process and global cognition as assessed by MoCA. We obtained 2 main findings, as follows. First, we found drawing features that showed consistent trends with respect to the changes in MoCA scores across the US and Japan data sets. Specifically, with low MoCA scores, there tended to be higher variability in the drawing speed, a higher pause:drawing duration ratio, and lower variability in the pen’s horizontal inclination. Our second finding was that the automated machine learning model trained on the drawing data in the US data set could estimate the MoCA scores for the Japan data set with an $R^2$ of 0.35, particularly by leveraging variability-related features. We used drawing data from the TMT-B task in this study, but other types of drawing tasks may have a similar capability. For example, a previous study showed that MoCA scores could be estimated by using pause- and speed-based features from a clock drawing task [26], although the method’s applicability across populations was not evaluated. The use of 2 or more tasks will be a promising area of future research for more reliable estimation of global cognition.

Regarding the correlations of drawing features with MoCA scores across the US and Japan data sets, the correlations persisted even after controlling for age, sex, and years of education. In post hoc power analysis, the power exceeded 0.90 with a significance level of .05 (2-sided). The trends were consistent with those observed in previous studies with individuals with impaired global cognition [19,20] or patients with AD or MCI [21-24]. One of our contributions lies in the tool suitable for multinational and multilingual populations.

We have presented preliminary evidence suggesting that automated analysis of the drawing process for estimation of global cognition can be applied across populations. We trained the machine learning model on drawing data in the US data set, and we then evaluated its performance on unseen drawing data in the Japan data set. In this context, the model could estimate MoCA scores with an $R^2$ of 0.35 (Pearson $r$ of 0.61 and root-mean-square error of 2.12). Previous studies investigated models that used a single data set to estimate global cognition from the characteristics of drawing or other types of behaviors such as speech. The performance results for those models included a Pearson correlation coefficient of 0.55 for MoCA on a model using drawing features [26] and a root-mean-square error of 3.74 for MMSE on the best model using speech features in a competition [37]. Our model outperformed those recent results, although there are notable methodological differences in terms of the evaluation method and the sample size, for example. Our model’s improved performance might have derived from the use of variability-related features, given that they were ranked as the most important features in our model. Variability-related features in drawing have recently been suggested as a potential marker for motor control deterioration in dementia [19,38,39], but they have rarely been used for estimating cognitive function, and they have not been tested across populations. Our results thus suggest that variability-related features in drawing may be a key behavioral marker for automatic assessment of global cognition across different populations.

With the aging of populations worldwide, there is a growing interest in using digital technology to assess cognitive function in nonclinical settings like the home for early detection of dementia [1]. Examples of such research include approaches using computerized cognitive tests [29,40-42] and using behavioral data such as drawing, speech, and gait data [24,32,43-45]. In either approach, a major challenge is to make the tool suitable for multinational and multilingual populations [1]. In this context, our results suggest that automated analysis of the drawing process may offer a promising approach for developing such a tool for international use.

Furthermore, the approach using behavioral data is expected to support future efforts toward the development of continuous, passive monitoring tools for early detection of dementia from data that can be collected in everyday life [43,45]. For example, multiple studies have demonstrated the feasibility of detecting...
cognitive impairments by using daily walking behavior collected from accelerometer sensors in a free-living setting [46-48] and by using daily conversational speech data [49-52]. To our knowledge, no study has investigated the associations of cognitive impairments with daily drawing data that are collected passively in a free-living setting. However, drawing may be a promising behavioral modality for reliable estimation of cognitive impairments: It is a common activity in everyday life, and drawing data can be easily and robustly collected with a commercial-grade device.

Regarding the device used for drawing data collection, previous studies have shown the usefulness of a range of devices, including a mobile tablet with a stylus [53-57], a smart pad [58], and a digital pen [23,26,38]; accordingly, our findings may be applicable to those devices as well. All such devices commonly allow capture of x- and y-coordinates and pressure data at similar sampling rates, and previous studies reported similar associations of pause-, speed-, and pressure-based features with cognitive measures. In a future study, as pen inclination data are not always available, we will need to examine whether a combination of other available data can achieve performance comparable to that of our model. Furthermore, the variability of the device placement (e.g., holding the tablet with the nondominant hand) can affect the drawing performance in free-living settings. We will thus need further research in situ for the development of realistic applications.

Limitations
This study had several limitations. First, it was limited in terms of the numbers of participants, drawing tasks, and data sets. Our findings were based on drawing data from a single task, and the applicability to other types of drawing data thus remains unexplored. In addition, the international applicability of our model was only evaluated between 2 data sets, and the details of how the model performance is influenced by cultural differences have not been thoroughly investigated. Together, our findings have yet to be confirmed with larger samples that provide cross-cultural insights. Second, we did not investigate the participants’ sensory and physical functions (e.g., eyesight, grip strength), even though those functions might affect drawing performance. Moreover, other residual confounders might exist. Third, the drawing data were collected in a laboratory setting with a tester; accordingly, a future study will need to establish the validity of fully self-administered tasks. Finally, further research will also be needed to obtain a mechanistic understanding of how drawing features relate to the neural changes underlying cognitive impairments.

Conclusions
In summary, we have presented empirical evidence of the capability of automated analysis of the drawing process as an estimator of global cognition that is applicable across populations. Although no causality could be inferred from our results with cross-sectional data, the results nevertheless suggest that automated analysis of the drawing process could be a practical tool for international use in automated cognitive assessment. Consequently, this approach may help lower the barrier to early detection of cognitive impairments in a variety of settings and populations.
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Abstract

Background: Inadequate adherence to prescribed immunosuppressive medication regimens among kidney transplant recipients is common, yet interventions are needed to support patients in sustaining adequate adherence to prescribed regimens and achieving optimal transplant outcomes.

Objective: We examined the preliminary fidelity of a transplant center-based, multifaceted adherence monitoring strategy known as TAKE IT.

Methods: The TAKE IT strategy includes: (1) routine, online, monthly patient self-report adherence assessments; (2) care alerts directed to nurses; (3) quarterly reports monitoring tacrolimus values and adherence trends; (4) support tools tailored to specific adherence concerns. A 2-arm, patient-randomized trial is underway at two large transplant centers (N=449). To evaluate the initial fidelity of TAKE IT, we investigated patient uptake of monthly adherence assessments during the course of a 3-month period, whether any disparities emerged, and the nature of any reported adherence concerns.

Results: Among 202 patients randomized and exposed to TAKE IT for 3-months or more, 81% (164/202) completed an adherence assessment, 73% (148/202) completed at least two, and 57% (116/202) completed all monthly assessments. Overall, 50% (82/164) of kidney transplant recipients reported at least one adherence concern over the 3-month assessment period. Higher-income participants were more likely to complete all surveys compared to lower-income participants (P=.01).

Conclusions: TAKE IT demonstrated 81% (164/202) completion of an adherence assessment, 73% (148/202) completion of at least two, and 57% (116/202) completion of all monthly assessments during this brief, initial observation period. Among those that did respond to the online assessments, the majority demonstrated sustained engagement. Additional monitoring modalities could also be offered to meet patient preferences to ensure all patients’ medication use can be properly monitored.

Trial Registration: ClinicalTrials.gov NCT03104868; https://clinicaltrials.gov/ct2/show/NCT03104868
Introduction

Kidney transplant (KT) recipients require chronic immunosuppression to counteract graft rejection. However, inadequate medication adherence is a major cause of organ (graft) failure, with rates up to 48% post-transplant and even higher among at-risk patients (eg, racial/ethnic minorities, older adults, and those with poor health literacy) [1,2]. Poor adherence to the immunosuppression regimen is particularly high in KT patients (approximately 35%) compared to other organ transplant recipients [3-5]. Though current literature has indicated interventions, such as support tools (eg, reminder systems), monitoring strategies, and continuing education, to improve adherence, studies have largely been underpowered to provide conclusive evidence of their effectiveness [6-13]. Furthermore, medication adherence may be variably evaluated as part of post-transplant care. While immune suppression levels are measured as trough levels and provide a possible proxy indication of adherence specific to immunosuppression regimens, patient-reported assessments of any adherence concerns to the entire regimen one may be taking are not routinely embedded in clinical practice. Previous research has also found that medical staff has difficulty identifying patient adherence problems and factors driving suboptimal adherence [14]. Due to the complexity of factors that influence medication use, which may evolve over time, there has been increasing interest in finding ways to routinely monitor patients’ medication experiences and any potential barriers.

Digital health solutions, in particular, have been investigated as potential tools to surveil and address medication adherence [11,15,16]. There has been promising preliminary results and positive attitudes towards mobile health or web-based interventions to support regimen use, although further research is still needed to best understand how to integrate technologies into clinical workflows in an acceptable manner, both for patients and their care teams [17,18].

In 2017, the Transplant Regimen Adherence for Kidney recipients by Engaging Information Technologies, also known as TAKE IT, was launched to address inadequate regimen adherence among KT patients. The TAKE IT trial aims to address patient engagement and self-management with all prescribed medication regimens, not limited to immunosuppressants, by leveraging a web-based patient portal and a transplant centers’ electronic health record (EHR) to educate patients on their medication regimen, assist patients in organizing their daily prescription schedule efficiently, routinely monitor medication use, and provide care alerts to transplant center clinical staff when medication concerns are detected to mobilize the care and provide a response tailored to the specific concerns. It should also be mentioned that a prior trial, conducted in Canada and also known as TAKE IT, tested the effectiveness of an intervention to promote medication adherence among adolescent kidney recipients [11].

At the time of writing, TAKE IT is underway as a pragmatic, randomized clinical trial to test its effectiveness, compared to usual care, among diverse KT recipients. Primary outcomes related to medication-taking behaviors and regimen adherence, collected at 6 and 13 months, have now been completed. While evaluations of intervention effectiveness have not yet been performed, in the meantime, we sought, as planned, to examine the initial fidelity of the intervention’s ability to engage KT recipients beyond the point of care through the use of monthly invitations to complete brief portal assessments that allowed them to report on their regimen adherence and any specific concerns.

As some patients may lack the technological proficiency to interact with the online portal or may not be comfortable sharing details on their medication-taking behaviors with their healthcare providers, this investigation would inform which patients may not be adequately monitored in this manner. Thus, alternative methods may need to be offered by transplant centers.

Methods

Patients

The TAKE IT trial is a 2-arm, patient-randomized controlled trial conducted at two large tertiary care hospitals (Northwestern University and Mayo Clinic), which have a high volume of KT recipients annually. Patients within 5 weeks to 2 years post-transplant were recruited and were followed for 2 years. In-person baseline interviews were conducted, with telephone interviews given 6 weeks and 6 months post-baseline and in-person interviews at 12 months and 18 months post-baseline.

Study Population

KT patients were eligible if they were 21 years of age or older, within 5 weeks to 24 months of KT, English-speaking, primarily responsible for administering their own medication, owned a cell phone and were comfortable receiving text messages, and had access and proficiency using the internet at home. This time interval of KT eligibility (ie, 5 weeks to 24 months post-transplant) was determined by prior studies indicating that adherence issues persist at different time points post-transplant, including early nonadherence, whether intentional or unintentional, due to regimen complexity, side effects, and health literacy [19-21]. Patients were excluded if they had severe, uncorrectable vision, hearing impairments, or cognitive impairments. For the purpose of this paper, fidelity data from patients in the intervention arm only were investigated.

Intervention

Eligible participants were randomized to either intervention (TAKE IT) or usual care. The TAKE IT intervention is multifaceted and leverages a transplant center’s existing resources, including a routine monthly adherence assessment that requests patients to periodically self-report on their medication use. While self-reports of medication use and...
adherence may be biased due to socially desirable responses, more objective measures would be cost-prohibitive for routine use. Further, timely access to pharmacy fill data has also been problematic for most health systems and can also be inaccurate. Although this analysis will focus on evaluating the fidelity of TAKE IT’s monthly adherence assessments that request patients to periodically report on their medication use, the intervention strategy also includes additional components: (1) automated care alert notifications via the EHR identifying adherence-related problems to the transplant center nurse coordinator, (2) quarterly adherence reports that automatically calculate patient whole blood tacrolimus levels for transplant nurse coordinators, and (3) standardized protocols for mobilization of appropriate clinicians and staff for appropriate, tailored clinical support of existing transplant center tools to directly target adherence-related concerns identified by the results of routine TAKE IT adherence assessment. Specifically, if an adherence concern were to be identified, the appropriate care team member (eg, nurse, pharmacist, social worker, psychologist, etc.) would be expected to respond. Usual care refers to the normal standard clinical practices in place at either site, immediately post-transplant.

Patients in the TAKE IT intervention report their medication use on a monthly basis via the patient portal. This enables a continuous link between patients and the transplant center beyond routine in-person visits. The monthly, patient-reported adherence assessment includes a two-step approach to first determine a KT recipients’ regimen adherence status (adequate vs. inadequate). For this first step, we utilized the validated Basel Assessment of Adherence with Immunosuppressive medication Scales (BAASIS) instrument and a generated coefficient of variance from their last consecutive set of three tacrolimus levels. If patients self-report any adherence concerns via the BAASIS, they then complete a brief survey of items that capture the more specific nature of the adherence barriers. During this second step, a number of brief assessments seek to “phenotype” the presenting barrier(s) to further inform a transplant center’s response and deployment of resources. Thus, the monthly survey not only identifies patients at risk of inadequate adherence but also categorizes the nature of adherence concerns into the following: cognitive, psychological, medical, regimen, social, and economic (Figure 1).

Cognitive barriers include forgetfulness, memory issues, and difficulties concentrating and staying organized. Psychological barriers include low mood (eg, feeling down, depressed, hopeless) and little interest or pleasure in doing things. Medical barriers include side effects and self-reported overall health. Regimen barriers include confidence in taking medication as instructed, the complexity of regimen, missing medications, and taking medications earlier or later than instructed. Social barriers include issues around lack of support from family or healthcare providers. And finally, economic issues included issues around the cost of medications or refills. While not exhaustive, monthly survey items were taken from previously validated measures across these six categories, including self-reported assessments of cognitive complaints (eg, Brief Test of Adult Cognition by Telephone), depression (eg, Patient-Reported Outcomes Measurement Information System Depression subscale), regimen complexity (eg, Medication Regimen Complexity Index), unmet social needs (eg, Tangible Support Survey), and medication trade-offs, a survey assessing difficulties with medication affordability [22-28]. Given the potential risks of inadequate adherence, the study team defined the presence of a “concern” if participants endorsed any single item within the adherence assessment category.

**Figure 1.** Flowchart of TAKE IT adherence assessment.
Analysis Plan

Statistical analysis was conducted using RStudio (version 3.6.1; R Core Team). Appropriate descriptive statistics (eg, percentage, frequency, and median) were performed on all patient variables. Bivariate analysis was conducted to determine if there were any statistically significant demographic disparities between survey completion groups within the intervention arm. For categorical variables, data were analyzed using chi-square tests or Fisher exact test when expected cell counts were less than 5. For continuous variables (ie, age, CHAI scaled, and days since transplant), normality was assessed using the Shapiro test. No continuous variable was normally distributed; thus, bivariate analysis was conducted via Kruskal-Wallis, a nonparametric test that compares medians.

Results

Overview

Of the 449 participants enrolled in the TAKE IT trial, 224 (49.9%) participants were randomized to the intervention arm and analyzed for this investigation. Sociodemographic and clinical characteristics of this subsample are presented in Table S1 in Multimedia Appendix 1. Overall, the median age of intervention participants was 53 years (range 21–76), 58.4% (129/221) were male, and 19.2% (43/224) were African American. The median time since transplantation for these KT recipients was less than a year (202 days, range 23–1,091).

The majority of recipients (148/224, 66.1%) completed the initial online adherence assessment; there were no significant differences between participants who completed or did not complete the initial assessment in age, gender, race, or time since transplantation. However, participants who did not complete the initial assessment had significantly lower education ($P = .006$; Table S1 Multimedia Appendix 1). Among those who did complete it, 34.6% (56/162) had one or more adherence concerns. The most common barriers were classified as regimen-related (25/56, 44.6%), cognitive (15/56, 26.8%), medical (11/56, 19.6%), and psychological (9/56, 16.1%).

Repeat Completion of Monthly Portal Assessments

We investigated repeat completion among 202 (90.2%) participants who had exposure to the intervention for three months or longer and thus had the chance to complete the initial online adherence assessment and 3-monthly follow-up surveys postbaseline. Intervention participants who had not been in the study for at least 3 months (22/224, 9.8%) were excluded from the analysis. Table S1 in Multimedia Appendix 1 provides sociodemographic characteristics of intervention patients exposed for three months or longer, stratified by survey completion. Overall, 81.2% (164/202) completed at least one assessment, and 73.3% (148/202) completed at least two assessments. Most (116/202, 57.4%) participants did complete all three surveys. There were no significant differences in age ($P = .49$), gender ($P = .22$), race ($P = .50$), education ($P = .07$), time since transplant ($P = .94$), health activation ($P = .14$), or health literacy ($P = .30$) between participants who completed no surveys, 1-2 surveys, or all surveys. Overall, participants who completed
all surveys were more likely to have a higher income ($P=.01$) than participants who completed none or just one or two surveys. Figure 2 provides a flowchart illustrating the participants’ detailed completion of each of the monthly adherence assessments in time order.

Half of the intervention participants were at risk for inadequate adherence at some point over the three-month assessment period (Table 1). Among participants who completed 1 survey (16/202, 7.9%) versus 2 surveys (32/202, 15.8%) versus all 3 surveys (116/202, 57.4%), the proportion of those flagging for an adherence concern was 43.8% (7/16), 59.4% (19/32), and 48.3% (56/116), respectively. Among all of those who were identified as at risk for inadequate adherence, the average number of adherence concerns was 1.13, with a range of 1 to 5 adherence concerns. There were 26 (31.7%) participants who flagged for 2 or more adherence concerns. The most commonly reported barriers were cognitive (42/93, 45.2%), regimen-related (26/93, 28.0%), and medical (25/93, 26.9%) due to overall health or medication side effects).

The median time for participants who were sent and completed survey 1 (162/202, 80.2%) to open and return the assessment was 0.88 days (Table 2). A total of 51.9% (84/162) of participants completed the survey in less than 1 day, and among these recipients, the median time to return the assessment was 2.86 hours.

**Figure 2.** Flowchart of participant completion of TAKE IT adherence assessment.

**Table 1.** Nature of adherence concerns (N=164).a

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Any adherence concern</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>82 (50)</td>
</tr>
<tr>
<td>Yes</td>
<td>82 (50)</td>
</tr>
<tr>
<td>Flagged for 2+ concerns</td>
<td>26 (31.7)</td>
</tr>
<tr>
<td>Total adherence concerns</td>
<td>93 (56.7)</td>
</tr>
<tr>
<td><strong>Adherence concern type</strong></td>
<td></td>
</tr>
<tr>
<td>Cognitive</td>
<td>42 (45.2)</td>
</tr>
<tr>
<td>Regimen</td>
<td>26 (28.0)</td>
</tr>
<tr>
<td>Medical</td>
<td>25 (26.9)</td>
</tr>
<tr>
<td>Psych</td>
<td>16 (17.2)</td>
</tr>
<tr>
<td>Economic</td>
<td>5 (5.4)</td>
</tr>
<tr>
<td>Social</td>
<td>4 (4.3)</td>
</tr>
</tbody>
</table>

aAn average of 1.13 concerns.
Table 2. Time between sending survey 1 and completing survey 1 (N=162).

<table>
<thead>
<tr>
<th>Survey 1 characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time to completion (days), mean (SD)</td>
<td>2.52 (3.55)</td>
</tr>
<tr>
<td>Time to completion (days), median (range)</td>
<td>0.88 (1.22 mins-23.06 days)</td>
</tr>
<tr>
<td>Participants completing survey in &gt; 1 day, n(%)</td>
<td>84 (51.9%)</td>
</tr>
<tr>
<td>Time to completion (hours), mean (SD)</td>
<td>4.78 (5.86)</td>
</tr>
<tr>
<td>Time to completion (days), median (range)</td>
<td>2.86 (1.22 mins-23.17 hrs)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

In this diverse sample of KT recipients, there was albeit modest, while relatively high uptake to initially responding to the monthly adherence assessments using the patient portal, yet sustained engagement over the 3-month period among those who did respond with the monthly portal assessment. Of the 202 intervention participants who had the chance to complete the initial online adherence assessment and three monthly follow-up surveys postbaseline, most (n=164/202, 81%) completed at least one assessment, and 57% (116/202) completed all assessments. Further, the flowchart of participants’ completion of monthly adherence assessments (Figure 2) illustrated KT patients who demonstrated intermittent engagement (eg, did not complete survey 1 but completed surveys 2 and 3) versus sustained engagement to all monthly assessments. Though this may be due to the study’s limitation of a 3-month analysis, this may also point to challenges in survey complexity, patient indifference to completing monthly surveys, or more specific patient-level barriers in survey completion, such as time or forgetfulness. The results of monthly assessment engagement may also suggest that, perhaps, the frequency of assessments may benefit from shifting from monthly surveys to bimonthly or quarterly surveys. In technology-based intervention studies targeting medication adherence in transplant recipients, McGillicuddy et al [29] and Taber et al [30] managed to receive 91% and 98% retention, respectively; however, the McGillicuddy intervention engagement was passive, and both studies were small pilot samples of less than 68 participants in the intervention arm. Trends in sustained engagement to the TAKE IT monthly adherence assessments may be better clarified in future analyses as participants’ exposure to the intervention increases.

In addition to high retention, over half of participants (84/162, 51.9%) who were sent the first survey completed the survey in less than one day after the survey was sent to them, suggesting that the monthly surveys may not pose a huge burden on patients. Furthermore, medication adherence concerns assessed by TAKE IT’s monthly assessments align with results from a recent study examining barriers to immunosuppressant medication adherence in KT recipients [31]. This same study categorized regimen-specific barriers largely as delaying doses (70/156, 45%) and skipping doses (40/156, 25%), often from daily routine changes or other factors (eg, financial issues). Our study demonstrated a high prevalence of inadequate adherence (82/164, 50%), with adherence barriers targeted around cognitive, regimen-related, and medical issues (eg, side effects or overall health issues).

We also sought to investigate any differences in the receptiveness of TAKE IT intervention by patient factors. Only lower income was associated with statistically significantly lower uptake in TAKE IT assessments. While the reasons are unclear, it could be speculated that lower uptake of the monthly assessments might be an access issue. If a patient’s internet access is primarily through their mobile phone use, it will put participants without a laptop or desktop at a disadvantage. The significance of lower income on assessment uptake may also point to psychosocial trade-offs. For example, a low-income patient may experience more psychosocial stress (eg, working multiple jobs) and not have time to prioritize surveys.

Though low income was the only significant factor in survey completion, it should be noted that non-significant differences were observed in other factors, including health activation, health literacy, global health, ethnicity (ie, Hispanic), and education. Again, reasons are unclear if these point to an access or use issue, but it could be that patients who are not as activated (or motivated) or who have greater difficulty understanding health information (eg, prescription information) because they have lower health literacy or lower education may not be as responsive to monthly adherence surveys. Future studies including a larger transplant sample may be better powered to investigate the impact of health activation, health literacy, and education on study assessment completion.

As of now, there were no significant differences overall in participant characteristics related to known risk factors for medication adherence (eg, age, time since transplant, race). These results are promising and possibly suggest that the TAKE IT intervention might not create further disparities and may provide equitable solutions across patient groups; however, further research should examine whether this strategy can, in fact, work among diverse populations.

**Limitations**

There were several other limitations of the TAKE IT fidelity analysis. First, analysis was limited to an intervention follow-up of 3 months. Currently, we are unable to assess if the TAKE IT strategy is impactful on changing adherence behaviors or outcomes in the long-term, as active follow-up is ongoing; however, future analyses may elucidate long-term outcomes. Second, TAKE IT assessments are optimized for desktop and laptop use rather than mobile phones. As mentioned above, this potentially poses an access barrier for participants who do not have easy or reliable access to a desktop or laptop. Third, study...
participants were recruited from two large tertiary care hospitals, and fourth, intervention excludes participants who do not speak English—both of which limit the generalizability of findings.

Conclusions
Overall, the TAKE IT trial demonstrates 81% (164/202) completion of an adherence assessment, 73% (148/202) completion of at least two, and 57% (116/202) completion of all monthly assessments among diverse patient groups, notably across age, time since transplant, health literacy, and race—a potential benefit in monitoring adherence behaviors among KT recipients and engaging transplant center staff to address at-risk patients. Assessments of medication adherence and potential root causes of poor adherence, including psychological and social determinants, can be captured beyond the point of care via brief, routine online surveys via an EHR patient portal. Such routine assessments have the potential for earlier detection of adherence concerns between clinic visits without adding to already busy clinical workloads. Future work should focus on deploying adherence support tools tailored to specific adherence concerns and addressing possible disparities in access to this technology-enabled strategy. The goal would be to ensure that both responding to online assessments and deploying support tools can be integrated into existing clinic workflows without burdening clinical staff. Furthermore, ensuring monthly surveys are mobile phone friendly and assessing TAKE IT among non-English speaking populations to clarify why TAKE IT may not be as acceptable to Hispanic populations would be important next steps to improve uptake. Additional work should also include qualitative research for understanding why participants do not complete surveys and evaluating clinicians’ perspectives if a patient’s nonresponse should be a clinical response in itself.

Acknowledgments
This study was funded by the National Institute of Diabetes and Digestive and Kidney Diseases (grant R01DK110172).

Authors’ Contributions
SH, LMC, SSN, SCB, MS, PPR, DPL, and MSW contributed to the study design, statistical analysis, and editing of the paper. AHW and PZ contributed to the data acquisition, performance of the research, and editing of the paper. ESY contributed to the statistical analysis and the writing and editing of the paper. Each author contributed to important intellectual content during manuscript drafting or revision, accepts personal accountability for the author’s own contributions, and agrees to ensure that questions pertaining to the accuracy or integrity of any portion of the work are appropriately investigated and resolved.

Conflicts of Interest
SCB reports grants from the National Institutes of Health (NIH), Merck, RRF Foundation for Aging, Pfizer, Gordon, and Betty Moore Foundation, Lundbeck, and Eli Lilly and personal fees from Sanofi, Pfizer, University of Westminster, Lundbeck, and Luto UK outside the submitted work. MSW reports grants from the NIH (National Institute on Aging [NIA], National Institute of Diabetes and Digestive and Kidney Diseases [NIDDK], National Institute of Nursing Research [NINR], National Heart, Lung, and Blood Institute [NHLBI], National Institute of Neurological Disorders and Stroke [NINDS]), Gordon and Betty Moore Foundation, and Eli Lilly and personal fees from Pfizer, Sanofi, Luto UK, University of Westminster, and Lundbeck. PPR receives investigator-initiated and collaborative grants from Merck, AbbVie, and Gilead to the University of Pennsylvania to support research on transplantation of HCV-infected organs into uninfected recipients, followed by antiviral treatment. PPR is also an Associate Editor for the American Journal of Kidney Diseases, consults for VALHealth (management of patients with chronic kidney disease), and provides unpaid consultation to eGenesis, a company developing xenotransplantation technology.

Multimedia Appendix 1
Characteristics of participants exposed to intervention for 3 months, by survey completion.

References


Abbreviations

BAASIS: Basel Assessment of Adherence with Immunosuppressive medication Scales
CHAI: Consumer Health Activation Index
EHR: electronic health record
KT: kidney transplant
TAKE IT: Transplant Regimen Adherence for Kidney recipients by Engaging Information Technologies

©Esther S Yoon, Scott Hur, Laura M Curtis, Aiden H Wynia, Pauline Zheng, Sumi S Nair, Stacy C Bailey, Marina Serper, Peter P Reese, Daniela P Ladner, Michael S Wolf. Originally published in JMIR Formative Research (https://formative.jmir.org), 05.05.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Implementation of a Personalized Digital App for Pediatric Preanesthesia Evaluation and Education: Ongoing Usability Analysis and Dynamic Improvement Scheme

Yaron Connelly¹,², MA; Roni Lotan¹, PhD; Yitzhak Brzezinski Sinaï³,⁴, MD; Dan Rolls¹, MA; Amir Beker¹, PhD; Eilone Abensour⁵, MS; Orit Neudorfer¹,⁶, MD; Daniel Stocki³,⁴, MD

¹GistMD, Tel Aviv, Israel  
²The Israeli Center for Emerging Technologies in Healthcare, Samir Medical Center, Zerifin, Israel  
³Department of Anesthesiology and Intensive Care, Tel Aviv Medical Center, Tel Aviv, Israel  
⁴Sackler Faculty of Medicine, Tel Aviv University, Tel Aviv, Israel  
⁵Faculté de Pharmacie, Université de Paris, Paris, France  
⁶Dizengoff Pediatric Community Center, Clalit Health Services, Tel Aviv, Israel

Corresponding Author:  
Yaron Connelly, MA  
GistMD  
Stricker St 16  
Tel Aviv, 6200622  
Israel  
Phone: 972 8 9542573  
Email: yaron.connelly@gmail.com

Abstract

Background: Preanesthesia evaluation is a basic practice preceding any surgical procedure, aimed at tailoring individualized anesthetic plans for patients, improving safety, and providing patients with educational knowledge and tools in preparation for the surgery day. In the last 2 decades, eHealth and mobile health (mHealth) settings have gradually replaced part of the face-to-face encounters as the platform for preanesthesia communication between doctor and patient, yielding a range of benefits as demonstrated in recent publications. Nevertheless, there is a lack of studies examining the effectiveness of surgical mHealth apps focusing on the pediatric preanesthetic setting and addressing their usability among families.

Objective: This study describes a dynamic approach for the development process of GistMD’s preanesthesia mHealth system, a mobile-based educational and management system designed for the pediatric setting.

Methods: The study was conducted in 4 departments at a 1500-bed quaternary, academic medical center in Tel Aviv, Israel. During the study period, the link to the preanesthesia system was sent via SMS text messages to families whose children were about to undergo surgery. The system included preanesthesia questionnaires, educational videos, downloadable instructions, and consent forms. Continuous collection and examination of usability data were conducted during the implementation term including responsiveness, effectiveness, and satisfaction indicators. The information collected in each stage was used to draw conclusions regarding potential usability gaps of the system and to plan product adjustments for the following period.

Results: During 141 days of implementation, the link to the GistMD preanesthesia management system was sent to 769 families, and product-fit actions were implemented during this term: (1) changing text message scheduling for addressing learnability and accessibility, resulting in a significant increase of 27% ($\chi^2 = 12.65, P < .001$) in view rates and 27.4% ($\chi^2 = 30.01, P < .001$) in satisfaction rates; (2) reducing the number of screens to increase efficiency and operability, leading to a significant decrease of 8.6% in cases where users did not perform any activity on the system after logging in ($\chi^2 = 6.18, P = .02$); (3) conducting a patient-focused campaign in 2 departments aimed at addressing memorability, leading to significant increases in 8 of the 12 usability indicators.

Conclusions: Our results indicate that mHealth product-fit decisions originating from theory-based approaches and ongoing usability data analysis allow tailoring of the most appropriate responses for usability gaps, as reflected in increased use rates and satisfaction. In the case of the preanesthesia management system in the pediatric setting, increased usability conveyed important...
benefits for patients and families. This work suggests a framework and study methods that may also be applicable in other mHealth settings and domains.

(JMIR Form Res 2022;6(5):e34129) doi:10.2196/34129
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Introduction

Every surgical procedure that involves anesthesia is preceded by a preanesthesia evaluation session, conducted to develop a plan for anesthesia and assess the potential risks. Generally, it includes 2 essential components. First, to tailor an anesthetic plan for each patient, anesthesiologists conduct the preanesthesia clinical evaluation by gathering information from medical records, physical examinations, and patient interviews [1-3]. This basic practice aims to improve patient safety; in addition, it is important for health care organizations, as it can minimize preoperative costs, operation cancellations, and operating room time loss resulting from managing suboptimal plans [4]. Second, the process is also designed to provide patients with educational knowledge and tools that will enable them to be better prepared for the surgery day and more engaged in the anesthesia process they are about to undergo, facilitating shared decision-making and reducing preoperative anxiety, of which anesthesia is a leading cause [5-10]. The preanesthesia process is particularly important in the pediatric setting as children's anesthesia carries the risk of unique complications, such as respiratory adverse events and involves emotional engagement of the child and its parents, who usually experience significant anxiety and seek to be informed by care providers [11,12].

In the last 2 decades, telemedicine, eHealth and mobile health (mHealth) settings have gradually replaced part of the face-to-face encounters as the platform for preanesthesia communication between doctor and patient [13], and a considerable amount of literature demonstrated the range of benefits resulting from that shift. For example, a study conducted at 4 veteran affairs medical centers in the United States revealed that the electronic consultation system allowing primary care providers and anesthesiologists access to a shared electronic record can improve workflows of anesthesiologists and allow the development of anesthetic plans without face-to-face preoperative visits [14]. Another study conducted in the United States demonstrated that telemedicine screening visits, prior to preadmission testing center appointments, decreased the time spent in hospital on the preoperative day, prevented case cancellations, and highly increased patient experience and satisfaction [15]. Nonetheless, one of the most important values that is addressed using these technologies from a patient perspective is the access to quality care. For instance, a study in Canada, where nearly 15% of the residents live in remote areas, showed that 9 out of 10 patients that live far from the hospital and 8 out of 10 anesthesiologists were highly satisfied with the experience of using telemedicine-based preanesthesia assessment [16]. In fact, similar results were demonstrated among patients from a central area with shorter travel distances and expenses [17]. The vital role of telemedicine capabilities was well demonstrated during the COVID-19 pandemic [18,19], highlighting the need to keep developing innovative solutions that will provide remote access for the preanesthesia domain, regardless of distance-from-hospital considerations.

Although worldwide smartphone penetration reached 48.3% in 2021 [20] and more than 400,000 mHealth apps are available in app stores [21], mHealth apps in the wide context of surgical and operative settings are increasingly emerging and offer new opportunities for patients [22,23]. The efficacy of these apps was recently measured in several studies that underline the potential role of mHealth platforms in promoting patients’ comprehension and readiness prior to surgery, adherence to proper postoperative behavior and patient outcomes [23]. A South Korean study presented a significant increase in patient knowledge regarding surgical safety issues before the operation when using guidance apps [24]. In another study, anxiety and depression scores among patients with breast cancer were significantly lower when they accessed additional information provided by an mHealth app [25]. Postoperative behavior was examined in patients who underwent bariatric surgery and demonstrated a greater tendency to adopt a healthy lifestyle because of using tailored educational apps [26]. Despite the unique need, only a few studies have examined the effectiveness of surgical mHealth apps focusing on the pediatric preanesthetic setting and were designed for parents and their children. Some of these studies have found that preoperative anesthesia education provided by mobile apps can reduce anxiety and improve patient satisfaction [27,28], but, to the best of our knowledge, none of the studies addressed their usability among parents and children. In contrast, there are several examples of usability studies that are intended for health care providers, professional anesthesiologists, facilitating information sharing and management [29-32], or postoperative settings [33]. Leveraging the benefits of mHealth requires families to be highly engaged in using the apps [34]. It is evident that an incredibly low portion of the 400,000 health care apps has been successfully implemented; the total number of worldwide downloads sharply decreased recently, and hospitals can engage only 2% of their patients in mHealth activities [21]. This environment highlights the importance of evaluating mHealth apps via the prism of usability, assuming that one of the reasons that considerable proportions of users, patients, or professionals may not use the apps owing to low-quality or poor user interface (UI) or user experience (UX) components and not necessarily because of their low potential value [34]. The acceptable basic usability characteristics of systems and software products emerged in 1990 and are based on the definition of the International Organization for Standardization that encompasses effectiveness, efficiency, and satisfaction [35,36]. The Nielsen model expanded the conceptualization of usability and included learnability, memorability, and error protection [37]. The 6 main
themes of usability should reflect a variety of subcharacteristics such as UI aesthetics, defined as the degree to which a product or system has attributes that make it easy to operate and control, and the degree to which a product or system can be used by people with the widest range of characteristics [36].

Considering the lack of literature evaluating the usability of mHealth products that are designed for patients and focused on the preanesthesia period in a pediatric setting, this study aims to describe the implementation process of a mobile-based system designed for this purpose.

**Methods**

**Study Objectives**

The main objective of the study is to report a dynamic, quick, and timely approach for mHealth product development during its implementation period applied to modify the web-based app to family needs and address usability gaps as quickly as possible. This agile process included ongoing collection of usability data from day 1 and theory-grounded thinking. The secondary aim is to describe the lessons learned and suggest recommendations to increase the usability of these types of systems.

**Web-Based App**

The mHealth system used in this study was developed through a partnership between an industry vendor (GistMD, Ltd) and a 1500-bed general academic medical center in Israel (Tel Aviv Sourasky Medical Center). The medical center is the largest acute care facility in Israel. GistMD is a digital health company founded in 2018 and develops platforms that enable scalable production of personalized content and media for improving patient education, engagement, and adherence.

The system was designed to address three main functions in the pediatric preanesthesia meeting: (1) providing families and children with personalized education regarding the anesthesia process and the required preparations prior to surgery, (2) performing a remote preanesthesia evaluation possibly avoiding the need for a face-to-face encounter prior to the day of surgery, and (3) giving families the opportunity to download instructions, consent forms, and other relevant information prior to the day of surgery.

The process includes the following steps. A text message is sent to the families’ mobile phones in conjunction with scheduling the surgery for the children and entering minimal demographic data into the system (gender and age group 0-8 or 9-18 years). The message is sent from the medical center and contains a hyperlink for the web-based system. The web-based app is compatible with all types of smartphones. Initially, the guardians are asked to indicate their preferred language for all the content in the app. Currently available languages are Hebrew, English, Arabic, Russian, and Spanish. The app customizes the content according to the medical condition for which the child was referred for surgery and demographics (eg, language, age, gender, and background diseases), displaying highly personalized material. In total, the system’s recombination engine can produce 80 different versions of the video, whereas the families can reboot the system at any stage and dynamically adjust the preferences or customize a new version of the video (eg, when different users want to watch the video in different languages). The guardians were also requested to answer a 10-item preanesthesia evaluation questionnaire aimed at identifying patients with a medical background requiring face-to-face evaluation by an anesthesiologist prior to the day of surgery. The questionnaire is an in-house development of the Tel Aviv Medical Center, validated among 200 patients for multilingual versions since 2019. It has become a standard of care at the medical center since the middle of 2020. Immediately after filling out the questionnaire, the family has the option to watch a tailored 5-minute animated video aimed at assisting them to better prepare for the day of surgery. After watching the video, parents can download various documents to review, including the informed consent for anesthesia, written instructions for fasting guidelines before anesthesia, a checklist of documents to bring on the day of surgery, and a list of new onset symptoms that require attention prior to surgery. The family is requested to provide feedback by stating whether the video was helpful or not. As illustrated in Figure 1, the characters and the storyline in the video, as well as the documents, are adjusted according to the combination of demographics entered.
Figure 1. Illustration of various combinations of visual content.

Study Population
Between August 9, 2020, and December 31, 2020, the app was offered to all families whose children were scheduled for surgery in 4 pediatric surgical departments at Dana-Dwek Children’s Hospital, the pediatric facility of the Tel Aviv Sourasky Medical Center in Israel. The medical center serves a population of 1 million people from Tel Aviv and the greater metropolitan area, a central location that is typically characterized by higher socioeconomic levels. Dana-Dwek Children’s Hospital provides medical services and treatment for children of all ages, from newborns to 18 years of age and approximately 3500 pediatric surgeries are performed at the hospital annually. The 4 departments selected for the study represent approximately 80% of the surgical capacity of the pediatric hospital in the study term and specialize in plastic surgery, urology, orthopedics, and otolaryngology.

Data Collection
Surgery coordinators in the 4 pediatric surgical departments were equipped with an operation interface that supports the web-based app. The operation interface and the web-based app are cloud-based and external to the hospital’s information technology infrastructure. After the coordinator scheduled a surgery and the system sent a text message to the guardians of the child, usability data were automatically retrieved for each user without the need for intervention or active collection among families. The collected data were encoded and anonymized, and the personal details of the patients or their family could not be identified.

Ethical Considerations
This manuscript is not considered human subjects research and is not presenting any medical information, and thus does not require ethical approval.

Measurements
Usability indicators measured in this study were focused on the degree of usage of the various functions of the app. All measures were coded as dichotomous variables, with 1 indicating that the users used the function and 0 indicating that they did not. At the basic level, the initial indicator is the responsiveness to logging on to the system, showing whether the users open the link they received in the text message. Similar threshold indicators are common in similar usability tests of apps [34]. At the second level, effectiveness indicators examined whether the users used each further function (filled out and completed the questionnaire, played the video, downloaded the informed consent and the documents with instructions). Additional indicators refer to determining whether users meaningfully and efficiently used the educational function. Previous studies have measured the usability of educational content in health apps by assessing the extent of use, such as the number of modules completed or the average viewing time [26,31]. In addition to the measurement that examined whether the users clicked “play” and started watching the video, meaningful use of the educational function was measured in this study by examining whether the participants viewed 75% or more of the video’s total duration. The first 75% of the video was chosen as the cutoff point, as it contains the essential content to be provided to the families, whereas the remaining 25% contains, for example, wishes from the medical staff and credit roll. In this regard, reverse indicators examining underuse of the system...
were also measured by examining whether the participants viewed 50% or less of the video’s total duration and whether the users accessed the link but did not follow on with any activity. Finally, the satisfaction indicator refers to the user perspective regarding the opportunities that the system suggests. Unlike satisfaction that corresponds to the degree of enjoyability of apps [38], the measure used in this study examined whether it was appropriate for the needs of the participants and was perceived as providing them utility [36,39]. In this study, satisfaction was measured by asking participants, “Do you find the system helpful?” The response options were “Yes” and “No.” Answering the question was not mandatory and participants could use all functions without providing an answer.

**Table 1.** Product-fit actions by strategies and related usability gaps.

<table>
<thead>
<tr>
<th>Period</th>
<th>Cases (N)</th>
<th>Duration (days)</th>
<th>Usability gap</th>
<th>Decision on strategy</th>
<th>Decision on action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Launching</td>
<td>286</td>
<td>34</td>
<td>Poor usage rates of basic features</td>
<td>Addressing learnability and accessibility issues by considering the daily habits of end users</td>
<td>Change in text message scheduling</td>
</tr>
<tr>
<td>2</td>
<td>56</td>
<td>22</td>
<td>Unsatisfied rates of under-use tendency</td>
<td>Improving efficiency and operability by applying lean and agile thinking for product modification</td>
<td>Reduce number of screens</td>
</tr>
<tr>
<td>3</td>
<td>238</td>
<td>54</td>
<td>Usability gaps between different departments</td>
<td>Addressing memorability problems by sending notifications</td>
<td>Family-focused campaign</td>
</tr>
<tr>
<td>4: End of implementation</td>
<td>189</td>
<td>31</td>
<td>N/A*</td>
<td>N/A</td>
<td>Follow-up and summarizing</td>
</tr>
</tbody>
</table>

*N/A: not applicable.

**Period 1: Addressing Learnability and Accessibility**

**Identify the Gap**

The web-based system was launched on August 9, 2020. At 34 days after the initial distribution, we conducted a preliminary evaluation of its usability indicators. The findings (as specified in the results section below) revealed that although users opened the link for the system and filled out the questionnaire, the usage rates of users who played the video and started watching (33%) and downloading the documents (1%) were extremely low. These poor results led us to conduct a deeper viewing analysis suggesting that although users get the link for the system in the morning (as was the custom at first), more than a third of them preferred to watch the video in the afternoon, and those who watched the video in morning hours tended to watch shorter parts of it.

**Choose a Strategy and Tailor the Solution**

In the context of usability, learnability should reflect the degree to which the system can be used to achieve the desired goals of learning and reap its benefits. Learnability can be facilitated by integrating the system with the daily life and habits of users, while accounting for the amount of time required for users to perform the process [35,37]; this type of modification can also address the accessibility aspect of usability while allowing more users with the widest range of characteristics and capabilities to use the system [36]. Identifying the gap between the time when users receive the link to the system and their preferred hours to use it in practice led us to conclude that the required step is to change the hour when the link is sent to users from morning to afternoon, when users are more likely to use the feature and invest more effort for the time-consuming activity of watching the video.

**Period 2: Addressing Efficiency and Operability**

**Identify the Gap**

The second period occurred between September 14 and October 6, 2020, and it yielded 56 cases. Toward the end of the period, we re-evaluated the usability indicators and analyzed the underuse trends. As specified in the results section below, although all the usability indicators increased, particularly the rate at which families that opened the link increasing by 10%, we expected that the rate at which users logged into the system by opening the link without any activity would decrease in relation to the high value it showed in the first period, but it remained stable with a high and dissatisfying rate of 11%. The increase in the rate of system logins, alongside the high rate of underuse, led us to hypothesize that users may want to use the system but find it cumbersome and it may be possible to improve UX.

**Choose a Strategy and Tailor the Solution**

When it comes to software products, the efficiency aspect of usability can be attributed to the stability of the software as well as the quality and aesthetics of the UI that make the product easy to operate and control [35,36]; therefore, user-centered interface designing is strongly related to usability [40,41].
A key strategy for improving usability by simplifying the UX relies on “agile” and “lean” thinking of designing software products [41,42] and mHealth apps in particular [35,43]. Agile and lean design underlines the need to produce high customer value while minimizing the elements that do not provide value for providers or users. From these perspectives, individual functions are implemented in the smallest possible steps [41,44,45]. The solution chosen to mitigate the underuse tendency was reducing one of the screens [46]. Initially, instructions for the family prior to surgery were displayed on a screen separate from the video player, and the download features of the informed consent and the printable detailed instructions. Users were required to click on a button to move from the first screen to the second. After the modification, all functions were merged into 1 screen, allowing a more compact app whose flow of use is shorter and simpler. All features were accessible to users by just scrolling down. Figure 2 presents screenshots from the app that illustrate the differences between the full version and the simplified one.

**Figure 2.** Illustration of the differences between the 2-screen and 1-screen versions of the app.

---

**Period 3: Addressing Memorability**

**Identify the Gap**

After the measures aimed to mitigate the tendency to underuse the system, the third period of implementation took place between October 7 and November 30, 2020, and this yielded 238 cases. In this stage, usability indicators were examined across different departments in the first 3 periods. As specified in the results section, the system performance in 2 departments (C and D) was significantly lower compared to that in the other 2 departments (A and B).

**Choose a Strategy and Tailor the Solution**

Memorability refers to the level of ease with which users, families in this case, can recall how to use an app even after discontinuing its use for some time [47]. Effective notification management is important for maintaining memorability of mobile apps among users and consequently increasing the usability potential [48]. In practice, departments C and D were targeted in a focused campaign aimed to strengthen memorability and thus increase their usability performance and reduce the gaps between them and departments A and B. Families whose children are about to undergo surgery received telephone and SMS text message notifications regarding the opportunity to use the web-based system and the benefits of using it. Figure 3 illustrates a screenshot of the message.

---
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Period 4: Follow-up and Examining Trends Throughout the Implementation Term

At the end of the implementation term, usability indicators across departments were compared to assess the impact of product-fit actions applied in the third period. In addition, trends related to all usability indicators and with respect to the entire sample were examined. The final implementation period was between December 1 and 31, 2020, and it yielded 189 cases.

Statistical Analysis

SPSS software (version 26; IBM Corp) was used to perform data analysis. To examine the effect of the strategic actions of product fit, chi-square tests were performed for comparing all usability indicators (dichotomous variables) during each of the periods in comparison to the prior periods. The percentage of users who opened the link was calculated considering all participants to whom a message was sent. The percentage of users with respect to all other usability metrics was calculated only from the total number of users who opened the link.

Results

Sample

During the 141 days of the implementation term, the GistMD preanesthesia system was delivered to 769 families of children who were about to undergo surgery at the Tel Aviv Sourasky Medical Center. The system was initially launched in 4 departments. Table 2 presents the characteristics of the pediatric patients whose families received the link to the system prior to their surgery from the various departments.

Table 2. Patient characteristics by department (N=769).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Department A</th>
<th>Department B</th>
<th>Department C</th>
<th>Department D</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-8</td>
<td>66 (67.3)</td>
<td>145 (82.9)</td>
<td>158 (66.7)</td>
<td>70 (27)</td>
<td>439 (57.1)</td>
</tr>
<tr>
<td>9-18</td>
<td>32 (32.7)</td>
<td>30 (17.1)</td>
<td>79 (33.3)</td>
<td>189 (73)</td>
<td>330 (42.9)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>67 (68.4)</td>
<td>154 (88)</td>
<td>152 (64.1)</td>
<td>133 (51.4)</td>
<td>506 (65.8)</td>
</tr>
<tr>
<td>Female</td>
<td>31 (31.6)</td>
<td>21 (12)</td>
<td>85 (35.9)</td>
<td>126 (48.6)</td>
<td>263 (34.2)</td>
</tr>
</tbody>
</table>

Step 1: Change in Text Message Scheduling

The launch period was between August 9 and September 13, 2020, yielding a total of 286 cases. The initial findings indicate that 227 (79.4%) families received and opened the link provided by the system, 195 (85.9%) opened the link and responded to the questionnaire, which is the first step in the system’s operational flow; however, only 75 (33%) of them played the video and started watching it. Moreover, only 3 (1%) and 4 (1%) families downloaded the informed consent form and the...
instructions document, respectively. Finally, the number of users who answered “YES” to the question “Was the system useful to you?” corresponded to only 7% (15/227) of the families who received and opened the link.

The second period was between September 14 and October 6, 2020, and it included 56 families who received the link, with only 89% (n=50) opening it. Chi-square tests showed marginal significance indicating a 9.9% increase in the second period compared to the first one ($\chi^2=2.99$, $P=.06$). However, strong statistical significance was observed for the other usability indicators. First, 30 (60%) of the parents opened the link and played the video, which is an increase of 27% in comparison to the first period ($\chi^2=12.65$, $P<.001$). Second, the proportion of parents who answered the questionnaire but did not watch the video decreased from 52.9% (120/227) in the launching period to 28% (14/50) in the second period ($\chi^2=10.14$, $P=.001$). Third, the download rates of informed consent forms and instruction documents increased by 18.7% ($\chi^2=31.96$, $P<.001$) and 20.2% ($\chi^2=32.76$, $P<.001$), respectively. Finally, 34% (17/50) of the families actively indicated that the system was helpful for them, an increase of 27.4% in comparison to the first period ($\chi^2=30.01$, $P<.001$).

**Step 2: Reduce Number of Screens**

The third implementation period was between October 7 and November 30, 2020, and it included 238 cases. Results indicate that the families who opened the link without any activity in the system significantly decreased from 12% (6/50) in the second period to 3.4% (7/238) in the third ($\chi^2=6.18$, $P=.02$).

The number of cases in which the video was stopped before reaching its midpoint also decreased from 20% (6/30) to 8.6% (12/140). Chi-square tests demonstrated a marginal significance ($\chi^2=3.41$, $P=.07$). It is noteworthy that all the values of the usability parameters, which increased in the second period, were retained or increased in the third, but without significant differences; for instance, the satisfaction indicator rose from 34% (17/50) in the second period to 42% (88/206) in the third period ($\chi^2=0.86$, $P=.17$).

**Step 3: Patient-Focused Campaign**

The fourth period was from December 1 to 31, 2020, in which 124 cases were retrieved and analyzed. Table 3 presents usability comparisons across different departments in the first 3 periods. The system performance in 2 departments (C and D) was lower than that in the others (A and B). For example, the link opening rate in department A was 90.8% (59/65), whereas that in department D was only 71% (142/200) ($\chi^2=10.47$, $P<.001$). In addition, the difference in the informed consent download rate between department B (26/129, 20.2%) and department C (13/153, 8.5%) is also significant ($\chi^2=8.12$, $P=.005$).

Considering these gaps, departments C and D were targeted in a focused campaign, and a follow-up examination was performed in period 4. As observed in Table 3, the campaign led to a significant increase in some of the usability indices in departments C and D. However, during the campaign, some of the usability indicators of departments A and B, which were not part of the campaign, decreased, except for 1 (download of informed consent document); the decreases were not significant.
Table 3. Usability indicators before and after the focused campaign across departments.a

<table>
<thead>
<tr>
<th>Department</th>
<th>Period 1 (N=238)</th>
<th>Period 2 (N=56)</th>
<th>Period 3 (N=238)</th>
<th>Periods 1 to 3 (N=580)</th>
<th>Period 4 (N=189)</th>
<th>$\chi^2$ (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Department A (not targeted during the campaign)</td>
<td>n=8</td>
<td>n=13</td>
<td>n=44</td>
<td>n=65</td>
<td>n=33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Opened the link (%)</td>
<td>88</td>
<td>92</td>
<td>91</td>
<td>91</td>
<td>100</td>
<td>3.25 (1)</td>
<td>.08</td>
</tr>
<tr>
<td>Responded to the evaluation questionnaire (%)</td>
<td>100</td>
<td>67</td>
<td>98</td>
<td>92</td>
<td>91</td>
<td>0.01 (1)</td>
<td>.6</td>
</tr>
<tr>
<td>Played the video and started watching (%)</td>
<td>71</td>
<td>58</td>
<td>80</td>
<td>75</td>
<td>73</td>
<td>0.38 (1)</td>
<td>.52</td>
</tr>
<tr>
<td>Watched more than 75% of the video (%)</td>
<td>57</td>
<td>58</td>
<td>68</td>
<td>64</td>
<td>52</td>
<td>1.46 (1)</td>
<td>.16</td>
</tr>
<tr>
<td>Downloaded informed consent form (%)</td>
<td>0</td>
<td>17</td>
<td>35</td>
<td>27</td>
<td>9</td>
<td>4.2 (1)</td>
<td>.03</td>
</tr>
<tr>
<td>Downloaded instructions document (%)</td>
<td>0</td>
<td>25</td>
<td>23</td>
<td>20</td>
<td>5</td>
<td>0.38 (1)</td>
<td>.38</td>
</tr>
<tr>
<td>Indicated that the app is helpful (%)</td>
<td>0</td>
<td>25</td>
<td>45</td>
<td>36</td>
<td>36</td>
<td>0.001 (1)</td>
<td>.56</td>
</tr>
<tr>
<td>Department B (not targeted during the campaign)</td>
<td>n=76</td>
<td>n=11</td>
<td>n=56</td>
<td>n=143</td>
<td>n=32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Opened the link (%)</td>
<td>86</td>
<td>91</td>
<td>96</td>
<td>90.2</td>
<td>91</td>
<td>0.005 (1)</td>
<td>.62</td>
</tr>
<tr>
<td>Responded to the evaluation questionnaire (%)</td>
<td>88</td>
<td>100</td>
<td>98</td>
<td>93</td>
<td>100</td>
<td>2.14 (1)</td>
<td>.15</td>
</tr>
<tr>
<td>Played the video and started watching (%)</td>
<td>31</td>
<td>80</td>
<td>69</td>
<td>50.4</td>
<td>66</td>
<td>2.17 (1)</td>
<td>.1</td>
</tr>
<tr>
<td>Watched more than 75% of the video (%)</td>
<td>23</td>
<td>60</td>
<td>61</td>
<td>41.9</td>
<td>48</td>
<td>0.4 (1)</td>
<td>.34</td>
</tr>
<tr>
<td>Downloaded informed consent form (%)</td>
<td>3</td>
<td>40</td>
<td>37</td>
<td>20.2</td>
<td>24</td>
<td>0.23 (1)</td>
<td>.4</td>
</tr>
<tr>
<td>Downloaded instructions document (%)</td>
<td>3</td>
<td>40</td>
<td>33</td>
<td>18.6</td>
<td>17</td>
<td>0.03 (1)</td>
<td>.55</td>
</tr>
<tr>
<td>Indicated that the app is helpful (%)</td>
<td>8</td>
<td>40</td>
<td>44</td>
<td>25.6</td>
<td>41</td>
<td>2.9 (1)</td>
<td>.07</td>
</tr>
<tr>
<td>Department C (targeted during the campaign)</td>
<td>n=77</td>
<td>n=25</td>
<td>n=70</td>
<td>n=172</td>
<td>n=65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Opened the link (%)</td>
<td>87</td>
<td>88</td>
<td>91</td>
<td>89</td>
<td>91</td>
<td>0.17 (1)</td>
<td>.44</td>
</tr>
<tr>
<td>Responded to the evaluation questionnaire (%)</td>
<td>78</td>
<td>96</td>
<td>98</td>
<td>88.9</td>
<td>100</td>
<td>7.27 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Played the video and started watching (%)</td>
<td>16</td>
<td>50</td>
<td>70</td>
<td>43.8</td>
<td>81</td>
<td>24.21 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Watched more than 75% of the video (%)</td>
<td>13</td>
<td>32</td>
<td>63</td>
<td>36.6</td>
<td>66</td>
<td>14.99 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Downloaded informed consent form (%)</td>
<td>0</td>
<td>14</td>
<td>16</td>
<td>8.5</td>
<td>36</td>
<td>23.22 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Downloaded instructions document (%)</td>
<td>0</td>
<td>14</td>
<td>14</td>
<td>7.8</td>
<td>34</td>
<td>22.56 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Indicated that the app is helpful (%)</td>
<td>8</td>
<td>32</td>
<td>42</td>
<td>25.5</td>
<td>64</td>
<td>27.88 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Department D (targeted during the campaign)</td>
<td>n=125</td>
<td>n=7</td>
<td>n=68</td>
<td>n=200</td>
<td>n=59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Opened the link (%)</td>
<td>70</td>
<td>86</td>
<td>71</td>
<td>71</td>
<td>83</td>
<td>3.42 (1)</td>
<td>.04</td>
</tr>
<tr>
<td>Responded to the evaluation questionnaire (%)</td>
<td>90</td>
<td>83</td>
<td>92</td>
<td>90.1</td>
<td>96</td>
<td>1.58 (1)</td>
<td>.17</td>
</tr>
<tr>
<td>Played the video and started watching (%)</td>
<td>44</td>
<td>67</td>
<td>54</td>
<td>48.6</td>
<td>61</td>
<td>2.33 (1)</td>
<td>.08</td>
</tr>
<tr>
<td>Watched more than 75% of the video (%)</td>
<td>34</td>
<td>50</td>
<td>44</td>
<td>38</td>
<td>55</td>
<td>4.35 (1)</td>
<td>.03</td>
</tr>
<tr>
<td>Downloaded informed consent form (%)</td>
<td>1</td>
<td>17</td>
<td>21</td>
<td>8.5</td>
<td>8</td>
<td>0.004 (1)</td>
<td>.61</td>
</tr>
<tr>
<td>Downloaded instructions document (%)</td>
<td>2</td>
<td>17</td>
<td>21</td>
<td>9.2</td>
<td>10</td>
<td>0.05 (1)</td>
<td>.51</td>
</tr>
<tr>
<td>Indicated that the app is helpful (%)</td>
<td>6</td>
<td>50</td>
<td>40</td>
<td>19</td>
<td>43</td>
<td>11 (1)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aThe italicized values are statistically significant.

Step 4: Summarizing the Implementation Phase

As observed in Figure 4, analysis of the usability data for the entire sample and throughout all the stages of implementation reveals that 4 of the indices peaked in the fourth period (ie, opening the link, responding to the questionnaire, watching the video, and the satisfaction indicator). However, 3 of the indices peaked in the third period.

They demonstrated a slight decrease in the fourth period (ie, watching more than 75% of the video, responding to the questionnaire, and downloading the instruction document). Further examination of the trends only among the departments targeted during the campaign (C and D) showed that all indicators demonstrated an increase between periods 3 and 4, including those that demonstrated a decrease at the level of the entire sample. All indicators showed overall increases during the implementation period (from period 1 in comparison to the end of period 4). Chi-square tests were performed for examining the differences between indicator values at the end of period 1.
and those at the end of the implementation period (period 4), revealing that all were significant at the level of $P<.001$.

**Figure 4.** Trends in usability indicators throughout all the implementation stages.

### Discussion

#### Overview

eHealth and mHealth platforms are gradually replacing face-to-face encounters for preanesthesia communication and evaluation, underlining their potential to streamline the process that is crucial to ensure successful surgery. Although realizing the potential of these digital solutions depends on adequate engagement among the users (ie, patients, professionals, and caregivers), it is essential to examine their usability indicators and identify barriers that might reduce the likelihood of optimal use among those who can benefit from these products. Nevertheless, studies addressing the usability characteristics of surgical mHealth apps focusing on the pediatric preanesthetic setting and designed for parents and their children are scarce. To bridge this gap, this study examined the usability of web-based preanesthesia apps that are designed for the pediatric setting and describes a product-fit process during its implementation period. Specifically, we describe 3 product modifications performed to improve the usability of the system, based on insights that emerged from the synergy between existing user data as well as academic and professional theoretical knowledge.
Principal Findings

Our results indicate that choosing a dynamic and theory-grounded approach to product-fit adjustments during the implementation period leads to significant increases in all the usability metrics of the system (see Figure 4). Each period of the study was characterized by a different gap that was identified and addressed with a tailored response considering the conceptual principles of usability. The first action that aimed to address learnability and accessibility by considering the daily habits of end users (ie, change in text message scheduling) led to higher numbers of users playing the educational video and starting to watch it as well as higher questionnaire completion rates. This finding is consistent with past studies that have shown that patients having the option to receive customized flexible text messages scheduled in their mHealth apps increased their effective usage of these apps [49], and this eventually improved their health outcomes [50]. In the context of the first action taken, existing studies also suggest that users should be directed to use the app at a time that best suits them and implies that the solution should bring together the concept of usability and data science. This broad perspective indicates that proper scheduling of push notifications for smartphones has become a major challenge these days, where users receive large amounts of various information on their mobile device that cause information overload and influence their ability to pay attention to the information that we seek to provide them [51]. The data from this study revealed that users prefer to use the system in the afternoon, which may indicate that there are families with children about to undergo surgery, and they may need time without interruptions for learning and preparing for an emotionally involved event. Alternatively, but not in contradiction, if we choose to “speak about usability,” we will ask ourselves whether the families may want to coordinate app usage at a time when they can do so together with their children to enable them to be engaged in the process.

The second action, aimed to address efficiency and operability by reducing the number of “screens,” was reflected in our collected data indicating reduced instances of app underuse. This finding suggests that interfaces failing to deliver a positive UX may be a barrier to usage for an audience of users who have expressed a willingness to use the app, passed the initial threshold, and clicked on the link. By reducing the number of screens, we tried to apply a lean approach for the app that aimed to provide better customer value using lower capacity; in fact, this approach can present the entire process demonstrated in this study in a different light. In recent years, “lean thinking” demonstrates one of the theoretical meeting points between usability and UX of apps as well as for developing software products using the agile process in which the developers initially release a Minimum Viable Product (MVP) [41]. The UX of the product designed using an agile process will be tested according to the lean approach by receiving user feedback and constantly examining the usability indices of the product [52]. After analyzing the accumulated data, a new cycle will begin, and an updated MVP will be released for users in another agile process. The dynamic process of the app development described in this study also involved cycles of product modifications derived from data analysis of its usability metrics. This iterative scheme is previously demonstrated in studies that described the development process of mHealth apps and its potential to produce a better product [53] as well as increase its usability [54].

The third action aimed to address the memorability of the app among families and was implemented in response to the data analysis we performed to examine the usability indicators in each of the departments and the findings related to 2 departments that demonstrated low usability performance in comparison to the others. The focused notification campaign was able to bring about a considerable increase in the usability metrics at the departments where we hoped to achieve improvement (C and D). Previous studies have also highlighted the importance of better connectivity between providers and users of mHealth apps; using notifications for this purpose had a positive influence on the product assessment [55] and usability [56]. Although we achieved the desired result, we also found that increases in the metrics for departments A and B were characterized by higher usability indices in the baseline assessment (periods 1 to 3); therefore, these metrics were not targeted during the campaign, where extreme and modest decreases in some of the metrics during the fourth period were observed (See Table 3). The relatively weak performance in departments A and B at period 4 affected the overall results and can explain the negative trend in the values of the 3 indicators that demonstrated a decrease in the fourth period with respect to the entire sample. Contrary to the overall negative trend, departments C and D showed an increase in all indices (see Figure 4). These findings suggest that latent usability barriers may emerge when high usability indicators are demonstrated, and this highlights the need to examine usability patterns at diverse levels of analysis, such as tuning the app according to population-specific or department-specific needs. From a different viewpoint, usability may also be improved in groups of already highly engaged users, and this can further motivate them to use the app.

Lessons Learned

There are 2 main lessons to be learned based on our positive experience with the dynamic implementation of the web-based app. First, mHealth product-fit decisions originating from usability data analysis can be reflected in increased app use and satisfaction levels. In a system designed for the pediatric setting, increasing usability involves providing important benefits (ie, education, reducing anxiety) to patients and families who initially expressed a willingness to use the system (ie, logged in and checked its functionality) but did not use it optimally, if at all they used the system. In this study, several cycles of usability analyses were performed followed by product modifications to suit the user requirements. It is possible to link this process to the concepts of agile and lean design and development, but its main strength is different and lies in its inherent ability to facilitate theory-grounded thinking aimed at interpreting data and registering metadata. The combination of the lean design principles, data sciences theory, and conceptualization of product usability characteristics enabled modifications and successful improvements to the app. Second, we realized that satisfactory usability metrics do not necessarily...
indicate that product-fit modifications should not be made. In the last action, which included a campaign targeting patients from 2 departments, we did not concentrate product-fit efforts in the 2 departments where we assumed the app performance was good. From the decreased usability indices observed in these departments, we can learn that maintaining usability is an ongoing process that requires deepening of the theory-grounded thinking and efforts to refine the methods of analyzing the data retrieved from the usability patterns of our users.

**Study Strengths and Limitations**

The present study has 2 main strengths. First, to the best of our knowledge, this is the first study to examine usability of surgical mHealth apps that focused on the pediatric preanesthetic setting and was designed for parents and their children. Addressing the unique needs of children and families prior to surgery is particularly important owing to the emotional involvement in the preparation for the operation and information seeking by the parents. Usability analyses of mHealth solutions are aimed at maximizing the potential of exposure and usage of these solutions among patients and families who need them the most. Second, although most studies examining the usability of apps in the surgical setting relied on small samples, this study is based on comparative examination of 769 cases, thus collecting better quality data for understanding the usability of the app among patients and their families.

The notable limitations of the study concern the sample and its potential lack of representativeness. First, the fact that the system required using smartphones excluded families without access to these devices, or those having low technological orientation or other limitations preventing them from using it in practice. In this context, the reliance on smartphones was chosen to strengthen the elements of personalization and anonymization for the children and their families, which could have weakened if we had expanded the distribution channels of the system. Second, the study was conducted in a medical center in a central metropolitan area that is characterized by high socioeconomic levels, and this may lead to sample bias based on income or education levels. Nevertheless, because no personal information such as socioeconomic status or health literacy was collected from families, we could not control these factors and preform systematic sampling. These constraints might limit the generalizability of our findings and conclusions, but it helped us obtain a broad picture of how the system was used and even yielded statistically significant findings. Finally, because this study was designed to examine a newly launched mHealth system and to apply ongoing, quick, and timely solutions for emerging usability gaps, we did not consider collecting available data because it was time-consuming. These data, such as patient testimonials, may have contributed to the understanding of system usability. Future studies may be able to leverage knowledge derived in this manner using the approach we have proposed in this study.

**Looking Toward the Future**

The findings this study yielded the current version of the system, which showed stable usability performance. Therefore, future studies may be conducted with considerably less time constraints. A major aspect that should be addressed in future studies is expanding our toolbox of measurements to assess the usability of future versions of the system, including collection of qualitative feedback from patients before and during implementation of new versions, to gain deep insights about UX and the use of validated questionnaires in the field of usability after implementation. When we think about the desired growth direction of pediatric preanesthesia apps, we believe that increased usage and satisfaction levels of patients should also be accompanied by increased satisfaction levels of hospital personnel. The app that is the focus of this study has high utility for professional anesthesiologists and the hospital management as well as patients and their families, and these aspects have not been addressed here. In our further studies, we would like to examine, for example, the extent to which the system makes it possible to eliminate face-to-face meetings and how this will affect staff satisfaction with the system and the attempt to persuade patients to use the app. We assume that a dynamic, theory-grounded process like the one presented here will be developed, in which we will examine the usability of the app from the perspective of the treating team; this will be add to the knowledge gained from the patients, close the feedback loop, and may also enable autotuning of the system in future.

**Conclusions**

Usability analysis of mHealth solutions is crucial for maximizing the potential benefits that patients can receive. In this study, we developed a successful dynamic process of usability examination and product-fit adjustments of a preanesthesia app designed for the pediatric setting. A dynamic and ongoing process is suggested for analyzing and interpreting usability data. This process includes timely data collection and using of theory-based thinking to tailor the most appropriate response for addressing usability gaps. Because every change is implemented to address a need arising from earlier usage, this framework may facilitate values such as communication, reliability, and responsiveness that in turn strengthen the appropriateness recognizability of the app from the user perspective. This framework can also potentially be applicable in other mHealth settings and domains. Future studies will be able to refine the method to apply it in different settings and expand the areas of knowledge that will use it.
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Abstract

Background: The most common dermatological complication of insulin therapy is lipohypertrophy.

Objective: As a proof of concept, we built and tested an automated model using a convolutional neural network (CNN) to detect the presence of lipohypertrophy in ultrasound images.

Methods: Ultrasound images were obtained in a blinded fashion using a portable GE LOGIQ e machine with an L8-18I-D probe (5-18 MHz; GE Healthcare). The data were split into train, validation, and test splits of 70%, 15%, and 15%, respectively. Given the small size of the data set, image augmentation techniques were used to expand the size of the training set and improve the model’s generalizability. To compare the performance of the different architectures, the team considered the accuracy and recall of the models when tested on our test set.

Results: The DenseNet CNN architecture was found to have the highest accuracy (76%) and recall (76%) in detecting lipohypertrophy in ultrasound images compared to other CNN architectures. Additional work showed that the YOLOv5m object detection model could be used to help detect the approximate location of lipohypertrophy in ultrasound images identified as containing lipohypertrophy by the DenseNet CNN.

Conclusions: We were able to demonstrate the ability of machine learning approaches to automate the process of detecting and locating lipohypertrophy.

(JMIR Form Res 2022;6(5):e34830) doi:10.2196/34830
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Introduction

The most common dermatological complication of insulin therapy for glycemic control in diabetes is lipohypertrophy, which has a prevalence ranging from approximately 25% to 65% in the literature [1,2]. These lesions are characterized by fibrosis, decreased vascularity, and adipose hypertrophy [3] and are likely due to both inflammation and the trophic properties of insulin [4]. These lesions have clinical effects that reach far beyond the skin—some previous works have shown that
lipohypertrophy alters insulin absorption resulting in poor glycemic control and high glycemic variability in persons with diabetes [5-7]. Avoidance of lipohypertrophic sites has also shown to improve glycated hemoglobin levels, and clinical practice recommends the evaluation of these lesions based on either visual inspection or palpation [8,9]. More recent findings have developed clear criteria for detecting lipohypertrophy with ultrasound and have shown that approximately half of these lesions are not detectable by palpation [10,11]. These findings have led to the suggestion that bedside ultrasound can be used as an adjunct to palpation [10], but there are significant barriers to implementing this in standard diabetes clinics since ultrasound imaging is only familiar to and implemented by a small group of diabetes educators or physicians.

The development of machine learning techniques to predict masses in ultrasound images has been an ongoing effort in clinical practice for the past few decades. To assist physicians in diagnosing disease, many scholars have implemented techniques such as regression, decision trees, Naive Bayesian classifiers, and neural networks on patients’ ultrasound imaging data [12]. Further, many studies involving ultrasound images have attempted to preprocess the images to extract features. Previous work by Chiao et al [13] has demonstrated that the use of convolutional neural networks (CNNs) with ultrasound images is better than radiomic models in predicting breast cancer tumors [13]. Other recent work has shown success in classifying liver masses into 1 of 5 categories with 84% accuracy, using a CNN model [14]. Recent work looking into the use of various complex image augmentation approaches has shown that the use of generative adversarial networks to generate images to enlarge the data set improve the performance of the eventual model [15], and many such studies [16,17] have confirmed that minimal transformations such as flipping images can result in a higher prediction accuracy.

In an effort to improve the accessibility and efficiency of this method of detection, we have, as a proof of concept, developed a supervised machine learning algorithm to detect lipohypertrophy in ultrasound images using a CNN and a web-based application to deploy the trained models and make accurate predictions on the presence or absence of lipohypertrophy in ultrasound images.

Methods

Recruitment

All images were obtained from research participants who were enrolled in a diabetes education program at an academic center and who had an unknown lipohypertrophy status between July 2015 and March 2017 as part of a previous study of this condition [10]. All research participants were above 19 years of age, had a diagnosis of type 1 or type 2 diabetes mellitus, and were currently being treated with a minimum of 1 insulin injection daily or an insulin pump for at least 2 years. Participants were excluded if they were prescribed a systemic glucocorticoid, glucagon-like peptide-1 agonist, or if they had a nonlipodystrophic dermatological condition extending to the insulin injection site area. Each image was categorized as positive (lipohypertrophy present) or negative (no lipohypertrophy present) by a radiologist as per previously published criteria in a blinded fashion [10]. Ultrasound images were obtained in a blinded fashion using a portable GE LOGIQ e machine with an L8-18I-D probe (5-18 MHz; GE Healthcare).

Ethical Considerations

All research participants gave written consent, and our study protocol received approval by the Human Subjects Committee of the University of British Columbia (H20-03979).

Data Splits

Before beginning any model training, the data were split into train, validation, and test splits of 70%, 15%, and 15%, respectively, followed by some preprocessing steps of manually removing borders from the nonannotated versions of the images. We included all different types of diabetes as 1 set and did not differentiate between patients when splitting, as the histology of these lesions has been found to be independent of the source of insulin or mode of administration [18,19]. In fact, insulin-induced lipohypertrophy does not show any histological specificity, closely resembles hypertrophic cellulite [20], and appears identical to fat nodules due to other etiologies such as corticosteroids [21] or electromagnetic fields [22]. The lesions have been shown to be due to the direct result of the hypertrophic effects of administered insulin with no evidence for a pathogenic role for the insulin antibodies found in type 1 diabetes [23].

Image Transformation and Model Development

Given the small size of the data set, image augmentation techniques were used to expand the size of the training set and improve the model’s generalizability. A variety of classic transformations [16,17] were tested, and the model’s performance on these augmented data sets were documented at this stage (Figure 1). The augmenting transformations that led to the best performance were adding random vertical and horizontal flipping, randomly changing the brightness between −0.1 to 0.1, and randomly changing the contrast between 0 and 1, each with a probability of 50%. The images in the data set varied in size from 300300 up to 460500. As a result, after the above transformations, all images were resized to a standard common denominator of 300300 pixels by cropping. An example of a transformed image is shown in Figure 1. The augmented data is then used to train a CNN model using transfer learning, a technique using pretrained models on thousands of images, which then allows for retraining of the entire network with our comparatively smaller data set. Based on our literature review, the transfer learning architectures we chose to investigate were the following: VGG16, ResNet50, DenseNet169, and InceptionV3 [24]. Each model was incorporated into our small data set, trained in separate experiments using techniques to optimize the parameters of the model to maximize its ability to learn. To compare the performance of different architectures, the team considered the accuracy and recall scores of the models when tested on our test set.
Figure 1. Final image transformations included random vertical and horizontal flipping and random brightness and contrast adjustment.

Object Detection
In addition, we wanted to implement object detection into our pipeline, giving users the opportunity to visually identify the location of lipohypertrophy being detected by our model. To implement object detection using a popular framework called YOLOv5 [25,26], the team created bounding boxes around the location of the lipohypertrophy masses on the positive training images using the annotated ultrasound images as a guide. Next, using the YOLOv5 framework, the YOLOv5m model was trained for 200 epochs with an image size of 320x320 pixels (as this was what the Application Programming Interface allowed) and a batch size of 8.

Results
Our images were obtained from a total of 103 participants, of whom 8% were diagnosed with type 1 and 92% were diagnosed with type 2 diabetes (Table 1). Our data set included 218 negative images (no lipohypertrophy present) and 135 positive images (lipohypertrophy present). Examples are shown in Figure 2.

Each of the potential models (VGG16, ResNet50, DenseNet169, and InceptionV3) were investigated by training them in separate experiments, using our augmented data set.

Table 1. Research participant characteristics (N=103).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SE)</td>
<td>75.0 (11.8)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SE)</td>
<td>28.3 (6.1)</td>
</tr>
<tr>
<td>Participant with type 1 diabetes, n</td>
<td>8</td>
</tr>
<tr>
<td>Number of years on insulin, mean (SE)</td>
<td>9.4 (11.5)</td>
</tr>
<tr>
<td>Duration of diabetes (years), mean (SE)</td>
<td>20.7 (6.1)</td>
</tr>
<tr>
<td>Glycated hemoglobin (%), mean (SE)</td>
<td>8.0 (1.1)</td>
</tr>
<tr>
<td>Total daily dose (units), mean (SE)</td>
<td>48.6 (42.9)</td>
</tr>
<tr>
<td>Daily doses, n (range)</td>
<td>2 (1-6)</td>
</tr>
</tbody>
</table>
Figure 2. Some examples of images found in our data set. The top row displays negative images (no lipohypertrophy present) and the bottom row displays positive images (lipohypertrophy present) where the yellow annotations indicate the exact area of the mass. The yellow annotations are only for the reader; the images that the model was trained on were unmarked with no yellow annotations.

As shown in Table 2, all models were able to achieve accuracy scores higher than 0.60 when tested on a holdout sample. When comparing performance of the various models, DenseNet demonstrated the highest accuracy score (0.76), the highest recall or sensitivity score (0.76), and the highest specificity score (0.49), indicating an overall better performance than Inception, VGG16, or ResNet. In addition to better performance, DenseNet also demonstrated a relatively small computational size (30 MB) compared to the other models (Inception, 100 MB; ResNet, 99 MB; VGG16, 547 MB).

With respect to object detection implementation, the YOLOv5m model was able to identify the specific location of lipohypertrophy in test cases, as demonstrated in Figure 3. In order to help a clinician verify the results of our models, YOLOv5m was able to accurately create bounding boxes around lipohypertrophy sites in ultrasound images. As shown in Figure 4, YOLOv5m demonstrated an F1 score of 0.78 at a confidence value of 0.41.

Table 2. Model accuracy scores, recall or sensitivity scores, and specificity scores.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy scores</th>
<th>Recall or sensitivity scores</th>
<th>Specificity scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet</td>
<td>0.76</td>
<td>0.76</td>
<td>0.49</td>
</tr>
<tr>
<td>Inception</td>
<td>0.74</td>
<td>0.52</td>
<td>0.33</td>
</tr>
<tr>
<td>VGG16</td>
<td>0.65</td>
<td>0.19</td>
<td>0.12</td>
</tr>
<tr>
<td>ResNet</td>
<td>0.61</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Figure 3. Our final object detection model results on a test sample reveals promising outcomes. The top row indicates the true location of lipohypertrophy, and the bottom row indicates where the model thinks the lipohypertrophy is. The number on the red box indicates the model’s confidence.

Figure 4. Our results from the YOLOv5m object detection model showcase a successful initial attempt, as shown by our precision (a). Our best F1 score (b) is around 0.78 with a confidence value of about 0.4109. Any higher confidence value causes our recall (c) to suffer dramatically, which was the focus of our optimization.

Discussion

Principal Results

As a proof of concept, we were able to demonstrate the ability of a supervised machine learning algorithm to detect lipohypertrophy on ultrasound images using a CNN, and we were able to deploy this algorithm though a web-based application to make accurate predictions on the presence or absence of lipohypertrophy in ultrasound images obtained at the point of care. The DenseNet transfer learning architecture outperformed the other architectures tested, suggesting this would be the most appropriate choice to automate the process of detecting and locating lipohypertrophy, a common dermatological complication of insulin injections.
Comparison With Prior Works

Prediction of masses in ultrasound images using machine learning techniques has been an ongoing effort in clinical practice for the past few decades. To assist physicians in diagnosing disease, many scholars have implemented techniques such as regression, decision trees, Naïve Bayesian classifiers, and neural networks on patients’ ultrasound imaging data [12]. Further, similar to this study, many investigators have used preprocessing techniques to extract features. In fact, Chiao et al [13] demonstrated that CNNs using ultrasound images perform better than other methods (such as radiomic models) in predicting breast cancer tumors. Another recent study showed considerable success in classifying liver masses into 1 of 5 categories with 84% accuracy, using a CNN mode [14]. To our knowledge, this is the first attempt to use CNN techniques to automate the detection of lipohypertrophy, demonstrating the considerable performance of our DenseNet model both in terms of test accuracy and recall (Table 2).

Recent research has delved into various complex image augmentation techniques to generate images [15]; we also found that traditional transformations managed to improve model performance, congruent with the results of this study. Furthermore, other studies [16,17] also confirmed that minimal transformations such as flipping the images led to higher prediction accuracy in their application. DenseNet has also proved successful in similar deep learning applications using small data sets [27], which we suspect is due to its ability to reduce the parameters in a model.

Limitations

Although our project has demonstrated in principle that machine learning can be used to detect lipohypertrophy, there are some key limitations that should be addressed before it can be used in a clinical setting. Given the small size of our data set, more images need to be incorporated into the model before it can be used to direct patient care. Besides, even after the addition of new images, an auditing process should also be developed to ensure that our machine learning model does not propagate any biases that could cause harm to specific patient populations.

Conclusions

Previous clinical studies of lipohypertrophy have demonstrated quite a high prevalence of this condition (greater than half). More importantly, they have demonstrated a significant burden of subclinical lesions in patients with diabetes [10]. This is clinically important both due to the alterations in insulin absorption with injection proximate to a lipohypertrophic lesion [5-7] and the fact that the only treatment for this condition is avoidance [28]. Although our proof-of-concept study was limited by the fact that our model was based on a small number of images, we have successfully demonstrated the development of a model that can automatically detect lipohypertrophy in patients with diabetes. Although more work needs to be done, future studies of models developed on larger image data sets could allow for the development of a rapid, noninvasive, bedside test for subclinical lipohypertrophy that could easily be used by health care professionals unfamiliar with the use of ultrasound technology.
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Abstract

Background: In Thailand, the health care system has struggled to cope with COVID-19, resulting in directly observed therapy for tuberculosis being de-emphasized. A video-observed therapy (VOT) system, or more specifically, the Thai VOT (TH VOT) system, was developed to replace directly observed therapy. According to the pilot study, the system needed notifications to improve usability and user compliance. The updated version of the TH VOT system thus enabled LINE (Line Corporation) notifications.

Objective: This study aimed to reassess users’ compliance with and the usability of the updated TH VOT system.

Methods: This study was conducted in the Hat Yai and Mueang Songkhla districts in Songkhla Province, Southern Thailand, from September 18 to December 1, 2021. The system was used by not only patients with tuberculosis but also tuberculosis staff, who acted as observers in primary health care settings. Some of the observers used the simulated VOT system instead of the actual system due to the lack of participating patients in their jurisdiction. After 30 days of using the system, VOT session records were analyzed to determine the compliance of the patients and observers. The User Experience Questionnaire was administered to reassess the usability of the system and compare the ratings of the participants with the general benchmark scores of the User Experience Questionnaire. The results were summarized to reveal the degree of user compliance and usability in the following three groups: the patients, actual VOT observers, and simulated VOT observers.

Results: Of the 19 observers, 10 used the actual VOT system, and the remaining 9 used the simulated VOT system; there were also 10 patients with tuberculosis. The patients, actual VOT observers, and simulated VOT observers exhibited about 70%, 65%, and 50% compliance, respectively, in terms of following the standard operating procedures every day. The scores of all groups on all dimensions were well above the average scores. There was no significant difference in any of the dimensional scores among the three groups.

Conclusions: The updated version of the TH VOT system was deemed usable by both the patients and the health care staff. Compliance with the use of the system was high among the patients but moderate among the observers.

(JMIR Form Res 2022;6(5):e35994) doi:10.2196/35994
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**Introduction**

Thailand—1 of 30 countries with the highest tuberculosis burden, especially multidrug-resistant tuberculosis burden [1]—has been hit hard by COVID-19 for 2 years. The health care system had struggled to cope with COVID-19, resulting in nonemergency services, including directly observed therapy (DOT) for tuberculosis, being de-emphasized [2,3]. This occurred in addition to DOT being widely criticized for its sloppiness [4-8]. Under this constraint, a video-observed therapy (VOT) system, or more specifically, the Thai VOT (TH VOT) system, was developed to replace DOT.

In our pilot study, the system was still not usable for observers in Na Yong District, Trang Province, Southern Thailand. Among the different dimensions of usability, stimulation, which is supposed to motivate users, was the least favorable. About half of the video sessions were sent and observed (37/70, 53%), indicating low compliance among the observers. In order to determine a solution, a qualitative study was conducted, and the observers suggested adding a notification system and an auditor to improve their observation tasks and compliance. The pilot study was also limited by an insufficient sample size and the short duration of users’ experience [9].

Based on the aforementioned suggestions, an improved version of the TH VOT system was developed. The updated system was integrated into the DOT programs of primary care units (PCUs) in the Hat Yai and Mueang Songkhla districts in Songkhla Province, Southern Thailand. The tuberculosis staff of PCUs were the observers who monitored the patients in their juristic areas. One auditor exclusively evaluated the observers and gave feedback. This study aimed to reassess users’ compliance with and the usability of the updated TH VOT system.

**Methods**

**Enabling a Notification System**

The LINE (Line Corporation) notification application programming interface had been created as part of our previous study [9]. However, the notification function was disabled at that time for reasons of cost reduction. The LINE notification system is common in Thailand; therefore, the notification function was enabled to improve the user experience dimension of simulation [10].

**Details of the LINE Notification System Added in the Standard Operating Procedures**

Details were added to the standard operating procedures (SOPs) [9] for the previous version of the TH VOT system with regard to the notification system. The time to take medication was determined and revised, if necessary, by the patients. The LINE notification would pop up on the patients’ smartphones if they did not record a video by using the TH VOT app within 30 minutes of the time set for taking medication. The notification alarm would sound immediately after a patient sent a video. Moreover, the notification would also notify an observer to remind the patients to take their medication if this was not done within a predetermined time interval. The system notification would also send a secure link to the observers, which led to the lists of patients under their jurisdictions who did not send a video. The observer could then call the patients by using the “call” buttons on the lists. The auditor would then conduct a daily evaluation of the VOT sessions of the patients and their observers by using the electronic database and judge whether the sessions were completed properly. Feedback on individual performance was then sent to users every weekend. Hence, the notifications for both the patients and the observers could enhance the system, making it more efficient, accurate, and stimulating than the previous version (Figure 1).

**Figure 1.** A comparison of the previous and improved versions of the TH VOT system. TH VOT: Thai video-observed therapy.
Implementation of the Updated TH VOT System

To obtain a larger sample size of users, the study site was moved to the Hat Yai and Mueang Songkhla districts in Songkhla Province, which has the highest tuberculosis burden in Southern Thailand. The sample size was estimated by using 1 mean sample formula\textsuperscript{[11]} and compared with the general benchmark to test whether the simulation score was above the “good” level (>1.35)\textsuperscript{[12]}. We estimated that the mean simulation score of the User Experience Questionnaire (UEQ) for the observers would be 2 (it was 0.67 in the pilot study), while the SD of the mean score was estimated to be 1. Other aspects of the settings were similar to those of the pilot study’s setting. As there were several PCUs in the study area, 9 and 10 PCUs from Hat Yai and Mueang Songkhla districts, respectively, were randomly selected as the sites of implementation. For each PCU, 1 tuberculosis staff member was assigned to be an observer. Thus, at least 19 observers were required. The number of patients for each observer was flexible, depending on how many patients they could invite for usability testing.

The 19 recruited tuberculosis staff, as the observers, familiarized themselves with the system by following the training that was described previously in the pilot study\textsuperscript{[9]}. In brief, the use of the TH VOT system was explained and demonstrated to the observers. After the training, each observer was assigned to create the current system are presented in Table 1.

<table>
<thead>
<tr>
<th>Sites</th>
<th>Pilot study</th>
<th>This study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centers</td>
<td>Nayong District, Trang Province</td>
<td>Hat Yai and Mueang Songkhla districts, Songkhla Province</td>
</tr>
<tr>
<td>Patients</td>
<td>3 primary care units</td>
<td>19 primary care units</td>
</tr>
<tr>
<td>Patients</td>
<td>Real patients with tuberculosis who were treated with an isoniazid-rifampicin regimen and had a smartphone or simulated patients who had a smartphone (village health volunteer)</td>
<td>Real patients with tuberculosis who were treated with an isoniazid-rifampicin regimen and had a smartphone or a simulated video-observed therapy system (automatic video sending)</td>
</tr>
<tr>
<td>Observers</td>
<td>Tuberculosis staff from the primary care units were trained with the original instructions</td>
<td>Tuberculosis staff from the primary care units were trained with the updated instructions</td>
</tr>
<tr>
<td>Auditor</td>
<td>None</td>
<td>1 auditor for all</td>
</tr>
<tr>
<td>Video-observed therapy system</td>
<td>No notification system</td>
<td>LINE notification system added</td>
</tr>
<tr>
<td>Duration of observation</td>
<td>14 days</td>
<td>30 days</td>
</tr>
</tbody>
</table>

Ethics Approval

This study was approved by the Human Research Ethics Committee, Faculty of Medicine, Prince of Songkla University (approval number: 64-03618-9). The researchers and deputy province chief medical officer of the Songkhla Provincial Public Health Office came to an agreement for the implementation of the TH VOT system.

Compliance and Usability Assessment

Study Design

A prospective study was conducted among the aforementioned 19 observers and their patients with tuberculosis. The participants were recruited from September 18 to November 1, 2021. The staff were trained as observers from September 18 to 30, 2021. Then, the staff using the actual VOT system and their patients were trained together and certified by the researchers on November 1, 2021. They were then assigned to use the TH VOT system from November 1 to 30, 2021. A daily VOT session, which was comprised of the patients who were properly taking medication, was recorded in 1 video that was sent to the observer and approved within 24 hours. Then, the compliance of the users was judged by the auditor. Usability was assessed by patients and observers through the UEQ\textsuperscript{[10]}. Data Collection

On each day of the study period, the auditor assessed both the patients’ performance and the observers’ performance by using the SOP. Their assessment was recorded in a system that also contained all of the VOT data, as shown in Figure 2.
The SOP for the Assessment of Patient and Observer Compliance by the Auditor

The time unit for the judgment of compliance was “day,” and local times (Greenwich Mean Time + 7 hours) were recorded. The morning began at 12 AM (midnight), and the evening ended at 11:59 PM. However, daily compliance was judged as “achieved” if the patients took their medication and sent their videos before 6 AM the next day. The observer was considered compliant if they reviewed the videos within 24 hours after the videos had been sent. Therefore, the day that compliance was judged for the observer was always 1 day behind that for the patients.

A patient was only considered compliant if their video was sent before the cutoff and the quality of the video passed the following criteria:

1. The patient’s face and the drug tablets or capsules were clearly visible in the video frame.
2. The pills were picked up from the drug plane and put on the tongue.
3. The pills were swallowed along with clear water from a (clear) glass.
4. The tongue was then raised to show the sublingual area and stuck out to show the palate area.
5. Steps 2 to 4 were repeated until all of the pills were completely taken.

The observer was only considered compliant if they did the following to a quality standard: (1) assess whether the patients performed the aforementioned steps, (2) note the number of pills taken by the patient, and (3) make a reminder call if the patients did not send a video or incorrectly performed any procedure.

All daily VOT session records were automatically registered in the database of the TH VOT system, but only the usernames, dates, and times of the session records, which were confirmed by the auditor, were retrieved for compliance analysis. After 1 month of using the system, all users were administered the validated Thai UEQ [13]. It contained the following six dimensional scales: attractiveness (6 items), perspicuity (4 items), efficiency (4 items), dependability (4 items), stimulation (4 items), and novelty (4 items). The items were developed based on a semantic differential scale ranging from −3 to 3. In this scale, positive terms are given a score of 1, 2, or 3; neutral terms are given a score of 0; and negative terms are given a score of −1, −2, or −3 [10]. All participants were assured that they would be eligible to receive a reward regardless of how they answered the questions. Further, 1 UEQ sheet was sent to each participant by a delivery person in the first week of system use. The participants scored the TH VOT system (ie, via the UEQ) at home and sent the UEQ sheet back to the delivery person at the end of the observation phase. The delivery person put all of the sheets into a concealed box and gave it to the researchers. The UEQ sheets had no identification numbers and only indicated whether a respondent was a patient, an actual VOT observer, or a simulated VOT observer. No one could identify who provided particular responses. The mean UEQ scores of the six dimensional scales were compared with the average and good general benchmark scores [12].
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Data Analysis

The users were categorized into the following three groups: patients, actual VOT observers, and simulated VOT observers. The basic characteristics of the users were summarized by using descriptive statistics. For each group of users, the average number of VOT sessions completed within 30 days by a user was estimated by using the mean cumulative function (MCF) of the Nelson-Aalen estimator [14]. The 95% CIs of the MCFs were produced via bootstrapping with 1000 replicates from resampling procedures. Ideally, the MCF value would be 30 if all participants performed sessions every day for 30 days. The mean UEQ scores were aggregated into 4 groups—the UEQ scores of the aforementioned groups of users and those of the overall observers. The UEQ scores were then visualized by using violin plots [15], in which mean scores and SEs were compared against the benchmark line. If the lower limit of the SE was over the reference line, it was determined that the corresponding UEQ score was significantly above the reference scores.

Results

Of the 19 observers, 10 had a participating patient, while the rest of them had no patients and used the simulated VOT system instead. Table 2 summarizes the characteristics of the observers and patients and their VOT-related behaviors. The mean ages of the patients and observers were approximately 50 and 37 years, respectively. The basic characteristics of the observers for the actual and simulated VOT systems were similar. All patients performed VOT in the evening or after midnight and spent about 1 minute recording and sending their videos. The time between the patients’ and the observers’ sessions varied considerably because different observers viewed the videos at different times. The average time spent reviewing the videos was approximately 1.5 minutes. The notifications for the simulated VOT system were sent to the observers regularly (every day at 7 PM), and the observers responded to the videos shortly after their receipt (no more than 4 hours after receiving the videos). Only videos that showed complete sessions were sent to the observers for the simulated VOT system; thus, their reviews were completed faster (within 1.2 minutes) than those of the observers for the actual VOT system.

Table 3 summarizes descriptive statistics regarding participant compliance over a 30-day period for the three groups. The level of compliance was higher among the patients than that among the observers. Differences in compliance are visualized in Figure 3. Participants’ daily compliance, as judged by the auditor, is represented by a dot for each day. The results show that the observers who used the actual and simulated VOT systems gradually disregarded their observation tasks and eventually became noncompliant with the protocol. On the first day, all participants were trained in accordance with the standard instructions [9] and performed a real session correctly. On the second and third days, all patients forgot to show their palate area; thus, their observers were not able to adequately see their compliance. The auditor therefore made calls to remind all participants to not miss this step. Among the 72 instances (patient days) when patients forgot to send a video, there were 32 instances (44%) in which they were reminded by the observers. For the simulated VOT system, observers sent reminders on 40 out of the 123 (32.5%) “bot days” that required a call action. During the study period, there was 1 festival day—Loy Kratong—on November 19, 2021, but it did not affect compliance. The days of noncompliance appeared to be random and did not follow a particular pattern for the patients with tuberculosis and actual VOT observers. For the simulated VOT observers, their compliance dramatically dropped due to the COVID-19 situation after November 15, 2021. After this point, the compliance of the simulated VOT observers (who were also tuberculosis staff) diminished, as they were needed to help control SARS-CoV-2 infection due to a lack of health care workers. Although the number of actual VOT observers did not suddenly diminish, it gradually decreased over time.

The 30-day MCFs in the patient, actual VOT observer, and simulated VOT observer groups were 21.79, 19.03, and 14.65, respectively, indicating that the three groups exhibited about 70%, 65%, and 50% compliance, respectively. Figure 4 depicts the violin plots for each group of users and each dimension of the UEQ. The summation of UEQ scores could range from −18 to 18; however, each participant’s scores ranged from 3.58 to 18. The mean of the sum score was 11.89 (SD 3.99), and there were no outliers. The means and SEs are also presented within the violin plots as dots and error bars, respectively. The dotted horizontal lines for each dimension denote a good score (orange) and the average score (blue), which were compared to the general benchmark [12]. The scores of all groups on all dimensions were well above the average scores. Only the scores for the novelty and stimulation dimensions were significantly above the good scores. There was no significant difference in any of the dimensional scores among the three groups and overall observers.
### Table 2. Participants’ characteristics and their video-observed therapy (VOT) behaviors.

<table>
<thead>
<tr>
<th>Characteristics and behaviors</th>
<th>Actual VOT (users: n=20)</th>
<th>Simulated VOT (users: n=9)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4 (40)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Male</td>
<td>6 (60)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Age (years), median (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50.6 (13.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Appointment time, median (minimum, maximum)</strong></td>
<td>8 PM (7 PM to 9 PM)</td>
<td>7 PM (7 PM, 7 PM)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Lapse time between video appointment and uploading a video (minutes), median (minimum, maximum)</strong></td>
<td>230.20 (104.4, 260.9)</td>
<td>0 (0, 0)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Uploading a video daily, n (%)</strong></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Within 1 day</td>
<td>217 (72)</td>
<td>270 (100)</td>
<td></td>
</tr>
<tr>
<td>After midnight</td>
<td>83 (28)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Upload time within 1 day, median (minimum, maximum)</strong></td>
<td>9:01 PM (7:29 PM, 11:59 PM)</td>
<td>7 PM (7 PM, 7 PM)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Upload time after midnight, median (minimum, maximum)</strong></td>
<td>1:13 AM (12:02 AM, 2:01 AM)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Duration of recording a video (seconds), median (IQR)</strong></td>
<td>56.3 (47.5-66.4)</td>
<td>59.6 (50.3-65.8)</td>
<td>.13</td>
</tr>
</tbody>
</table>

### Table 3. Average compliance in video-observed therapy (VOT) sessions completed by a user within 30 days (30-day mean cumulative function [MCF]) for each group.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Average session compliance of users within 30 days, MCF</th>
<th>Compliance, %&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients (n=10)</td>
<td>21.79</td>
<td>72.6 (70.0-75.2)</td>
</tr>
<tr>
<td><strong>Observers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual VOT (n=10)</td>
<td>19.03</td>
<td>63.4 (60.6-66.3)</td>
</tr>
<tr>
<td>Simulated VOT (n=9)</td>
<td>14.65</td>
<td>48.8 (44.2-53.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values were calculated by using a Fisher exact test for all categorical variables, a 2-tailed Student t test for age, and a Wilcoxon rank-sum test for the duration of recording and reviewing.

<sup>b</sup>Not available.

Percent compliance was calculated as follows: MCF/30 × 100.
Figure 3. Visualization of the VOT sessions completed by the three groups of users (solid dots). TB: tuberculosis; VOT: video-observed therapy.

Figure 4. The six dimensions of UEQ assessed by the users within 30 days. UEQ: User Experience Questionnaire; VOT: video-observed therapy.
**Discussion**

**Principal Findings**

In the revised version of the TH VOT system, we added a notification and audit system to improve the accountability of users. This study reassessed the usability of the revised version of the system. The usability assessment, which was performed with the UEQ, showed that the system was usable at an above-average level for all dimensions. Good stimulation—the most important aspect in sustaining medication adherence—was achieved. In the actual VOT system, there were no particular patterns in the days that the patients and observers achieved compliance and noncompliance. Among the three groups of users, the patients almost reached the highest amount of compliance (70%). The average level of compliance across all three groups was above 50%. Compliance was easier to achieve for the simulated VOT observers because the simulated VOT videos were sent at a set time each day, as opposed to the actual VOT observers who received patients’ videos at varying times. However, the simulated VOT observers’ compliance levels sharply dropped when they had other responsibilities (ie, helping to control COVID-19). This did not seem to immediately affect the compliance of the actual VOT system observers, as they tried to continue their observation tasks for the sake of the patients with tuberculosis. However, their compliance did gradually dwindle over time owing to an increase in the number of COVID-19 cases. This was mirrored in many other countries where the level of tuberculosis care decreased due to the burden of COVID-19 [8,16,17].

In comparison to the previous version [9], the improved TH VOT system appeared to improve the compliance of both patients and observers via notifications and audits. The instructions regarding compliance protocols for VOT were meticulously developed to ensure that observers and patients completed all of the necessary steps. For patients, there was a learning curve for maintaining compliance because of the complexity of instructions, as evidenced by the noncompliant videos that were sent on the first few days. However, as time went by, the patients’ compliance was able to be kept at a reasonable level.

Unlike previous studies in the United States and United Kingdom [18,19], the observers in our study context (Thailand) could not be laypeople because of privacy concerns. Due to the shortage of paramedics in PCUs during the COVID-19 pandemic, the staff (observers) had an increased workload, and the traditional DOT program was almost completely ignored. In addition to routine work, the tuberculosis staff were responsible for many other tasks in their PCUs.

According to our previous study [9], all tuberculosis staff said that at best, they could perform DOT twice per month. With its feasible features and audit system, the TH VOT system has the potential to improve tuberculosis treatment monitoring among tuberculosis staff by increasing compliance with the DOT program from almost 0% to at least 50%. If the COVID-19 surge had not taken place, we would have been able to better assess compliance.

The number of participants in this study was too small to be able to evaluate the effectiveness of VOT on tuberculosis treatment outcomes. Hence, a larger-scale study that compares traditional DOT and VOT is needed. In addition, this study did not include a control group, and no medical outcome was assessed; thus, a randomized control trial (VOT vs DOT) is needed.

**Conclusion**

The updated version of the TH VOT system was considered usable by both the patients and the health care staff. Compliance with the use of the system was high among the patients (about 70%) and moderate among the observers (about 50%-65%). In this study, the reported usability scores showed that the TH VOT system was acceptable. Based on the unanimous above-average scores for all dimensions, we suggest that the system should be studied further and does not need any major changes. A randomized control trial should be conducted to ensure the effectiveness of the TH VOT system for tuberculosis treatment.
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Abstract

Background: Due to the strict measures employed to control the spread of SARS-CoV-2, the extent of COVID-19 goes beyond morbidity and mortality and affects individuals’ mental health in the long term.

Objective: This cross-sectional study aimed to investigate the effects of the COVID-19 pandemic on mental health and its contributing factors among older people in Chengmai County, China.

Methods: A web-based survey was administered through WeChat between March and April 2020. Older people (ie, >50 years) from local and foreign community groups completed the survey, which included items on sociodemographic and clinical characteristics, the 7-item Generalized Anxiety Disorder scale (GAD-7), and the 9-item Patient Health Questionnaire (PHQ-9). Independent t tests and a multiple linear regression analysis were used to investigate differences between anxiety and depression and the factors associated with these symptoms across the 2 groups.

Results: Overall, 469 responses were received; 119 responses (25.4%) were from male participants and 202 (43.1%) were from those older than 65 years. Of the 469 responses, 245 (52.2%) were from the local community group and 224 (47.8%) from the foreign group. The mean GAD-7 (P=.003) scores were significantly higher in the local group. Anxiety was significantly more present in the local group (61/245, 24.9% compared to 35/224, 15.6% in the foreign group; P=.01). A total of 6 respondents presented severe anxiety and 2 presented severe depression.

Conclusions: This study demonstrated that both community groups of older adults from the Chinese “Hometown of Longevity” presented anxiety or depressive disorders during the first months of the pandemic. Local community groups presented significantly more mental health disorders, which were associated with a history of previous psychological disorders.

(JMIR Form Res 2022;6(5):e37046) doi:10.2196/37046
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Introduction

SARS-CoV-2 is a novel coronavirus identified as the cause of COVID-19 that emerged in Wuhan, China, in late 2019 and spread worldwide [1]. As of January 17, 2022, approximately 330 million cases have been confirmed worldwide, with 5.5 million deaths [2]. Due to its highly contagious pathogenic nature, safety measures employed by governments worldwide have tried to prevent the spread of COVID-19; these measures include social distancing (ie, limiting social gatherings), avoiding in-person interactions, and lockdowns [3]. Due to these strict measures, the effects of COVID-19 go beyond morbidity and mortality, and the long-term impact on mental health has been heavily discussed in clinical, scientific, and political settings [4-7].

Although COVID-19 can affect persons of any age, older people are particularly vulnerable to serious infection and death [8,9]. This group has been advised to stay indoors, avoid contact with family and friends, limit in-person visits, and have groceries and medicines delivered to their homes or shop during specific hours to reduce their risk of infection [10,11]. Before the pandemic, poor mental health in the elderly community was already considered a serious problem, with approximately 15% of people 60 years and older in the world living with a mental disorder, including anxiety and depression [12]. Given the well-established connections between social interactions and mental health in the elderly [13-16], the safety measures imposed due to COVID-19 may have had a negative impact on the mental health of this group. The mental health of the elderly is very important as it is closely related to their quality of life [17].

In the earlier phases of the emergence of COVID-19, China was the first to impose lockdowns and restrictions on movement and social gathering [18,19]. Chengmai County is a region in the touristic province of Hainan in China [20], famously known as the “Hometown of Longevity” since the life expectancy of its residents is 80 years, and 215 centenarians live in the region [21]. There are, however, 2 different communities of older people in Chengmai County that have different dialects, living habits, and socioeconomic characteristics: the local and the foreign community groups. The foreign group is composed of the so-called migratory birds, which is a colloquial term used to describe people, most often retirees, who reside in other regions of China but spend extended periods in Chengmai County during the winter months) or people who were born in the region and have lived there since. The foreign group was composed of migratory birds (ie, people who reside in other regions of China but spend extended periods in Chengmai County during the winter months) or people who retired in this region. The exclusion criteria were the following: (1) people with severe cognitive impairments or any conditions that preclude them from being able to understand and agree to participate in the research; (2) people 50 years or older who are not retired; (3) people with severe liver and renal disease, malignant tumors, severe anemia, autoimmune diseases, or a history of acute cerebrovascular accidents; and (4) people unwilling to cooperate with the research protocol.

Sample

The sample was comprised of 2 communities of older people (ie, 50 years or older) in Chengmai County, China: a local and a foreign group. The local group was composed of people who were born in the region and have lived there since. The foreign group was composed of migratory birds (ie, people who reside in other regions of China but spend extended periods in Chengmai County during the winter months) or people who retired in this region. The exclusion criteria were the following: (1) people with severe cognitive impairments or any conditions that preclude them from being able to understand and agree to participate in the research; (2) people 50 years or older who are not retired; (3) people with severe liver and renal disease, malignant tumors, severe anemia, autoimmune diseases, or a history of acute cerebrovascular accidents; and (4) people unwilling to cooperate with the research protocol.

Measures

The web-based survey consisted of the following measures: (1) participants’ clinical and sociodemographic characteristics, namely age, gender, marital status, living situation, educational attainment, fixed financial income, preretirement occupation, internet access, history of previous psychological disorders, and recent psychological trauma; (2) the presence of anxiety disorders measured by the 7-item Generalized Anxiety Disorder scale (GAD-7) [31]; and (3) the presence of depressive disorders measured by the 9-item Patient Health Questionnaire (PHQ-9) [32].

The GAD-7 is a 7-item instrument that measures symptoms of anxiety. Each item is scored on a 4-point Likert scale ranging from 0 (“not at all”) to 3 (“nearly every day”). Scores range from 0 to 27, with higher scores reflecting greater anxiety.
symptoms. Cutoff points of 5, 10, and 15 might be interpreted as representing mild, moderate, and severe levels of anxiety, respectively [31,33]. The GAD-7 has shown good reliability and validity in Chinese populations [34,35].

The PHQ-9 is a 9-item instrument that measures depressive symptoms corresponding to the diagnostic criteria for major depressive disorders. For each item, patients are asked to assess how much they were bothered by the symptoms over the previous 2 weeks. Each item is also scored on a 4-point Likert scale ranging from 0 (“not at all”) to 3 (“nearly every day”). Scores range from 0 to 27, with higher scores reflecting greater depression severity. Similar to the GAD-7, cutoff points are scores of 5, 10, and 15, which represent mild, moderate, and severe levels of depression, respectively [32]. The PHQ-9 has been considered valid and reliable to identify depression in the Chinese population [36].

Statistical Analysis
Data were exported from Wenjuanxing to SPSS (version 22; IBM Corp), where the statistical analysis was performed. Descriptive statistics were used to describe participants’ socioeconomic and clinical characteristics. Chi-square tests were used to compare the proportions of respondents across the 2 community groups. The normality of the data distribution was tested using the Kolmogorov-Smirnov test. Independent t tests were used to investigate differences between anxiety and depressive symptoms across the 2 community groups. To identify the sociodemographic and clinical factors associated with anxiety and depressive symptoms in respondents from the 2 community groups, a multiple linear regression analysis was carried out with GAD-7 and PHQ-9 total scores as dependent variables and the collected demographic and clinical characteristics as independent variables. P<.05 was considered statistically significant for all tests.

Results

Respondents
Overall, 469 responses were received, of which 245 (52.2%) were from the local community group and 224 (47.8%) from the foreign community group. The overall sample was predominately elderly (321/469, 68.4% between 55 and 74 years), female (n=350, 74.6%), and married (n=409, 87.2%); most participants had high educational attainment (n=328, 69.9% of the sample had at least a high school degree). In addition, only 9.6% (45/469) of participants lived alone. Table 1 presents the sociodemographic and clinical characteristics of respondents overall and by community group. As described, respondents from the foreign community group were significantly older (P<.001), had higher educational attainment (P<.001), were more likely to have had a physical labor occupation before retirement (P<.001), had more fixed income (P<.001), relied more on their own expenses and less on medical allowances to pay for medical costs (P<.001), were more likely to live with their spouses (P<.001), used social media more often, and were more likely to have a history of mental health disorders (P<.001) and psychological trauma (P=.03) than respondents from the local community group.
Table 1. Sociodemographic and clinical characteristics for the overall sample and by community group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall sample (N=469), n (%)</th>
<th>Local community group (n=245), n (%)</th>
<th>Foreign community group (n=224), n (%)</th>
<th>Chi-square value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group in years</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-54 years old</td>
<td>96 (20.5)</td>
<td>82 (33.5)</td>
<td>14 (6.3)</td>
<td>77.031 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>55-64 years old</td>
<td>171 (36.5)</td>
<td>63 (25.7)</td>
<td>108 (48.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-74 years old</td>
<td>150 (32)</td>
<td>63 (25.7)</td>
<td>87 (38.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75-84 years old</td>
<td>46 (9.8)</td>
<td>32 (13.1)</td>
<td>14 (6.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥85 years old</td>
<td>6 (1.3)</td>
<td>5 (2)</td>
<td>1 (0.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>119 (25.4)</td>
<td>57 (23.3)</td>
<td>62 (27.7)</td>
<td>1.204 (1)</td>
<td>.27</td>
</tr>
<tr>
<td>Female</td>
<td>350 (74.6)</td>
<td>188 (76.7)</td>
<td>162 (72.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Married</strong></td>
<td>409 (87.2)</td>
<td>209 (85.3)</td>
<td>200 (89.3)</td>
<td>1.661 (1)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>High school or higher education</strong></td>
<td>328 (69.9)</td>
<td>127 (51.8)</td>
<td>201 (89.7)</td>
<td>79.922 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Physical labor occupation before retirement</strong></td>
<td>150 (32)</td>
<td>115 (46.9)</td>
<td>35 (15.6)</td>
<td>52.744 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Fixed monthly income</strong></td>
<td>341 (72.7)</td>
<td>121 (49.4)</td>
<td>220 (98.2)</td>
<td>140.583 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Medical insurance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employee medical insurance</td>
<td>229 (48.8)</td>
<td>105 (42.9)</td>
<td>124 (55.4)</td>
<td>137.787 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medical allowances</td>
<td>160 (34.1)</td>
<td>135 (55.1)</td>
<td>25 (11.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>At one’s own expense</td>
<td>80 (17.1)</td>
<td>5 (2)</td>
<td>75 (33.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Living situation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>45 (9.6)</td>
<td>11 (4.5)</td>
<td>34 (15.2)</td>
<td>211.12 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>With spouse</td>
<td>233 (49.7)</td>
<td>57 (23.3)</td>
<td>176 (78.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>With children</td>
<td>191 (40.7)</td>
<td>177 (72.2)</td>
<td>14 (6.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of mental health disorders a</td>
<td>28 (6)</td>
<td>5 (2)</td>
<td>23 (10.3)</td>
<td>14.108 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Recent history of psychological trauma b</td>
<td>78 (16.6)</td>
<td>32 (13.1)</td>
<td>46 (20.5)</td>
<td>4.715 (1)</td>
<td>.03</td>
</tr>
<tr>
<td>Internet access</td>
<td>339 (72.3)</td>
<td>126 (51.4)</td>
<td>213 (95.1)</td>
<td>111.33 (1)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Presence of Anxiety and Depressive Disorders**

Table 2 displays the presence of anxiety (measured by the GAD-7) and depressive disorders (measured by the PHQ-9). Overall, 20.5% (96/469) of respondents presented some levels of anxiety and 19.2% (n=90) presented depression. Regarding the differences between community groups, the mean GAD-7 (P=.003) scores were significantly higher in the local group compared to the foreign one. Anxiety was significantly more present in the local group compared to the foreign group (61/245, 24.9% versus 35/224, 15.6%; P=.01). There was no significant difference in the presence of depressive disorders between the groups. Finally, 6 respondents presented scores related to severe anxiety and 2 respondents presented scores related to severe depression.
Table 2. The presence of anxiety and depressive disorders in the overall sample and each community group.

<table>
<thead>
<tr>
<th>Mental health disorder</th>
<th>Overall sample (N=469)</th>
<th>Local community group (n=245)</th>
<th>Foreign community group (n=224)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD-7 total scores, mean (SD)</td>
<td>2.3 (3.3)</td>
<td>2.7 (3.7)</td>
<td>1.8 (2.8)</td>
<td>.003</td>
</tr>
<tr>
<td>Anxiety identified by GAD-7 scores (ie, &gt;5), n (%)</td>
<td>96 (20.5)</td>
<td>61 (24.9)</td>
<td>35 (15.6)</td>
<td>.01</td>
</tr>
<tr>
<td>Mild anxiety (GAD-7 scores between 5 and 9), n (%)</td>
<td>79 (16.8)</td>
<td>49 (20)</td>
<td>30 (13.4)</td>
<td>— b</td>
</tr>
<tr>
<td>Moderate anxiety (GAD-7 scores between 10 and 14), n (%)</td>
<td>11 (2.3)</td>
<td>7 (2.9)</td>
<td>4 (1.8)</td>
<td>—</td>
</tr>
<tr>
<td>Severe anxiety (GAD-7 scores between 15 and 21), n (%)</td>
<td>6 (1.3)</td>
<td>5 (2)</td>
<td>1 (0.4)</td>
<td>—</td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9 total scores, mean (SD)</td>
<td>2.3 (3.2)</td>
<td>2.3 (3.3)</td>
<td>2.4 (3.0)</td>
<td>.73</td>
</tr>
<tr>
<td>Depression identified by PHQ-9 scores (ie, &gt;5), n (%)</td>
<td>90 (19.2)</td>
<td>50 (20.4)</td>
<td>40 (17.9)</td>
<td>.48</td>
</tr>
<tr>
<td>Mild depression (PHQ-9 scores between 5 and 9), n (%)</td>
<td>70 (14.9)</td>
<td>39 (15.9)</td>
<td>31 (13.8)</td>
<td>—</td>
</tr>
<tr>
<td>Moderate depression (PHQ-9 scores between 10 and 14), n (%)</td>
<td>18 (3.8)</td>
<td>9 (3.7)</td>
<td>9 (4)</td>
<td>—</td>
</tr>
<tr>
<td>Severe depression (PHQ-9 scores between 15 and 27), n (%)</td>
<td>2 (0.4)</td>
<td>2 (0.8)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
</tbody>
</table>

aGAD-7: 7-item Generalized Anxiety Disorder scale.
b—: Not available

Factors Associated With the Presence of Anxiety and Depressive Disorders

The regression models for the local and foreign community groups are presented in Multimedia Appendix 1 and Multimedia Appendix 2, respectively. Results suggest that a history of mental health disorders and psychological trauma are associated with anxiety (F,9,235=2.45; P=.01; R²=0.09) and depression (F,9,235=2.88; P=.003; R²=0.10) in the local community group. In the foreign community group, only having a physical labor occupation before retirement was associated with depressive disorders, although the overall regression model was marginally significant (F,9,214=1.79; P=.07; R²=0.07).

Discussion

This study was conducted to investigate the effects of the early months of the COVID-19 pandemic on mental health and its contributing factors among older people from 2 different communities in a Chinese region with one of the longest life expectancies. During the first months of the pandemic, in 2020, China was the first country that imposed strict restrictions, when little was known about the virus and its effect; therefore, results from this study describe the mental health effects in this scenario. The findings from our study identified that 20.5% (96/469) of respondents presented some levels of anxiety and 19.2% (90/469) presented depression, and anxiety was significantly more present in respondents from the local community group.

It is unanimously agreed that the COVID-19 pandemic has negatively impacted the mental health of different groups, such as health care providers [37-39], people with disabilities or chronic conditions [5,40-43], pregnant women [44,45], young people [46], and the elderly [25,27,29,30,47]. Although with different characteristics, activities, routines, and lifestyles, the impacts of COVID-19 on these groups have led to an increase in loneliness, anxiety, depression, insomnia, alcohol and drug use, and self-harm or suicidal behavior [48]. Specifically in the elderly group, there has been an identified increase in loneliness in response to COVID-19 measures [49], which can lead to poor mental and physical health [50], serious illness, and mortality [51,52]. Although we have not assessed loneliness in this study, since only 10% (45/469) of respondents lived alone, it is possible that social interactions with spouses and family members living in the same household helped compensate for the decrease in other social interactions due to COVID-19 restrictions.

Results from this study suggest that a history of mental health disorders and psychological trauma are associated with anxiety and depression in the local community group. Therefore, approaches to help mitigate the negative impact of the COVID-19 pandemic on older people with previous mental health disorders are warranted. Interventions should focus on multiple components, including emotional, spiritual, social, and physical support to meet the various health needs of the elderly [53-55]. Internet-based interventions have demonstrated the potential to support the self-management of mental health conditions and could provide people access to information and tools during COVID-19 restrictions [56-58].

Caution is warranted in interpreting the findings of this study. First, the cross-sectional nature of this study allows no causal interpretation of the results. We are not able to identify if mental health disorders are further aggravated due to COVID-19 restrictions or if the results reflect preexisting differences in mental health. Moreover, we do not know what the delayed effects of COVID-19 in the following months and years are, and if these disorders were aggravated since restrictions continue to take place 2 years after the start of the pandemic. This should
be evaluated in a future study. Second, the generalizability of the results is unknown and may be limited for the following reasons. We do not know how many people received the invitation to complete the web-based survey. In addition, this was a convenience sample, so the results may be biased. Third, although we have used well-established and validated tools to identify anxiety and depressive disorders, the gold standard to establish a clinical diagnosis of a mental disorder is a diagnostic structured interview with a professional. Finally, developing and applying appropriate interventions for mental health during a pandemic is essential. For this reason, future research in this area should focus on the design of appropriate interventions targeting improvements in mental health and the adoption of a healthy lifestyle during COVID-19 restrictions and beyond.

In conclusion, the present study investigated the mental health of older people living in the so-called Hometown of Longevity in China. Results showed that 20% (n/N) of respondents had anxiety or depressive disorders, and there was an association between current mental health status and a history of psychological disorders, highlighting the need to take measures to prevent, identify, and treat mental health problems in this group. Although many studies have been conducted focusing on mental health and COVID-19, the global crisis we are now living in is still new and rapidly evolving. The long-term consequences of this pandemic on mental health should be evaluated and effective mental health interventions should be developed.
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Abstract

Background: Behavioral weight loss programs typically enroll 12-40 people into groups that then suffer from declining engagement over time. Web-based patient communities, on the other hand, typically offer no limits on capacity and membership is fluid. This model may be useful for boosting engagement in behavioral weight loss interventions, which could lead to better outcomes.

Objective: In this study, we aimed to examine the feasibility and acceptability of continuously enrolling participants into a Facebook-delivered weight loss intervention for the first 8 of 16 weeks relative to the same intervention where no new participants were enrolled after randomization.

Methods: We conducted a randomized pilot trial to compare a Facebook weight loss group that used open enrollment with a group that used closed enrollment on feasibility and acceptability in adults with BMI 27-45 kg/m². The feasibility outcomes included retention, engagement, and diet tracking adherence. We described the percentage loss of ≥5% weight in both groups as an exploratory outcome. We also explored the relationship between total volume of activity in the group and weight loss. The participants provided feedback via web-based surveys and focus groups.

Results: Randomized participants (68/80, 85% women) were on average, aged 40.2 (SD 11.2) years with a mean BMI of 34.4 (SD 4.98) kg/m². We enrolled an additional 54 participants (50/54, 93% female) in the open enrollment condition between weeks 1 and 8, resulting in a total group size of 94. Retention was 88% and 98% under the open and closed conditions, respectively. Randomized participants across conditions did not differ in engagement (P=.72), or diet tracking adherence (P=.42). Participant feedback in both conditions revealed that sense of community was what they liked most about the program and not enough individualized feedback was what they liked the least. Weight loss of ≥5% was achieved by 30% (12/40) of the participants randomized to the open enrollment condition and 18% (7/40) of the participants in the closed enrollment condition. Exploratory analyses revealed that the open condition (median 385, IQR 228-536.5) had a greater volume of engagement than the closed condition (median 215, IQR 145.5-292; P=.007). Furthermore, an increase of 100 in the total volume of engagement in the Facebook group each week was associated with an additional 0.1% weekly weight loss among the randomized participants (P=.02), which was independent of time, individual participant engagement, and sociodemographic characteristics.

Conclusions: Open enrollment was as feasible and acceptable as closed enrollment. A greater volume of engagement in the Facebook group was associated with weight loss, suggesting that larger groups that produce more engagement overall may be beneficial. Future research should examine the efficacy of the open enrollment approach for weight loss in a fully powered randomized trial.

Trial Registration: ClinicalTrials.gov NCT02656680; https://clinicaltrials.gov/ct2/show/NCT02656680
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Introduction

Background

Obesity, a serious risk factor for cardiovascular disease and type 2 diabetes, affects 42.4% of the adults in the United States [1]. Robust evidence supports the efficacy of lifestyle interventions [2], but such interventions require regular in-person visits for 6-12 months, which is inconvenient for many people and a difficult model to scale up. Technology-delivered lifestyle interventions have been developed to address these challenges. Although weight loss outcomes from technology-delivered lifestyle interventions are promising, they still need optimization because weight loss outcomes tend to be lower than those produced by traditional clinic-based interventions [3]. Technology-based interventions are typically delivered via a web-based platform or mobile app in which participants receive counseling, peer support, and multimedia intervention content. Some of these interventions use commercial social media platforms, such as Facebook, because they are free, many people already use them, and some allow users to create private groups [4,5].

Systematic reviews and meta-analyses have revealed promising outcomes of social media-delivered lifestyle interventions [6-10], with modest but significant weight loss [11]. Engagement, defined as any visible activity in the group (eg, posts, comments on posts, likes, and poll votes), appears to be an important predictor of outcomes [12-15]. The degree of engagement reported in studies of social media-delivered interventions is highly variable, ranging from an average of once per participant during the entire intervention to 11 times per week per participant during the intervention [12,13,15-21]. Regardless of how engaged the participants are at the beginning of these programs, engagement generally declines over time. For example, in a study of a social media–delivered weight loss intervention, engagement in the first 3 months was significantly higher than that in the last 3 months [18]. The same study found that every 10 posts made by a participant corresponded to a 0.5% weight loss. Similarly, findings from a social media–delivered smoking cessation intervention study revealed that a 1-unit increase in engagement was associated with a 0.56-unit decrease in cigarettes smoked per week [22]. These findings suggest that keeping participants engaged throughout the course of the intervention may improve outcomes. Effective engagement strategies are required to accomplish this goal.

Few studies have tested strategies for increasing engagement in social media–delivered interventions. In our previous study of a Facebook-delivered weight loss intervention, participants were randomized to a condition in which a small number of participants were incentivized to engage daily or a condition that involved no incentivized engagement [15]. Participants in the incentivized condition were unaware of this arrangement until they were debriefed at the end of the intervention. Engagement was higher in the incentivized condition, but this was driven mostly by an increase in likes as opposed to posts and comments, which means that the activity of incentivized engagers did not effectively prompt others to speak up more in the group. This study was not powered to detect group differences in weight loss; however, greater engagement was associated with greater weight loss.

An alternative approach to increasing engagement might be to design web-based lifestyle interventions that are more similar to spontaneously formed web-based patient communities that tend to be highly engaged [23,24]. Web-based patient communities have become increasingly popular on commercial social media platforms, but they have also been developed by commercial digital health companies (eg, WW [formerly Weight Watchers]), nonprofit organizations (eg, the American Diabetes Association), and health care systems (eg, Mayo Clinic Connect) [25]. Web-based patient communities have been created for a wide variety of medical conditions, including diabetes [26], cancer [23], and cardiovascular disease [25]. Many of these communities have thousands of members and a high volume of daily engagement [27]. Spontaneously formed web-based patient communities are different from web-based communities created for behavioral programs, as the latter tend to recruit smaller groups of people who start and finish the program together on specific dates [12,13,17,28]. Spontaneously formed web-based patient communities are also larger and fluid in membership, such that new members can join any time, which allows them to grow quite large over time. Such communities might stay highly engaged because even if some members inevitably disengage over time, new members are always joining and keeping the discussion threads populated, which provides new content to read and respond to all members. Fluidity in web-based communities can result in a greater exchange of information, support, and resources, leading to more innovative knowledge creation among community members [29]. Further, the volume of daily engagement often remains consistently high for long periods, unlike the usual steady decline in engagement observed in short-term (eg, 3–6 months) web-based communities created to implement behavioral programs.

A high volume of engagement seems important for improving the impact of behavioral interventions delivered in web-based communities for 3 reasons. First, Facebook’s newsfeed algorithm prioritizes groups that show higher engagement [30]. This means that Facebook users are more likely to see posts in their newsfeeds from a highly engaged group than from a group where only a few members are engaging. Second, a higher volume of posts may simply produce more opportunities for members to engage, receive information and support, and feel connected to each other. Third, highly engaged groups may make engagement easier for timid members who are not comfortable being the first to speak up. In our previous work, we found that in postintervention interviews, participants expressed that they wished more participants engaged and felt uncomfortable being the first to speak up [12]. That said, too
much content from a large community may cause members to feel cognitive overload [31] or make it difficult to find program content. An important difference between organically grown web-based communities and the ones researchers create to deliver behavioral interventions is that the former do not have a feed of behavioral intervention posts by a professional counselor; instead, the content is largely member generated. If web-based communities that are created to deliver behavioral interventions become saturated with participant-generated content, intervention receipt, defined as the degree to which participants saw intervention posts, could be compromised, which could then negatively impact outcomes. Research is needed to determine how to create a web-based community to deliver a lifestyle intervention in which participants are highly engaged but not so much that they feel that other participants’ posts impede their ability to follow the program.

Goal of This Study

The purpose of the present proof of concept pilot study is to test the feasibility and acceptability of a Facebook-delivered lifestyle intervention that shares the open enrollment feature of organically grown web-based patient communities. As such, once a core set of participants is randomized into a group, enrollment continues to allow new people to join each week. Participants with overweight or obesity were randomized to receive either a Facebook-delivered lifestyle intervention in which enrollment continued for the first 8 of 16 weeks (ie, open enrollment condition) or the same intervention but in a Facebook group that did not continuously enroll participants (ie, closed enrollment condition). Our first aim was to examine retention (ie, percentage of participants providing their weight at follow-up) and acceptability (ie, percentage of participants who would recommend the program to a friend, percentage of participants who did not feel other participants posted too much, and percentage of participants who felt the counselors were responsive) in each condition and overall. We hypothesized that retention and acceptability would exceed our benchmark of 80% in both conditions. We measured acceptability quantitatively and qualitatively in focus groups, where participants were asked what they liked and disliked about the program and their thoughts on the size of their group.

The second aim was to compare the conditions on participant engagement during the intervention. Engagement was conceptualized in 4 ways. The first way was mean total engagement (ie, reactions, comments, posts, and poll votes) per randomized participant during the intervention. The second way was total engagement among all the participants in each condition during the intervention. The third way was total engagement produced by everyone in the group (all participants and counselors). The fourth way was engagement among all participants during the 1 year following the intervention when we left the groups open for participants to use as they wished. We hypothesized that the open enrollment condition would outperform the closed enrollment condition in all 4 metrics of engagement.

Our third aim was to compare the conditions on the number of complete daily diet records, a key behavioral weight loss strategy, to explore whether an increasingly populated group either motivates or distracts participants from their diet tracking.

Our fourth aim was to compare the conditions on counselors’ total engagement. We hypothesized that counselors in the open enrollment condition would engage more than counselors in the closed enrollment condition. This difference will inform future randomized trials on the cost-effectiveness of these intervention approaches.

Our fifth aim was to describe the percentage of weight loss from baseline to 16 weeks and the proportion of participants who lost ≥5% of their baseline weight in both conditions. This aim is descriptive because this pilot feasibility study did not have the power to detect significant differences in weight loss between conditions. Our sixth aim was to explore whether the volume of engagement in the Facebook group (ie, posts and comments from participants and counselors) each week was associated with weight loss among randomized participants. This sheds light on whether greater engagement in the overall group is a potential predictor of better outcomes.

Methods

Study Design, Settings, and Participants

This study was a pilot randomized feasibility trial in which 80 participants who were either overweight or obese were randomized into 1 of 2 remotely delivered lifestyle interventions. We recruited adults interested in losing weight via advertisements on the web, at the University of Connecticut, ResearchMatch, and yard sale and neighborhood Facebook groups in 37 states across the United States between June and October 2019. Inclusion criteria included having a BMI between 27 and 45 kg/m², owning a smartphone, being an active Facebook user (ie, comments or posts more than once a week), aged 18-65 years, and having daily internet access. Exclusion criteria were pregnancy, bariatric surgery or plans during the study period, loss of >5% weight in the past 3 months, pre-existing conditions that precluded physical activity or dietary changes, taking medications affecting weight, inability to walk a quarter mile without stopping, type 1 or type 2 diabetes, Participation in previous weight loss studies led by the principal investigator, inability to attend the orientation webinar, inability to provide consent, and refusal to be audiorecorded (focus group). Participants completed an orientation webinar before randomization, the purpose of which was to educate participants about participating in research, review study procedures, discuss the importance of follow-up data regardless of individual outcomes, and discuss barriers to participation [32]. Upon completion of the webinar, those still interested in participating in the study were mailed a Wi-Fi scale (Fitbit Aria) and asked to provide the stuff with log-in information for the scale to record the weights for the assessments. We randomized 80 participants to the 2 conditions and continued to recruit participants for 7 weeks, placing all new recruits into the open enrollment condition. Each week, new recruits were introduced to the group by a counselor in a welcome post on Sunday evening.
Intervention Conditions

Overview
Participants were randomized to either a Facebook group in which new participants were continually enrolled during weeks 1-8 (open enrollment) or a Facebook group that included only the original 40 randomized participants (closed enrollment). In the open enrollment condition, 54 additional participants were enrolled between weeks 1 and 8, for a final group size of 94 (open enrollment additional). Both Facebook groups were led by a registered diettian, whose role was to provide counseling and support during the program. The diettians in each group had a junior coleader who assisted them. All counselors completed the web-based Diabetes Prevention Program (DPP) Lifestyle Intervention training.

Facebook-Delivered Lifestyle Intervention
All participants received an identical 16-week lifestyle intervention based on the DPP [33] but modified to be delivered to a private Facebook group. We adapted the DPP content to be appropriate for a web-based setting as described elsewhere [34]. Each participant received an individualized calorie goal that would facilitate a 1 to 2 lb (0.45-0.91 kg) weight loss weekly and was asked to use MyFitnessPal to track their calories daily. They were asked to have the counselor review 2 weeks of their MyFitnessPal records but could request reviews more often as desired. The Facebook group was private, such that only those invited by the study team could join, and the group and all its content were viewable only to the members. Consistent with our previous work [34,35], the lifestyle intervention was delivered through twice-daily posts, with each week’s content reflecting 1 DPP module. The DPP goals include (1) calorie tracking based on achieving the calorie goal that corresponds to losing 1-2 lbs a week (0.45-0.91 kg). (2) following a healthy diet consistent with the American Heart Association guidelines [36], (3) getting 150 to 300 minutes per week of moderate or higher intensity exercise, and (4) strength training goal of 2 times per week according to the National Guidelines for Physical Activity [37]. On Mondays in the group, participants were instructed to set 2-3 diet- and exercise-related goals for the week. On Friday mornings, they were asked to report the degree to which their weight had changed in the past week (eg, lost 1 lb), but not their actual weight (eg, 250 lbs). On Sundays, they were asked to report whether they accomplished their diet and exercise goals for the week and if they did not, to engage in problem solving of the barriers. The remaining posts each week were related to that week’s DPP module (eg, Get More Active and Cope with Triggers). Throughout the intervention, staff produced weight and engagement reports for counselors to track which participants had not engaged during that week or had not lost weight. This allowed counselors to re-engage participants by tagging them in posts or sending private messages to check on them.

Focus Groups
At the end of the intervention, all participants were contacted by email to schedule a focus group via videoconference. Participants were asked what they liked most and least about the program and their opinions on how to improve various aspects of the program. The focus groups were recorded and transcribed.

Postintervention Period
At the end of the 16-week intervention, participants in both groups were informed that they may stay in the group for up to a year to continue using the group as they wished to support each other’s continued weight loss efforts; however, the counselor would no longer be present. In the final weeks of the intervention, the counselor in each group asked a volunteer to take over the group moderator role for this period. Each group had a volunteer who was willing to take on this role. They were also reminded that the study team would extract engagement data in the subsequent year as part of the research procedure. We tracked engagement in the year following the end of the intervention to see if the entire open enrollment group (randomized and additional) continued to engage to a greater degree than did the closed enrollment group.

Measures
Retention
Retention was assessed by recording the percentage of participants in each condition who completed the 16-week follow-up assessment, which included the final weigh-in and survey.

Acceptability
Participants rated the acceptability of their intervention in the follow-up survey using the following items. First, participants rated how likely they would be to recommend the program to a friend using responses on a 5-point Likert scale from not at all likely to very likely. Second, participants reported what they thought of the amount of posts by other participants in the group using the following response options, “I would prefer that participants did not post at all,” “I would prefer fewer posts by participants,” “I liked the amount of posts by participants,” and “I would prefer more posts by participants.” Third, participants reported what they thought of the amount of comments made by other participants in their group using the following response options: “The counselors were not likely to engage,” “I would prefer fewer comments by participants,” “I liked the amount of comments by participants,” and “I would prefer more comments by participants.” Fourth, participants rated how responsive counselors were to participants’ posts using the following response options, “The counselors were not responsive,” “The counselors were somewhat responsive,” and “The counselors were very responsive.” Finally, we asked participants if they had become Facebook friends with any participants (yes or no), and if so, how many.

Engagement
Engagement was broadly defined as posts, comments, reactions (eg, love, wow, like, angry, and sad), and votes on polls. After the intervention was complete, we extracted the engagement data of the private Facebook groups using the Grytics app, except for poll data, which were extracted manually because Grytics does not extract poll data. We summarized the total number of posts, comments, reactions, and poll votes per randomized participant, as well as per participant (randomized
and postrandomized) during the intervention period. We also calculated total participant engagement in each condition during the year following the intervention. In addition, we calculated the total volume of participant engagement as the total number of posts, comments, and poll votes in each condition (and in each week), and then the total volume of engagement, including that generated by the counselor and all participants in the group. We also summarized the posts, comments, reactions, and total engagement by counselors in each condition.

**Diet Tracking Adherence**

Diet tracking adherence was defined as the number of days a participant tracked their dietary intake in the MyFitnessPal app. A complete day of diet tracking was defined as any day on which the participants tracked ≥2 meals and ≥800 kcal per day [21,22].

**Weight**

Weight was collected at baseline and each week of the intervention via the Fitbit Aria scales the participants received upon enrollment. Participants were advised to weigh themselves in the morning with no clothing and before eating or drinking. The study staff had access to the participant Fitbit accounts during the study and accessed weight values via these accounts. Percentage weight change from baseline was calculated for each participant by subtracting the follow-up weight from the baseline weight and dividing by the baseline weight.

**Statistical Analysis**

Retention, engagement, diet tracking, acceptability, and weight loss were summarized using descriptive statistics. For variables that were normally distributed, we described distributions using means and SDs. For variables that were not normally distributed, we described distributions using medians and IQRs. We compared engagement and diet tracking by treatment condition using \( F \) tests or the Mann-Whitney \( U \) test, as appropriate. This pilot study was not powered for weight loss; thus, statistical tests were not used to compare groups on weight loss [26]. A participant became pregnant during the intervention and was not included in the weight loss outcomes. Four participants (1 in closed enrollment and 3 in additional open enrollment) did not provide follow-up weight; thus, if weight was available within 1 week of the follow-up week, that weight was used (1 participant); otherwise, the baseline weight was used (3 participants). We conducted a conventional content analysis using a data-driven inductive framework [25] of focus group data on acceptability. HT and JD developed a codebook based on themes emerging from participant responses. JD and HT independently coded responses, and discussions were used to achieve consensus on coding discrepancies. The interrater reliability (IRR) and Cohen \( \kappa \) statistics were calculated [27]. We summarized the frequency of the themes. Furthermore, we performed two exploratory analyses: (1) we summarized the total volume of engagement in each condition in each week and compared the conditions using Mann-Whitney \( U \) tests and (2) we tested whether the total volume of engagement in the Facebook group each week was associated with weekly weight loss among the randomized participants. To this end, we first used multiple imputation [33] to impute the missing values of weekly weight during the intervention for all randomized participants (excluding the participant who became pregnant). A total of 12.97% (164/1264) observations were missing and thus imputed. We then used the percentage weight change for each participant in each week as the outcome and the total volume of engagement (ie, number of posts, comments, and poll votes from participants and counselors) in the Facebook group in each week as the key predictor of interest and controlled for the treatment condition; week of the intervention; participants’ individual engagement in each week (log-transformed); baseline weight; and sociodemographic characteristics such as age, race, gender, and employment status in a linear mixed-effects model [38].

Data management and quantitative analyses were conducted using SPSS Statistics (version 26; IBM Corp). STATA (version 16.0; StataCorp LLC) was used for exploratory analysis of engagement volume and weight loss.

**Ethical Considerations**

This research was approved by the University of Connecticut Institutional Review Board (H17-215) in October 2017.

**Results**

**Overview**

In total, 499 individuals completed the initial screening survey (Figure 1). Among those screened for eligibility, the most common reasons for exclusion were BMI out of range (<27 or >45 kg/m²), nonregular Facebook use, >5% weight loss in the past 3 months, and unresponsiveness to contact (Figure 1). A total of 80 participants were randomized to the 2 treatment conditions (Table 1). Overall, randomized participants were on average, aged 40.2 (SD 11.2) years with a baseline BMI of 34.4 (SD 5.0) kg/m², 85% (68/80) were women, and 90% (72/80) were non-Hispanic White. The participants were from 34 US states and District of Columbia. A total of 54 participants were enrolled in the open enrollment condition between weeks 1 and 8. Of these 54 participants, a total of 19 (35%) joined during week 1, 7 (13%) joined during week 2, 3 (6%) joined during week 3, 8 (15%) joined during week 4, 7 (13%) joined during week 5, 5 (9%) joined during week 6, 3 (6%) joined during week 7, and 2 (4%) joined during week 8.
Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram.
Table 1. Characteristics of enrolled participants, overall and by treatment condition.

<table>
<thead>
<tr>
<th></th>
<th>Closed enrollment (n=40)</th>
<th>Open enrollment; randomized (n=40)</th>
<th>Open enrollment; additional (n=54)</th>
<th>Overall (n=134)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.4 (11.8)</td>
<td>40.0 (10.6)</td>
<td>40.3 (10.6)</td>
<td>40.2 (11.0)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>34 (85)</td>
<td>34 (85)</td>
<td>50 (93)</td>
<td>118 (88)</td>
</tr>
<tr>
<td>Baseline BMI (kg/m²), mean (SD)</td>
<td>34.8 (5.4)</td>
<td>34.0 (4.6)</td>
<td>34.5 (4.3)</td>
<td>34.4 (4.7)</td>
</tr>
<tr>
<td>Ethnicity (Hispanic or Latino), n (%)</td>
<td>3 (7.7)</td>
<td>1 (2.5)</td>
<td>4 (7.4)</td>
<td>8 (6)</td>
</tr>
</tbody>
</table>

Race, n (%)

- White: 36 (90), 36 (90), 44 (81.5), 116 (86.6)
- Black or African American: 3 (7.5), 3 (7.5), 4 (7.4), 10 (7.5)
- Asian: 0 (0), 0 (0), 2 (3.7), 2 (1.5)
- Native Hawaiian or other Pacific Islander: 0 (0), 0 (0), 0 (0), 0 (0)
- American Indian or Alaska Native: 0 (0), 0 (0), 0 (0), 0 (0)
- Multiethnic: 0 (0), 1 (2.5), 3 (5.6), 4 (3)
- Unknown: 1 (2.5), 0 (0), 1 (1.9), 2 (1.5)

Marital status, n (%)

- Married or living with partner but not married: 29 (72.5), 30 (75), 37 (68.5), 96 (71.6)
- Single: 8 (20), 6 (15), 9 (16.7), 23 (17.2)
- Widowed, divorced, or separated: 3 (7.5), 4 (10), 8 (14.8), 15 (11.2)

Education, n (%)

- Less than high school or high school degree or equivalent: 1 (2.5), 2 (5), 3 (5.6), 6 (4.5)
- Trade or technical or some college or Associate’s degree: 8 (20), 11 (27.5), 14 (25.9), 33 (24.6)
- Bachelor’s degree or some graduate school: 21 (52.5), 17 (42.5), 22 (40.7), 60 (44.8)
- Graduate degree: 10 (25), 10 (25), 15 (27.8), 35 (26.1)

Employment status, n (%)

- Employed full-time: 28 (70), 27 (67.5), 35 (64.8), 90 (67.2)
- Employed part-time: 7 (17.5), 4 (10), 10 (18.5), 21 (15.7)
- Student: 2 (5.1), 2 (5), 2 (3.7), 6 (4.5)
- Unemployed or retired or disabled or homemaker: 3 (7.5), 6 (15), 7 (13), 16 (12)

Posts or comments on Facebook daily, n (%)

- 20 (50), 18 (45), 25 (46), 63 (47)

Retention

Retention exceeded the 80% benchmark in both treatment conditions, with 88% (35/40) of randomized open enrollment participants, 98% (39/40) of closed enrollment participants, and 87% (47/54) of additional open enrollment participants, providing complete follow-up data.

Acceptability

Among participants who completed the follow-up survey (121/134, 90.3%), general acceptability ratings exceeded the 80% benchmark in both conditions, such that 92% (36/39) of the closed enrollment participants said they either liked the amount of posts (30/39, 77%) or wanted more posts (6/39, 15%) by other participants compared with 86% (30/35) of the randomized open enrollment participants who said they either liked the amount of posts (22/35, 63%) or wanted more (8/35, 23%) and 92% (43/47) of the additional open enrollment participants who said they either liked (33/47, 70%) or wanted more (10/47, 21%; Table 2).
Table 2. Acceptability of post and reply volume by other participants.

<table>
<thead>
<tr>
<th>Participant post volume</th>
<th>Closed enrollment (n=39), n (%)</th>
<th>Open enrollment, n (%)</th>
<th>All participants (n=121), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Randomized (n=35)</td>
<td>Additional (n=47)</td>
<td></td>
</tr>
<tr>
<td>I would prefer that participants did not post at all.</td>
<td>0 (0)</td>
<td>1 (2.9)</td>
<td>3 (3.7)</td>
</tr>
<tr>
<td>I would prefer fewer posts by participants.</td>
<td>3 (7.7)</td>
<td>4 (11.4)</td>
<td>6 (7.3)</td>
</tr>
<tr>
<td>I liked the amount of posts by participant.</td>
<td>30 (76.9)</td>
<td>22 (62.9)</td>
<td>55 (67.1)</td>
</tr>
<tr>
<td>I would prefer more posts by participants.</td>
<td>6 (15.4)</td>
<td>8 (22.9)</td>
<td>18 (22)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Participant reply volume</th>
<th>Closed enrollment (n=39), n (%)</th>
<th>Open enrollment, n (%)</th>
<th>All participants (n=121), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Randomized (n=35)</td>
<td>Additional (n=47)</td>
<td></td>
</tr>
<tr>
<td>I would prefer that participants did not comment/reply to posts at all.</td>
<td>0 (0)</td>
<td>2 (5.7)</td>
<td>3 (3.7)</td>
</tr>
<tr>
<td>I would prefer fewer comments/replies by participants.</td>
<td>2 (5.1)</td>
<td>3 (8.6)</td>
<td>4 (4.9)</td>
</tr>
<tr>
<td>I liked the amount of comments/replies by participants.</td>
<td>27 (69.2)</td>
<td>25 (71.4)</td>
<td>62 (75.6)</td>
</tr>
<tr>
<td>I would prefer more comments/replies by participants.</td>
<td>10 (25.6)</td>
<td>5 (14.3)</td>
<td>13 (15.9)</td>
</tr>
</tbody>
</table>

When asked about the volume of replies by other participants in the group, the 80% benchmark (ie. 80% not feeling like other participants replied too much) was exceeded such that 95% (37/39) of the closed enrollment participants said they liked the amount of posts (27/39, 70%) or wanted more (10/39, 26%), whereas 85% (30/35) of the randomized open enrollment participants said they either liked the amount of posts (25/35, 71%) or wanted more (5/35, 14%), and 96% (45/47) of the additional open enrollment participants said they either liked the amount of posts (37/47, 79%) or wanted more (8/47, 17%; Table 2).

When asked to rate the responsiveness of counselors to participants’ posts, the 80% benchmark was not met in all groups: although 87% (34/39) of the closed enrollment participants said they were very responsive, only 77% (27/35) of the randomized open enrollment participants and 83% (39/47) of the additional open enrollment participants did so. Finally, when asked if they became Facebook friends with fellow participants, only 3% (1/39) of randomized participants in the closed enrollment and 3% (1/35) of open enrollment conditions had done so, whereas 15% (7/47) of the additional open enrollment participants had done so. The closed enrollment randomized participant who said yes to this question made 1 new Facebook friend, whereas the open enrollment participant had made 3 new Facebook friends, and of the 7 additional open enrollment participants who made new Facebook friends, 5 (71%) said they made 1 new Facebook friend, and 2 (29%) said they made 2 new Facebook friends.

Participants (118/134, 88.1%) who attended postintervention focus groups provided 165 responses to the question about what they liked most about the program (IRR=90%; Cohen κ=0.88; Table 3). The closed enrollment participants (n=37) provided 54 responses, the most common themes of which were sense of community (17/54, 32% responses), program content (16/54, 30% responses), and accountability (9/54, 17% responses). The open enrollment of randomized participants (n=34) provided 42 responses. The most common themes were sense of community (12/42, 29%), followed by accountability (10/42, 24% responses), and program content (10/42, 24% responses). The additional open enrollment participants (n=47) provided 69 responses. The most common themes were sense of community (22/69, 32% responses), accountability (17/69, 25% responses), and program content (15/69, 22% responses). Participants provided 123 responses regarding what they liked the least about the program (IRR=91.1%; Cohen κ=0.89). The closed enrollment participants (n=37) provided 40 responses, the most common themes of which were guidance that was not individualized enough (9/40, 23% responses), calorie tracking (8/40, 20% responses), and difficulty keeping up with the pace of the program (7/40, 18% responses). Randomized open enrollment participants (n=34) provided 37 responses. The top 3 most common themes of responses were difficulty feeling connected to the group (12/37, 32% responses), guidance not individualized enough (11/37, 30% responses), and problems with the technology (5/37, 14% responses). The additional open enrollment participants (n=47) provided 46 responses, the most common themes of which were guidance that was not individualized enough (9/46, 20% responses), calorie tracking (9/46, 20% responses), and difficulty keeping up with the pace of the program (8/46, 17% responses).
Table 3. Postintervention focus group data on intervention acceptability.

<table>
<thead>
<tr>
<th>Liked best</th>
<th>Closed enrollment (n=37), n (%) responses</th>
<th>Open enrollment, n (%) responses</th>
<th>All participants (n=118), n (%) responses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Randomized (n=34)</td>
<td>Additional (n=47)</td>
<td></td>
</tr>
<tr>
<td>Liked best</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sense of community</td>
<td>17 (31.5)</td>
<td>12 (28.6)</td>
<td>22 (31.9)</td>
</tr>
<tr>
<td>Accountability</td>
<td>9 (16.7)</td>
<td>10 (23.8)</td>
<td>17 (24.6)</td>
</tr>
<tr>
<td>Program content</td>
<td>16 (29.6)</td>
<td>10 (23.8)</td>
<td>15 (21.7)</td>
</tr>
<tr>
<td>Convenience</td>
<td>6 (11.1)</td>
<td>5 (11.9)</td>
<td>5 (7.2)</td>
</tr>
<tr>
<td>Counselor feedback</td>
<td>6 (11.1)</td>
<td>4 (9.5)</td>
<td>9 (13)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>1 (2.4)</td>
<td>1 (1.4)</td>
</tr>
<tr>
<td>Liked least</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficulty feeling connected to the group</td>
<td>2 (5)</td>
<td>12 (32.4)</td>
<td>7 (15.2)</td>
</tr>
<tr>
<td>Not individualized enough</td>
<td>9 (22.5)</td>
<td>11 (29.7)</td>
<td>9 (19.6)</td>
</tr>
<tr>
<td>Technology problems</td>
<td>6 (15)</td>
<td>5 (13.5)</td>
<td>4 (8.7)</td>
</tr>
<tr>
<td>Calorie tracking</td>
<td>8 (20)</td>
<td>4 (10.8)</td>
<td>9 (19.6)</td>
</tr>
<tr>
<td>Pace was too fast</td>
<td>7 (17.5)</td>
<td>2 (5.4)</td>
<td>8 (17.4)</td>
</tr>
<tr>
<td>Weekly weigh-ins</td>
<td>2 (5)</td>
<td>2 (5.4)</td>
<td>3 (6.5)</td>
</tr>
<tr>
<td>Need more accountability</td>
<td>2 (5)</td>
<td>1 (2.7)</td>
<td>3 (6.5)</td>
</tr>
<tr>
<td>Nothing</td>
<td>4 (10)</td>
<td>0 (0)</td>
<td>3 (6.5)</td>
</tr>
</tbody>
</table>

Table 4. Median total engagement per randomized participant during the 16-week intervention.

<table>
<thead>
<tr>
<th></th>
<th>Closed enrollment, (n=40), median (IQR)</th>
<th>Open enrollment randomized, (n=40), median (IQR)</th>
<th>Mann-Whitney U test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posts</td>
<td>1.5 (0-5)</td>
<td>1 (0-3.5)</td>
<td>758.5</td>
<td>.68</td>
</tr>
<tr>
<td>Reponses</td>
<td>39 (9.5-73.5)</td>
<td>36.5 (14.5-80.5)</td>
<td>778.0</td>
<td>.83</td>
</tr>
<tr>
<td>Reactions</td>
<td>28 (7.5-81.5)</td>
<td>29 (7-134.5)</td>
<td>727.5</td>
<td>.49</td>
</tr>
<tr>
<td>Poll votes</td>
<td>12 (5.5-20.5)</td>
<td>10.5 (5-19.5)</td>
<td>763.0</td>
<td>.72</td>
</tr>
<tr>
<td>Total engagements</td>
<td>116.5 (28.5-174.0)</td>
<td>77 (29.5-271.5)</td>
<td>763.0</td>
<td>.72</td>
</tr>
</tbody>
</table>

Engagement

Among the randomized open enrollment participants, the median total engagement (reactions, replies or comments, and poll responses) over 16 weeks per participant was 77 (IQR 29.5-271.5), which was not statistically significantly different from 116.5 (IQR 29-173; U=763; P=.72) in the closed enrollment condition (Table 4). Because the additional open enrollment participants were in the group for 8-15 weeks, we could not compare their engagement data to the other groups. As expected, given the difference in the size of the 2 groups, the total volume of engagement from participants per week was higher in the open enrollment condition (n=40; median 229, IQR 129.5-336.5) than in the closed enrollment condition (n=40; median 125.5, IQR 86.5-188.5; U=64; P=.02). The total volume of engagement from both participants and counselors per week was also higher in the open enrollment condition (median 385, IQR 228-536.5) than in the closed enrollment condition (median 215, IQR 145.5-292; U=56; P=.007).

In terms of engagement in the year following the intervention, the open enrollment condition, including both randomized and additional participants (n=94), produced 4.78 times greater total engagement (sum=1266) than the closed enrollment group (n=40; sum=265). In the open enrollment condition, 43% (40/94) of the participants engaged at least once in the subsequent year, compared with 60% (24/40) of participants in the closed enrollment condition (N=134; χ²=3.4; P=.06). A comparison of all 3 sets of participants (closed enrollment, randomized open enrollment, and additional open enrollment) on the proportion of participants who participated in the year following the intervention revealed no differences (24/40, 60%; 17/40, 43%; 23/54, 43%), respectively; N=134; χ²=3.4; P=.18.)
Diet Tracking
Randomized participants (n=40) in the open enrollment condition tracked their diet on a mean of 42.4 (SD 33.0) days out of the 84 days, and participants in the closed enrollment condition (n=40) tracked their diet on a mean of 36.3 (SD 34.7) days, which represented an average of 38% (SD 30%) of possible days for participants in the open enrollment condition and 32% (SD 31%) of possible days for participants in the closed enrollment condition ($F_{1,78}=0.653$; $P=.42$). Because the additional open enrollment participants were in the group anywhere from 56 to 105 days, we could not compare their diet tracking data to the other groups.

Counselor Engagement
In terms of counselor engagement, counselors produced 7653 total engagements in the open enrollment condition, which was about twice as many as the counselors in the closed enrollment condition, where counselors produced 3618 total engagements (reactions or likes, comments, and posts; Table 5). In terms of counselor reactions or likes, the open enrollment counselors produced 5018 which was 2.27 times higher than the closed enrollment condition counselors who produced 2203 during the intervention. In terms of counselor comments, open enrollment counselors produced 2392 which was approximately twice that of the closed enrollment condition counselors who produced 1153 comments during the intervention. In terms of counselor posts, 224 were prescheduled. In addition, the open enrollment counselors produced 19 other posts during the intervention, and the closed enrollment condition counselors produced 38. On average, each week counselors generated 478.31 (SD 284.57) total engagements in the open enrollment condition and 226.13 (SD 86.69) total engagements in the closed enrollment condition ($U=38; P<.001$).

Table 5. Total counselor engagement during the 16-week intervention.

<table>
<thead>
<tr>
<th></th>
<th>Closed enrollment, n (%)</th>
<th>Open enrollment, n (%)</th>
<th>Difference between open and closed enrollment (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preprogramed intervention posts</td>
<td>224 (6.2)</td>
<td>224 (2.9)</td>
<td>0</td>
</tr>
<tr>
<td>Other posts</td>
<td>38 (1.1)</td>
<td>19 (0.2)</td>
<td>-100</td>
</tr>
<tr>
<td>Comments</td>
<td>1153 (31.9)</td>
<td>2392 (31.3)</td>
<td>+207.5</td>
</tr>
<tr>
<td>Reactions</td>
<td>2203 (60.9)</td>
<td>5018 (65.6)</td>
<td>+227.8</td>
</tr>
<tr>
<td>Total</td>
<td>3618 (100)</td>
<td>7653 (100)</td>
<td>+211.5</td>
</tr>
</tbody>
</table>

Weight Loss
Over 16 weeks, participants randomized to the open enrollment condition (n=40) lost an average of −6.67 (SD 9.84) pounds or −3.08% (SD 4.28%) of their baseline weight and participants randomized to the closed enrollment condition (n=40) lost an average of −4.47 (SD 9.54) pounds or −1.87% (SD 4.41%) of their baseline weight. In terms of clinically significant weight loss (ie, ≥5% of baseline weight), 30% (12/40) and 18% (7/40) of participants randomized to the open enrollment and closed enrollment conditions, respectively, achieved ≥5% weight loss. The 54 additional participants in the open enrollment condition lost a mean of 2.8% (SD 4.5%) of their baseline weight and 20% (11/54) achieved ≥5% weight loss over a median of 13 (IQR 11-15) weeks they were in the group.

Relationship Between Volume of Engagement and Weight Loss Among Randomized Participants
Participants’ individual engagement was the strongest predictor of weight loss; a 100% increase in individual engagement each week was associated with an additional 0.11% weekly weight loss ($P<.001$; 95% CI 0.05%-0.16%). However, the total volume of engagement was also associated with weight loss such that every 100 engagements in the Facebook group each week were associated with an additional 0.1% weekly weight loss for each randomized participant ($P=.02$; 95% CI 0.02%-0.18%), after controlling for individual engagement, treatment condition, time, baseline weight, and sociodemographic characteristics (eg, age, race, gender, and employment status).

Discussion
Principal Findings
The open enrollment approach to conducting a Facebook-delivered weight loss intervention allows members to flow into the group throughout the program, and has the potential benefits of treating more people at once and producing a higher volume of content overall. The possible trade-offs are that members might find the feed too busy or they may be dissatisfied with the amount of attention they receive from the counselor. We tested the feasibility of the open enrollment approach and discovered that it was feasible and acceptable relative to the typical approach to group-based lifestyle interventions, in which a specific number of participants are enrolled all at once and begin and end the program at the same time. We enrolled 54 additional participants in the open enrollment condition over the first 8 weeks of a 16-week intervention, bringing the total group size to 94. Despite the open enrollment group more than doubling in size during the study, the outcomes of retention and acceptability in both conditions exceeded the 80% benchmarks, with the exception that only 77% (27/35) of randomized open enrollment participants felt that the counselors were very responsive. However, 83% (39/47) of the additional open enrollment participants in that group felt that counselors were very responsive. It is possible that some randomized participants perceived a reduction in counselor responsiveness as the group size increased. Despite this, the diet tracking frequency among randomized participants was similar across both conditions, which means that the open enrollment approach did not appear to negatively impact adherence to this key behavioral strategy.
Counselors in the open enrollment condition had just over twice the engagement as the closed enrollment condition, which is consistent with the finding of a greater volume of participant engagement in the open enrollment condition. Interestingly, participants who were enrolled in the open enrollment condition while it was ongoing lost similar amounts of weight as both the randomized participants in that condition and the closed enrollment condition (mean 2.8%, SD 4.5%; mean 3.1%, SD 4.3%; and mean 1.9%, SD 4.4%, respectively), even though they were in the group for a mean and median of approximately 13 (IQR 11-15) weeks. Because this study was not powered to detect group differences in weight loss, a fully powered trial is needed to determine if the open enrollment approach can produce greater weight loss outcomes.

Contrary to our hypothesis, the randomized open enrollment participants did not engage significantly more than the closed enrollment participants did. This means that the greater volume of content in that group did not prompt the original randomized participants to post or reply more often. As such, if open enrollment proved to be more efficacious than closed enrollment for weight loss in a fully powered randomized trial, it would seem unlikely that higher individual engagement would be the mechanism of action. Future studies should explore whether groups differ in terms of intervention content, which can be thought of as both a form of passive engagement and intervention receipt. Although we did not observe group differences in individual engagement, as in previous studies [21], participant engagement was a predictor of weight loss outcomes. The open enrollment condition as a whole had a significantly greater overall volume of engagement (from participants and counselors combined) than the closed enrollment condition, likely because of the larger size of the group. The total volume of engagement in the group each week was also a predictor of weight loss each week, suggesting that a busier group may benefit individual members of that group.

Alternatively, this finding could reflect that participants who are more successful with their diet and exercise habits engage more often in those weeks. Regardless, a Facebook group with a higher volume of engagement will rank higher in Facebook’s newsfeed algorithm for any given group member, especially for group members who engage regularly [30]. This would result in greater intervention receipt, which could be a possible mechanism of action should a fully powered trial reveal the open enrollment approach to be advantageous for weight loss. Facebook’s newsfeed algorithm is also influenced by the extent to which participants engage with each other and even more so if that engagement is with other Facebook friends. A small number of group members (n=9) made new Facebook friends, while in the study, and most (8/9, 89%) were in the open enrollment condition. Future research is needed to determine how meaningful interactions among participants in Facebook-delivered interventions can be facilitated.

Although the open enrollment condition had a significantly greater volume of engagement in their group, 86% (30/35) of those randomized to this group and 91% (43/47) of the additional participants in this group said they either liked the amount of posts by other participants or wanted more, and 85% (30/35) of randomized and 96% (45/47) of additional participants in this group said they either liked the amount of comments by other participants or wanted more. This further supports the notion that a Facebook weight loss group size of 94 is feasible when ushering new participants gradually over time. Notably, 25% (10/39) of the participants in the closed enrollment condition said they would have preferred other participants to comment more, whereas only 13% (5/35) of the randomized and 17% (8/47) of the additional participants in the open enrollment condition said so. A randomized trial of a hybrid web-based weight loss program with monthly in-person groups compared group sizes of 20 and 100 and found no differences in weight loss among groups and high satisfaction in both conditions [39]. This suggests that groups as large as 100 participants do not seem to have deleterious effects on outcomes or feasibility when using web-based or hybrid approaches, regardless of whether participants start at the same time or are continuously enrolled. However, a trial comparing groups of 10 to 30 for an in-person weight loss program found that participants in the smaller groups lost significantly more weight than those in larger groups [40]. In the study, smaller groups had better session attendance, which was a significant predictor of weight loss outcomes. Group cohesion might be stronger in smaller in-person groups versus larger in-person groups because group meetings are the only opportunity to bond when the meetings are in person, and the more people who are in the room, the less time any one participant gets to talk. In web-based weight loss interventions, group cohesion may be less dependent on group size because opportunities for participant interaction are not limited to a single 90-minute weekly meeting; rather, opportunities are available 24/7.

In the postintervention focus groups, participants were asked what they liked the most about the program and in all 3 groups of participants (open enrollment randomized, open enrollment additional, and closed enrollment). The most common response was a sense of community, comprising 28.6% to 31.9% of responses in each group. This is further evidence that a web-based group of 94 people was not too large for participants to feel a sense of community. However, when asked what they liked the least about the program, 32% (12/37) of open enrollment randomized participant responses said they had difficulty feeling connected to the group compared with 5% (2/40) of the closed enrollment participant responses. This suggests that the entry of new participants into the open enrollment group may have disrupted the dynamics for some of the randomized participants; however, far fewer nonrandomized participant responses reflected this (7/46, 15%). Activities that facilitate group cohesion may be useful in larger groups, regardless of whether the participants start at the same time or are continuously enrolled. For example, small breakout sessions, icebreakers, or a buddy system may be used to help group members get to know each other better.

Future research is needed to determine the extent to which web-based weight loss groups can grow while still being feasible and acceptable to the participants. Although open enrollment did not result in the originally randomized participants engaging more than the closed enrollment group, the ability to treat many patients at once certainly has important advantages in terms of scalability; however, this should not be done at the expense of
group cohesion and undue cognitive burden. The open enrollment approach may be more feasible in real-world settings for 2 reasons. First, multiple small groups may become more difficult to manage administratively than fewer large groups, and second, patients will not have to wait until enough people are enrolled to begin treatment. For example, in our study, randomized participants had to wait on average nearly 30 days from when they provided baseline data to start the intervention, because we needed to recruit, screen, and onboard 80 participants before we could randomize them into their groups. An open enrollment approach that allows people to start the program immediately might take better advantage of the heightened motivational state that prompted patients to enroll in the first place. It might also prevent any patient loss that may occur during the waiting period.

Limitations
This study had some limitations. First, the sample was predominantly non-Hispanic White and female; thus, the results may not be generalizable to other groups. Historically, lifestyle interventions have been plagued by low enrollment of men [41]. Future research should explore men’s perspectives on participation in behavioral programs on Facebook. Second, weight loss was modest, and the study was not powered to detect group differences in weight loss. Weight loss was similar to other social media-delivered weight loss interventions in similar samples [15,42]. A fully powered trial is needed to establish the efficacy of this intervention approach in weight loss outcomes. Third, this study did not assess the time counselors spent delivering the intervention in each condition, which prevented us from calculating and comparing the cost of conducting each condition. However, we found that counselors in the open enrollment condition had twice as many comments as those in the closed enrollment condition, which indicates that they likely put more time into their group. Future trials should perform cost-effectiveness analyses to determine if any benefit of the open enrollment approach to a larger group of patients is worth the extra costs associated with the extra time spent by counselors. A previous study found that web-based weight loss intervention cost US $67.74 per kilogram lost compared with US $88.31 per kilogram lost in an in-person weight loss intervention, where groups were similarly sized (12-18 participants) [43]. This highlights the importance of further optimizing web-based approaches given that they are more cost-effective than traditional approaches. Even if counselors spent the same amount of time per participant in the larger versus smaller group, open enrollment may still be more cost-effective when treating the same number of people because of the extra time needed in the closed enrollment groups to create additional Facebook groups for each set of 40 people and scheduling posts in those groups. Finally, we did not assess whether the conditions differed in terms of the number of participants who muted notifications from the group, which is a potentially important outcome for studies testing group size. Future studies should assess this because participants might be more likely to mute notifications in a very busy group, and muting notifications could impact intervention receipt and outcomes.

Conclusions
Lifestyle interventions are effective, but traditional delivery modalities (eg, in-person or web-based group meetings) suffer from poor scalability. Web-based approaches that can efficiently serve a large number of patients are needed. We found that the approach of continuously enrolling participants in an ongoing web-based program was feasible and acceptable. Future research should explore the cost-effectiveness of enrolling large numbers of patients in web-based programs using an open enrollment approach that eliminates waiting times and leverages strategies to facilitate group cohesion.
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Abstract

Background: To maintain the benefits of a bariatric procedure, patients have to change their lifestyle permanently. This happens within a context of coresponsibilities of health care professionals and their social support system. However, most interventions are focused on the patient as an individual. In this explorative pilot study, behavioral, contextual, and experiential data were gathered to obtain insight on coresponsibility.

Objective: The aim of this study is to explore the use of trackers by patients who have undergone bariatric surgery in a data-enabled design approach.

Methods: Behavioral and contextual data on the households of patients who have undergone bariatric surgery were explored using a smartphone with an interactive user interface (UI), weight scale, activity bracelet, smart socket, accelerometer motion sensor, and event button to find examples of opportunities for future interventions.

Results: A total of 6 households were monitored. Approximately 483,000 data points were collected, and the participants engaged in 1483 conversations with the system. Examples were found using different combinations of data types, which provided the obesity team a better understanding of patient behaviors and their support system, such as a referral to a family coach instead of a dietician. Another finding regarding the partners was, for example, that the conversational UI system facilitated discussion about the support structure by asking for awareness.

Conclusions: An intelligent system using a combination of quantitative data gathered by data tracking products in the home environment and qualitative data gathered by app-enhanced short conversations, as well as face-to-face interviews, is useful for an improved understanding of coresponsibilities in the households of patients who have undergone bariatric surgery. The examples found in this explorative study so far encourage research in this field.

(JMIR Form Res 2022;6(5):e27389) doi:10.2196/27389
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Introduction

Overweight and obesity are steadily growing into one of the largest threats to human health in this century, as almost 2 in 5 people are overweight worldwide [1]. Bariatric or weight loss surgery has been used to treat patients with morbid obesity for decades with a proven long-term effect [2]. Worldwide, more than 800,000 procedures are performed annually [3]. Key
aspects of a successful treatment include multidisciplinary preoperative screening and postoperative guidance [4-6]. Even though most aftercare programs are focused on the importance of a long follow-up by a dedicated obesity team, and there is increasing knowledge on primary care for long life guidance thereafter, the time and resources used could not be enough for individual patients [7]. Obesity teams gather as much information as possible from the interviews, anamnesis, and group sessions. However, this is time-consuming, subjective, and probably incomplete. Besides lab results for medical follow-ups, other frequently used aids are questionnaires, diet diaries, and exercise tests. As obesity is undoubtedly multifactorial in origin, more sources of data can be useful, for instance, the frequency and duration of exercises and meals. Such information can be useful for the patient and for the obesity team as both have their part in the responsibility to maintain the benefits of a bariatric procedure. Frequently, behavior is influenced by those living with the patient. In most cases this will be a partner, but it could also be parents, children, housemates, close friends, or even colleagues. This could pose a challenge to successfully change behavior postoperatively, as preoperative behavior is often intertwined with a person’s social life. As this behavior is crucial for a successful bariatric intervention, the social support system has a share in this responsibility as well. Connecting these responsibilities within limited time and with limited information is demanding. An answer to this demand could be tracking data from households, using several devices with information originating from the patients, as well as others in the direct social support system. A visualization of these coreresponsibilities is suggested in Figure 1 [8,9]. Creating an interactive system with more data for these parties could enhance this coreresponsibility and, therefore, improve weight loss and quality of life for a long period. In this explorative study, such an interactive system was created. The aim of this study was to assess the value of an interactive system with tracking data from a household as a social support system for the patients who had undergone bariatric surgery.

**Figure 1.** Coreponsibility system.

![Coreponsibility system](image)

**Methods**

**Ethics Approval**

This pilot study was part of a clinical trial entitled “Together in Shape.” Its setup as a therapeutic intervention study was approved by the Philips Internal Committee of Biomedical Experiments, the medical ethical review board of Medical Research Ethics Committees United (MEC-U) and Central Committee on Research Involving Human Subjects (NL63252100.17), and the local feasibility committee (CZE-2018.06).

**Setting and Selection Criteria**

The setting was the obesity center of Catharina Hospital where up to 1000 patients are treated annually. Normally, a patient has 27 contacts individually or in group with the multidisciplinary team during 5 years of follow-up. Additional visits or telephone-based consultations are provided whenever necessary or requested. Only by exception is the guidance program transferred to primary care [10]. Information about the study was provided through the center’s eHealth portal. Selection criteria were patients in their postoperative trajectory after bariatric surgery, who had at least 1 person living nearby, could speak the Dutch language, were above the age of 18 years, willing to participate and to have house visits by the research team, and who signed an informed consent form. Eligible
patients were informed by the research team, and in-depth information about the study was provided. A series of consecutive patients who had undergone bariatric surgery were informed about the study until 6 households were included. The number of inclusions was limited due to the explorative design of the study. Each household was followed for approximately 5 to 6 weeks.

**Study Design**

A data-enabled design approach was used, which means that the collected contextual data were used during the process to continuously enhance, update, and shape the design [11]. Such a study usually consists of 2 phases: the contextual phase, to get a good conception of the setting; and the informed phase, when design interventions are tested out in the participants’ own context—in this study, their home. In the contextual phase, the focus was on collecting and determining which data was interesting and how to display this comprehensibly. This was mainly done by conversations with the participants, the research team, and health care professionals. No interventions were done in this phase. This was introduced in the informed phase, such as coaching and giving tips.

Semistructured interviews were used to gain insight on the lifestyle, daily routine, home environment, and social system of the patients. The interviews were planned beforehand and took about 2 hours; they were based on a predefined questionnaire that was compiled before the start of the study and was approved by the MEC-U. The interviews were important as they were used to correlate data points to behavior and put them into a contextual setting. During these interviews, several themes were discussed and clarified such as the general condition of the subjects, daily routine, mental health, commitment, satisfaction, possible changes to the previously mentioned elements due to the trackers, utilization of trackers, technical problems with the trackers, and unexpected outcomes. The interviews allowed for time to have practical discussions about the interactive system, the app, and to gain insights on the lifestyle, routines, and social system of the patients. This could further inform the research team of the trackers that could be used. Potential changes in the data tracking and system setups were part of this process. A translated transcription of the semistructured interviews is provided in Multimedia Appendix 1. The interviews were transcribed and coded for analysis.

Furthermore, nonstructured interval interviews were held on demand during the follow-up period to gain contextual insights into the gathered data points.

For this study, the 3 pillars of the coresponsibility system (Figure 1) that were analyzed were the obesity team (as health care professionals), the patient, and their partner (as the social support system). It was recognized by the research team that a partner is only a part of a social support system. It can also include and is not limited to other individuals such as housemates, children, parents, a close friend, colleagues, etc. In this study, the role of the partner in the social support system was the subject of the investigation to simplify the methods and results. An interactive system was created that gathered data from different sources such as medical records, situated contextual data (eg, physical activity, mental health, and nutrition), and self-reported data (eg, which family member is cooking), and consisted of different communication platforms for each of the stakeholders to facilitate the presentation and sharing of personalized coaching content for the patients who had undergone bariatric surgery and their partners. The specific collected data types and the specific content of the communication functionalities were not preset and were subject to change during the study period. Therefore, there remained a possibility to experiment with different data types and features to explore multiple designs for benefitting coresponsibility based on care questions and priorities.

The intelligent system consisted of 4 elements: data trackers, a mobile phone app, an obesity team dashboard, and a research dashboard. Three types of data trackers were used (Figure 2), which are as follows: personal data, contextual data, and open data. Personal data (physical activity bracelet and weight scale) was used for measuring number of steps, heart rate, and weight. These devices were used to give patients more insights on their weight loss progress and physical activity; the activity bracelet could interact with the mobile phone app and the dashboards. Contextual data (smart sockets and accelerometer) was used for measuring the use of devices (eg, television, household equipment) and movement (eg, opening cabinets or picking up sports equipment); these were used to track activities in home environment. Open data (smart buttons and rotary knobs) was used for measuring events (eg, cooking) and experiences (eg, how bored I am).

Figure 2. Three examples of trackers used to collect contextual and behavioral data: activity bracelet (left), event button (middle), and smart socket (right).
Patients and their partners were able to use a phone with a study app conversational user interface (UI) to participate in preset conversations based on data triggers (eg, when the accelerometer registered motion in the kitchen cabinet) with preset times, or when they were initiated by the research team. An example is shown in Figure 3. Patient and partner each had their own phone and app and received individual conversations. They were instructed about the trackers and the apps and how to use them properly. The trackers were placed on places and objects in their house after agreement with the subjects.

Figure 3. Screenshot of the mobile app.

A large number of data points were expected to be collected. The activity bracelet gathered daily physical activity summary and sleep data. The weight scale generated data points upon weight measurement. The motion sensor produced data points when a movement was registered. App analytics were recorded when patients sent or received messages or when the app was opened, interacted on, and closed. The smart buttons and the rotary knobs recorded data points when patients interacted with the buttons and based on the value they entered. To process these data points, a few steps were taken. The data were preprocessed by filtering out test data, removing outlines, and removing data points that were sent over by the devices whether or not they were working (eg, battery status). Next, script-based data analysis was performed based on clinical guidelines (eg, number of recommended steps, daily recommended meals). Lastly, dashboards were designed to visually interpret the data. An obesity team dashboard was produced to get insights on the data, and more importantly, to discuss within the research team which data were valuable. An example of the dashboard is shown in Figure 4. This visualization shows time points when a subject registered a meal. Because the types of data were adaptable and decided in negotiation with the participants, the available data were different per household. Likewise, a dashboard was built for research purposes and used by the researchers to setup, modify, and analyze the study as well as trigger the personalized coaching content in the chatbot communication system.
Results

In total, 12 participants were included in the study: 6 patients and their partners (Table 1).

The data trackers and app analytics generated around 483,000 data points, and the participants engaged in 1483 interactions with the system. The mean number of daily app interactions ranged from 7.2 to 16.9. This information was transferred into a data visualization timeline, where the interventions (e.g., providing suggestions for an exercise or a recipe) were also taken into account. The data points are the sum of the collected personal, contextual, and open data points described in the previous section. The most contextual data points were retrieved from the connected power sockets that were attached to the participants’ televisions and kitchen appliances. However, the large amount of data points was mainly due to power usages and not turn on or turn off events. The second most retrieved contextual data points were from the motion sensors. The participants themselves reported 641 events using the open data trackers (e.g., smart buttons indicating an event or rotary buttons for emotion assessment). Lastly, the personal data points included the daily summaries of the activity tracker’s sleep and activity data.

Table 1. Study population characteristics.

<table>
<thead>
<tr>
<th>Household</th>
<th>Study phase</th>
<th>Postoperative time</th>
<th>Number of daily app interactions, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Anna and Alex</td>
<td>Contextual</td>
<td>10 months</td>
<td>16.9 (37.7)</td>
</tr>
<tr>
<td>2 Bella and Brian</td>
<td>Contextual</td>
<td>12 months</td>
<td>7.2 (6.7)</td>
</tr>
<tr>
<td>3 Chloe and Chris</td>
<td>Informed</td>
<td>Direct (first operative week)</td>
<td>10.6 (14.5)</td>
</tr>
<tr>
<td>4 Diana and David</td>
<td>Informed</td>
<td>4 months</td>
<td>11.1 (7.7)</td>
</tr>
<tr>
<td>5 Emily and Eric</td>
<td>Informed</td>
<td>5 months</td>
<td>9.8 (7.6)</td>
</tr>
<tr>
<td>6 Fiona and Felix</td>
<td>Informed</td>
<td>12 months</td>
<td>10.1 (4.4)</td>
</tr>
</tbody>
</table>

Fictive names were used.

Findings that focused on coresponsibility between the patient and the obesity team were analyzed, and opportunities for interventions were consequently identified. Examples of these findings, which led to insights or changes in the intelligent system, will be explored below.

One example describes an interesting finding about household dynamics around food choices. In this household, the deep fryer was used more often than originally indicated in the meeting with the patient and the partner before the system was placed in their home. The household indicated that they eat fries once...
outcome as well as for their households. One possible approach toward this is to get insights into behaviors in the home environment using a data tracking system. Data tracking and interviews might provide an understanding of coresponsibilities in these households. By using this approach, this explorative study revealed some examples of intermingling responsibilities of the household members (sometimes the children but mostly the partners), members of the obesity team, and the patients. A limitation of this study was that the results were case-specific and, therefore, not reproducible. They merely underlined the substantial variety in social dynamics in these households. A combination of different household members, each having different values and interests, was linked to a healthier way of living. In order to help the patients’ household members, by design, to be supportive toward a healthy lifestyle change, they need to be approached in a way that fits these values and interests and the roles they take or could possibly take.

These data were regarded as a useful addition to the information normally gathered in short consultations and through some body measurements. For instance, the trackers showed that the intensity of the exercise, rather than frequency and duration, increased effectiveness. Another example showed that patients might, intentionally or unintentionally, underreport unhealthy intake, and an intelligent tracker system could reveal this. Having access to this information during a postoperative checkup might lead to choosing other intervention options. For instance, instead of a referral to a dietician, a family therapist might yield better results in some cases.

The relationship between the physicians’ and patients’ coresponsibilities is in some cases unilateral: a physician is restricted to advise on treatments and lifestyle changes based on what a patient communicates in a consultation and with a few measurements (e.g., BMI, comorbidity status). It is up to the patient what to do with this advice. By using an intelligent data tracking solution, physicians could be able to control or evaluate a therapy. A recent study also showed that high compliance can be achieved by the use of supervised home monitoring [12].

The examples found in this study show opportunities for designing new intelligent systems. However, privacy concerns might limit the effectiveness of this approach. Therefore, for future research, we emphasize the importance of giving control of data sharing to the users themselves. Findings suggest that the effect of the partner is substantial. This would be an interesting field for future work, as the role of the partner in adjusting lifestyle remains unclear. Further research is also needed to discover to what extent the role of others (e.g., children, friends, colleagues) is important in maintaining a healthy lifestyle postoperatively.

Another concern might be compliance. Prior studies have presented conflicting results in terms of compliance and reach of telehealth solutions to the use of telemonitoring intervention, ranging from 50% up to 94%. These studies, however, mostly consist of small pilot-design studies [13-16]. As home monitoring is a relatively new modality in health care, most research is explorative, and randomized controlled trials and systematic reviews are scarce. An early systematic review of the literature, however, added value to the bariatric pathway,
even though it is too early to draw final conclusions [17]. The willingness to participate in our study was high; this can be attributed to the small-scale design and, consequently, the close follow-up of the research team. Health technologies have the potential to provide additional support to a patient’s social system. However, many questions are yet to be answered. Results from this study indicate opportunities for future research. As described before, compliance might be an important factor in whether telehealth solutions in home environments or social systems will be effective. Future larger studies must explore whether patients are also willing to use telemonitoring with less involvement from a research team. Furthermore, it is still unclear which type of telehealth intervention patients prefer to use. In this study, physical, dietary, and psychosocial support was delivered all together. It is not clear which of these support types is most effectively facilitated by telehealth technologies. Not only the type but also the means of delivery of the intervention might be important. This varies based on the individuals. For instance, some might prefer a more direct approach (eg, automated push notifications for recipes around dinnertime), while others benefit more from an “on-demand” approach (eg, actively asking the chatbot for recipes). Future studies are recommended to determine the optimal type of support and means of delivery, or an optimal combination of both.

Limitations
One of the drawbacks of this explorative approach was the number of participants, as well as the nonreproducibility of the results, as they were case-specific. Furthermore, an intelligent system was built with the full approval of the participants in this study, which could be limited by privacy concerns if applied on the general postbariatric population. Another limitation could be that the data found by trackers can be used by household members to check on each other instead of giving support. The substantial amount of data collected limited the analysis strategies. It remains challenging to process these data into a dashboard for each member of the coresponsibilities as well as distracting the focus of the obesity team.

Conclusions
The results of this pilot study indicate that using data trackers in the home environment of patients could help the obesity team members to be better informed in their medical decision-making and, thus, lead to personalized support. On the other hand, there remains much room for wrong interpretations of the data. Nevertheless, this study made the first steps in an explorative way, leading to a modest conclusion.
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A Self-management SMS Text Messaging Intervention for People With Inflammatory Bowel Disease: Feasibility and Acceptability Study

Background: Mobile health technologies can be useful for providing disease self-management information and support to people with inflammatory bowel disease (IBD).

Objective: The aim of this study was to test a self-management SMS text messaging intervention for people with IBD. Our goal was to examine intervention feasibility, acceptability, and engagement and to preliminarily evaluate improvements in certain self-reported health outcomes among participants.

Methods: We developed an SMS text messaging program called Text4IBD. The program sent daily support messages and resources about disease self-management over the course of a 2-week, single-group, pretest-posttest intervention to participants (N=114) diagnosed with IBD. We examined intervention feasibility, acceptability, and engagement through Text4IBD message topic recall and use of resources (ie, visiting supplemental websites recommended by the Text4IBD program). We also assessed pretest-posttest measures of IBD-related distress, self-efficacy, perceived support, use of coping strategies, and medication adherence. Analyses examined participants’ evaluations of the intervention and compared pretest-posttest changes in secondary outcomes using paired-samples statistics.

Results: Approximately all participants who completed the intervention (n=105) were receptive to Text4IBD and viewed the program as feasible and acceptable. In addition, most participants (103/105, 98.1%) recalled at least one of the message topics sent by the program, and 79% (83/105) of them self-reported engaging with at least one of the external self-management resources recommended by the Text4IBD program. Pretest-posttest results showed reduced IBD-related distress (mean 3.33, SD 0.68 vs mean 2.86, SD 0.73; \( P < .001 \)) and improvements in most other secondary outcomes.

Conclusions: Findings from this study highlight the value of SMS text messaging as a useful digital medium for providing support to people with IBD, particularly to those who may struggle with disease-related distress. Text4IBD was highly feasible and acceptable and may help people self-manage their IBD. Future studies should aim to evaluate this program in a randomized controlled trial in clinical settings.

(JMIR Form Res 2022;6(5):e34960) doi:10.2196/34960

KEYWORDS
inflammatory bowel disease; mHealth; self-management; SMS text messaging; mobile phone
Introduction

Background

Inflammatory bowel disease (IBD) represents chronic gastrointestinal diseases—including Crohn disease (CD) and ulcerative colitis (UC)—that affect >3 million adults in the United States [1]. Examples of disease symptoms include chronic diarrhea, abdominal and joint pain, and fatigue. The relapsing-remitting nature of CD and UC can make self-management of disease symptoms difficult, which could increase the risk of experiencing disease-related distress. Recent evidence suggests that approximately 30% of people with IBD report symptoms of anxiety or depression [2,3], which is approximately triple that of US adults [4]. If unaddressed, such distress can lead to other harmful outcomes, such as a worse disease course and increased disease activity [5-11]. Thus, research should prioritize investigating methods to promote IBD self-management among individuals in distress.

SMS text messaging can be a useful medium to provide support. Research shows that SMS text messaging interventions have been successful in modifying health outcomes, particularly among people with chronic disease [12-14]. However, so far, few studies have investigated the effects of SMS text messaging among people with IBD. Recently, Riaz and Nielsen [15] developed a single-group pilot intervention that sent tailored SMS text messages about IBD medication and treatment to people with IBD. At the 12-week follow-up, participants increased their medication adherence and decreased their concerns about IBD treatment compared with baseline. Another study by Miloh et al [16] randomly assigned adolescents with IBD to either a medication reminder SMS text messaging intervention or a standard care control. Those in the SMS text messaging trial arm showed significant improvements in their medication adherence at the 6- and 12-month follow-ups than those in the control group.

However, not all IBD SMS text messaging studies have been effective. A randomized controlled trial tested educational SMS text messages about IBD self-management compared with standard care [17,18]. At the 1-year follow-up, there were no differences across trial arms in depressive symptoms, self-efficacy, or other outcomes such as quality of life. These null findings could be attributed to low intervention dose, as participants received messages only once or twice weekly. Another explanation is that the participants were assessed 6 months after beginning the trial, and message effects may have decreased before the assessment of the study outcomes.

These inconsistent findings indicate that more studies are needed to investigate effective applications of SMS text messaging as an intervention medium for facilitating disease self-management and support. Moreover, the current literature in this area is relatively homogenous, with many studies focusing on sending messages aimed at modifying medication adherence. Few interventions have sought to test whether such messaging efforts could impact other important outcomes, such as coping strategies or perceived support. Testing systematically designed messages that provide information about a multitude of disease self-management behaviors (beyond medication reminders) could have important implications for future efforts aimed at improving health and well-being among people with IBD.

Objective

This formative study sought to develop and preliminarily evaluate the results of a single-group, pretest-posttest mobile health (mHealth) intervention called Text4IBD. This intervention provided information and support about disease self-management to people with IBD for 2 weeks via SMS text messaging. Our primary goal was to assess intervention feasibility and acceptability. On the basis of dissemination and implementation literature [19], we defined feasibility as relating to the trialability and practicability of the program as evaluated by participants in this intervention setting. We defined acceptability as participants’ perceived advantage of using the intervention, such as whether they viewed the aspects of Text4IBD as satisfactory. We also examined engagement with Text4IBD through aided message topic recall and use of resource links that were featured in the program. The secondary goal of this study was to examine changes in pretest-posttest outcomes targeted by intervention messages, such as disease-related distress and perceived support.

Methods

Participant Recruitment

We built a semiautomated program using Python (version 3.8.1) to identify prospective participants on Reddit and Twitter, which are 2 popular social media platforms used for IBD discourse [20]. This program actively scanned public posts in real time to flag prospective participants. Criteria for study eligibility were that posts had to (1) discuss IBD and distress and (2) be published by individuals and not research organizations, medical providers, or patient advocate accounts. We controlled for these parameters using both Reddit and Twitter stream features and human validation. Recruitment began in December 2020 and occurred on a rolling basis for approximately 6 weeks. Users who met the eligibility criteria were contacted and sent information about the Text4IBD program. Those interested in the intervention were instructed to click a link directing them to a screener survey. Refer to Multimedia Appendix 1 for participant identification and recruitment procedures.

Inclusion Criteria

Inclusion criteria (assessed during the screener survey) required that participants (1) be diagnosed with IBD, (2) live in the United States, (3) have a smartphone that can receive SMS text messages, and (4) self-report experiencing IBD-related distress. For the last criterion, participants completed a 6-item measure of IBD-related distress, adapted from an existing short-form diabetes distress scale [21,22]. We chose to use and adapt this scale because it captures broad constructs associated with perceived distress and disease self-management, which can be applied to IBD. We also tested this adapted scale in a pilot study of people with IBD and found it to have high internal reliability. The scale began with the prompt, “During the past two weeks, how much have you...” and example scale items were, “felt that you are often failing with your IBD routine” and “felt discouraged to keep up with managing your IBD.” IBD-related
distress was assessed on a 5-point scale ranging from “not at all” (score=1) to “a great deal” (score=5). To qualify for the study, participants needed to score above a mean of 2 (“a little”) out of 5 on the composite distress scale. Reliability of the distress scale among those who completed the screener survey was high ($\alpha=.85$).

After passing the screening criteria, interested participants provided informed consent and continued to the pretest survey. In total, 207 individuals were screened for eligibility. Of these 207 individuals, 114 (55.1%) individuals enrolled in the intervention. Of these 114 participants, 1 (0.9%) participant was removed because the intervention SMS text messaging system was unable to send messages to the phone number provided to the researchers and 8 (7%) participants were lost to posttest follow-up, resulting in 105 (92.1%) participants completing the study (Figure 1).

**Figure 1.** Flow diagram of participant recruitment, enrollment, and retention.

**Intervention Design**

We programmed Text4IBD to send daily support messages about IBD self-management to the participants’ smartphones for 2 weeks. The topics of the support messages varied but centered around three self-management domains: (1) physical IBD symptoms, (2) IBD and mental health, and (3) IBD and nutrition. The first and second domains each contained 5 support messages, and the third domain contained 4 support messages (14 unique messages in total).

Support messages were constructed in 2 parts (ie, a message component pair). The first component acknowledged and validated a difficult aspect of IBD self-management. The second offered advice addressing the struggle in the first message component. For clarity, we refer to each message component pair as a singular support message. The advice offered by the support messages was informed by public content from IBD research organizations (eg, Crohn’s and Colitis Foundation) to ensure that the messages were based on scientific and expert opinions. A larger set of messages was pilot-tested in a web-based study of 44 individuals with IBD. The 14 messages in this study were chosen and refined from that larger set.

Several support messages also contained links to web-based resources from the same research organizations. The purpose of these resources was to provide additional information about self-management topics beyond what was discussed in the support messages. Resource links were in the form of a customized Bitly URL attached at the end of support messages (eg, “For more information, check out this link: [URL here]”). All support messages were reviewed for accuracy and credibility by one of the authors (EB), a gastroenterologist who specializes in IBD treatment. Text4IBD sent support messages to the participants’ phones at their preferred time of the day. The order in which the messages were sent was based on a partially static schedule (Figure 2). Participants first received all messages from the physical IBD symptoms domain, followed by all messages from the IBD and mental health and, then, from the IBD and nutrition domains; however, the order in which the support messages were sent within each domain block was randomized. Text4IBD also sent daily medication reminders to participants who reported currently taking daily oral medication in the pretest survey. These messages stated, “REMINDER: Be sure to take your IBD medication today.” Similar to the support messages, participants indicated a preferred time they wanted to receive their reminder message. Refer to Figure 3 for examples of Text4IBD messages and Multimedia Appendix 2 for all the support messages.
**Procedure**

This study featured a 16-day intervention period. First, the participants completed the screener and pretest surveys (day 0) and, then, were enrolled in Text4IBD. After enrollment (day 1), participants received a message welcoming them to the study. Starting on day 2, participants received support messages each day for 14 days. Finally, participants received a last message (day 16) informing them that the Text4IBD program was complete and that they should receive an email containing a link to take a final survey within 24 hours. Participants were eligible to earn an Amazon gift card worth up to US $40 for participating (US $20 for completing each of the pretest and posttest surveys). Participants received their incentive by the end of the month in which they completed the study. Similarly, those who completed only the pretest survey received their incentive by the end of the month.

**Ethics Approval**

The University of North Carolina at Chapel Hill Institutional Review Board approved all the study procedures (20-2201).

**Measures**

**Participant Demographics and IBD Characteristics**

For demographics, the pretest survey assessed participants’ age, gender, race, Hispanic ethnicity, education, household income, and sexual orientation. For IBD characteristics, the pretest survey assessed the type of IBD that the participants had (UC, CD, indeterminate colitis, or other), the age at which they were diagnosed with IBD, and whether they were currently taking
daily oral medication to treat their IBD or maintain IBD symptoms. The pretest survey also asked participants to rate their disease activity over the past 6 months using the single-item Manitoba IBD Index [23].

**Intervention Feasibility**

The posttest survey asked participants how difficult or easy they found participating in the study to be, whether they would enroll in the study again, and whether they thought the reminder messages were (5-point scale ranging from “not at all” to “extremely”). Those who were currently taking daily oral medication were asked how useful they thought the reminder messages were (5-point scale ranging from “not at all” to “extremely”). Participants also answered questions about their attitudes toward the study. Attitudes were assessed using a 4-item scale developed for this study. The scale began with the prompt, “Overall, would you say participating in this study was...” Responses to attitude items were on 10-point bipolar scales. Response anchors were (1) not helpful–helpful, (2) not informative–informative, (3) not supportive–supportive, and (4) not useful–useful. Reliability of the scale was high (α=.94). Acceptability items were informed by implementation and dissemination literature [19].

**Intervention Acceptability**

The posttest survey asked participants about their overall satisfaction with the content of the messages and resources sent by Text4IBD (5-point scales ranging from “not at all” to “extremely”). Those who were currently taking daily oral medication were asked how useful they thought the reminder messages were (5-point scale ranging from “not at all” to “extremely”). Participants also answered questions about their attitudes toward the study. Attitudes were assessed using a 4-item scale developed for this study. The scale began with the prompt, “Overall, would you say participating in this study was...” Responses to attitude items were on 10-point bipolar scales. Response anchors were (1) not helpful–helpful, (2) not informative–informative, (3) not supportive–supportive, and (4) not useful–useful. Reliability of the scale was high (α=.94). Acceptability items were informed by implementation and dissemination literature [19].

**Aided Topic Recall**

The posttest survey asked participants to select message topics (all the applicable topics) that they remembered being sent by the Text4IBD program. Topics were the following: (1) IBD and mental health, (2) IBD nutrition, (3) IBD diets, (4) IBD management, (5) exercise and stress, (6) IBD symptom tracking, and (7) food journaling. In addition, participants could choose 3 topics in the same list that were not part of the Text4IBD program. These foil topics were the following: (1) irritable bowel syndrome versus IBD symptoms, (2) IBD procedures, and (3) IBD and ostomies. Participants could also choose that they did not recall seeing any of these topics.

**Use of Linked Resources**

The posttest survey asked participants to select the linked resources (all the applicable resources) that they clicked during the intervention. This measure was to evaluate whether participants opened the messages on their phones, as it was not possible to collect those data. Resources in this list were the following: (1) MyGut, (2) IBD nutrition and what to eat, (3) coping strategies to improve mental health, (4) special IBD diets, (5) COVID-19 and mental health, (6) web-based IBD communities, and (7) IBD expert questions and answers.

**Pretest-Posttest Outcomes**

Both pretest and posttest surveys assessed measures of IBD-related distress [21,22], perceived IBD support (developed for this study), self-efficacy [24], use of 3 different coping strategies [25], and medication adherence [26] as secondary outcomes. Self-efficacy assessment included four subscales: (1) stress and emotions management, (2) medication management, (3) symptoms management, and (4) remission management. Medication adherence was reported as a binary outcome (complete adherence vs not complete adherence), and all other secondary outcomes were reported as approximations of continuous measures from Likert-style scales. Refer to Multimedia Appendix 3 [21,22,24-26] for all the items associated with secondary outcomes.

**Data Analysis**

We used descriptive statistics to characterize intervention feasibility, acceptability, and engagement (ie, aided topic recall and use of linked resources). We used 2-tailed paired-samples t tests and McNemar tests to examine pretest-posttest changes in the secondary outcomes for continuous and categorical variables, respectively. Only the participants who completed both surveys were included in this analysis. We calculated effect size estimates for paired-sample comparisons of continuous variables using Cohen $d$. We interpreted effect sizes of Cohen $d=0.2$ as small, Cohen $d=0.5$ as medium, and Cohen $d=0.8$ as large. Analyses were performed using R (version 3.6.2; R Foundation for Statistical Computing).

**Results**

**Participant Demographics and IBD Characteristics Obtained From the Pretest Survey**

Mean age of the participants was 29 years (range 19-53 years; Table 1); most participants were White (95/114, 83.3%), and approximately 8.8% (10/114) of the participants identified as Hispanic. More than half (68/114, 59.6%) of the participants were female, and more than one-third (44/114, 38.6%) identified as gay, lesbian, or bisexual. Slightly less than half (52/114, 45.6%) of the participants had a Bachelor’s degree or higher. Household income varied, with 46.5% (53/114) of the participants earning <US $50,000; 35.1% (40/114) earning US $50,000 to US $99,999; and 16.7% (19/114) earning ≥US $100,000.
Table 1. Demographic and IBD\(^a\) characteristics of the study sample obtained from the pretest survey (N=114).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>29.11 (7.28; 19-53)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>68 (59.6)</td>
</tr>
<tr>
<td>Male</td>
<td>36 (31.6)</td>
</tr>
<tr>
<td>Other or prefer not to say</td>
<td>10 (8.8)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>95 (83.3)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Asian</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Other or multiracial</td>
<td>15 (13.2)</td>
</tr>
<tr>
<td><strong>Hispanic, n (%)</strong></td>
<td>10 (8.8)</td>
</tr>
<tr>
<td><strong>Gay, lesbian, or bisexual, n (%)</strong></td>
<td>44 (38.6)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>12 (10.5)</td>
</tr>
<tr>
<td>Some college or associate degree</td>
<td>50 (43.9)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>40 (35.1)</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>12 (10.5)</td>
</tr>
<tr>
<td><strong>Annual household income (US $), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0-29,999</td>
<td>30 (26.3)</td>
</tr>
<tr>
<td>30,000-49,999</td>
<td>23 (20.2)</td>
</tr>
<tr>
<td>50,000-79,999</td>
<td>24 (21.1)</td>
</tr>
<tr>
<td>80,000-99,999</td>
<td>16 (14)</td>
</tr>
<tr>
<td>≥100,000</td>
<td>19 (16.7)</td>
</tr>
<tr>
<td>No response</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td><strong>IBD type, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Crohn disease</td>
<td>83 (72.8)</td>
</tr>
<tr>
<td>Ulcerative colitis</td>
<td>22 (19.3)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (7.9)</td>
</tr>
<tr>
<td><strong>Age at diagnosis (years), mean (SD)</strong></td>
<td>22.32 (8.32)</td>
</tr>
<tr>
<td><strong>Years since diagnosis, mean (SD)</strong></td>
<td>6.80 (6.44)</td>
</tr>
<tr>
<td>≤1, n (%)</td>
<td>31 (27.2)</td>
</tr>
<tr>
<td>2-5, n (%)</td>
<td>28 (24.6)</td>
</tr>
<tr>
<td>&gt;5, n (%)</td>
<td>55 (48.2)</td>
</tr>
<tr>
<td><strong>IBD activity,(^b) mean (SD)</strong></td>
<td>4.68 (1.28)</td>
</tr>
<tr>
<td>Remission, n (%)</td>
<td>36 (31.6)</td>
</tr>
<tr>
<td>Rarely active, n (%)</td>
<td>34 (29.8)</td>
</tr>
<tr>
<td>Occasionally active, n (%)</td>
<td>27 (23.7)</td>
</tr>
<tr>
<td>Sometimes active, n (%)</td>
<td>8 (7)</td>
</tr>
<tr>
<td>Often active, n (%)</td>
<td>6 (5.3)</td>
</tr>
<tr>
<td>Constantly active, n (%)</td>
<td>3 (2.6)</td>
</tr>
<tr>
<td><strong>Complete medication adherence(^c) (n=73), n (%)</strong></td>
<td>41 (56)</td>
</tr>
</tbody>
</table>
Most participants had CD (83/114, 72.8%) or UC (22/114, 19.3%); however, a small proportion (9/114, 7.9%) self-reported other IBD diagnoses such as lymphocytic or collagenous colitis. Mean age at diagnosis was 22.32 (SD 8.32) years, and approximately half (59/114, 51.8%) of the participants had been living with IBD for ≤5 years. In all, 31.6% (36/114) of the participants reported being in disease remission the past 6 months, whereas only 7.9% (9/114) reported active IBD symptoms (ie, experiencing symptoms “often” or “constantly”) over the same time. Most participants (73/114, 64%) reported currently taking daily oral IBD medication. Approximately half (41/73, 56%) of them reported complete medication adherence.

Feasibility and Acceptability

Approximately all participants (101/105, 96.2%; Table 2) said it was easy to participate in the study, that they would participate again if given the option (98/105, 93.3%), and that they would recommend the study to others with IBD (99/105, 94.3%). Most participants (90/105, 85.7%) thought that the message frequency during the intervention was approximately right, and 91.4% (96/105) of the participants reported reading “all” or “a lot” of the messages. The perceived usefulness of the medication reminder messages was modest (mean 3.37, SD 1.39). In addition, overall attitudes toward Text4IBD were positive (mean 8.03, SD 2.04), and participants tended to be satisfied with the content of the support messages (mean 3.81, SD 1).
Table 2. *Text4IBD* feasibility, acceptability, and engagement (n=105).

<table>
<thead>
<tr>
<th></th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easy to participate, n (%)</td>
<td>101 (96.2)</td>
</tr>
<tr>
<td>Would participate again, n (%)</td>
<td>98 (93.3)</td>
</tr>
<tr>
<td>Would recommend to others with IBD,a n (%)</td>
<td>99 (94.3)</td>
</tr>
<tr>
<td>Message frequency approximately right, n (%)</td>
<td>90 (85.7)</td>
</tr>
<tr>
<td><strong>Number of messages read, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>All of them</td>
<td>76 (72.4)</td>
</tr>
<tr>
<td>A lot</td>
<td>20 (19)</td>
</tr>
<tr>
<td>Some</td>
<td>8 (7.6)</td>
</tr>
<tr>
<td>Very few</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td><strong>Overall attitude toward the intervention, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Helpful</td>
<td>8.03 (2.04)</td>
</tr>
<tr>
<td>Informative</td>
<td>7.88 (2.29)</td>
</tr>
<tr>
<td>Supportive</td>
<td>7.99 (2.24)</td>
</tr>
<tr>
<td>Useful</td>
<td>8.33 (2.05)</td>
</tr>
<tr>
<td>Medication reminder was useful,b mean (SD)</td>
<td>7.91 (2.34)</td>
</tr>
<tr>
<td>Satisfied with message content, mean (SD)</td>
<td>3.37 (1.39)</td>
</tr>
<tr>
<td>Satisfied with message resources,c mean (SD)</td>
<td>3.64 (0.98)</td>
</tr>
<tr>
<td>Used at least one message resource, n (%)</td>
<td>83 (79)</td>
</tr>
<tr>
<td><strong>Message resources accessed,d n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>MyGut</td>
<td>45 (42.9)</td>
</tr>
<tr>
<td>IBD nutrition and what to eat</td>
<td>45 (42.9)</td>
</tr>
<tr>
<td>Coping strategies to improve mental health</td>
<td>41 (39)</td>
</tr>
<tr>
<td>Special IBD diets</td>
<td>39 (37.1)</td>
</tr>
<tr>
<td>COVID-19 and mental health</td>
<td>38 (36.2)</td>
</tr>
<tr>
<td>Web-based IBD community</td>
<td>32 (30.5)</td>
</tr>
<tr>
<td>IBD expert questions and answers</td>
<td>24 (22.9)</td>
</tr>
</tbody>
</table>

aIBD: inflammatory bowel disease.

bAssessed only among those who reported taking daily oral IBD medication in the posttest survey (n=65).

cAssessed only among those who reported accessing at least one message resource (n=83).

dVariables are not mutually exclusive.

**Engagement With Message Topics and Use of Linked Resources**

In the posttest survey, approximately all participants (103/105, 98.1%; Figure 4) reported recalling at least one *Text4IBD* message topic. The most recalled topic was IBD and mental health (84/105, 80%), followed by IBD and nutrition (81/105, 77.1%), IBD diets, (80/105, 76.2%), and IBD management (75/105, 71.4%). The least recalled topics were IBD symptom tracking (58/105, 55.2%) and food journaling (55/105, 52.4%). A modest number of participants (19/105, 18.1%) falsely reported recalling one or more of the 3 foil topics, with the most selected foil topic (irritable bowel syndrome vs IBD symptoms) being inaccurately recalled by 12.4% (13/105) of the participants.
In the posttest survey, 79% (83/105; Table 2) participants self-reported using at least one Text4IBD linked resource. Linked resource satisfaction was modest (mean 3.64, SD 0.98). The most used resources were MyGut (an IBD self-management mobile app; 45/105, 42.9%), IBD nutrition and what to eat (45/105, 42.9%), coping strategies to improve mental health (41/105, 39%), special IBD diets (39/105, 37.1%), and COVID-19 and mental health (38/105, 36.2%). The web-based IBD communities (32/105, 30.5%) and IBD expert questions and answers (24/105, 22.9%) resources were accessed by few participants.

**Differences Between Pretest and Posttest Outcomes**

In the posttest survey, participants reported lower IBD-related distress than during the pretest survey (P<.001; Table 3). This change constitutes a medium to large effect size (Cohen d=0.77). Participants reported a modest improvement in their perceived IBD support from pretest to posttest period (P<.001; Cohen d=0.47). Participants also reported pretest-posttest improvements in stress and emotions management (P<.001), remission management (P<.001), and symptoms management (P<.001) self-efficacy. These changes exhibited medium to large effect sizes (Cohen d range 0.58-0.75). Changes in the use of coping strategies varied. Participants reported minor increases in their use of relaxation (P=.009) and positive thinking (P=.03) coping strategies from pretest to posttest period. In contrast, in the posttest survey, participants reported worse scores for the altering their diet to improve IBD symptoms coping strategy than in the pretest survey (P=.02). Changes among the 3 coping strategies exhibited small effect sizes (Cohen d range –0.22 to 0.26). Finally, participants currently taking daily oral medication for their IBD did not observe any pretest-posttest improvements in medication adherence (P=.45) or medication management self-efficacy (P=.49).
The primary goal of this study was to assess whether people with IBD would be receptive to a support-based SMS text messaging intervention, and the results were promising. A secondary goal of this study was to test whether an SMS text messaging intervention would be useful in improving health outcomes. Although the lack of a control group precludes us from making strong causal conclusions, our pretest-posttest findings provide compelling evidence that the intervention may support the implementation of similar mHealth frameworks in future self-management interventions for this population.

A surprising result of this study was its null findings regarding medication-related outcomes. In contrast to other research [15,16], participants did not show any pretest-posttest improvements in medication self-efficacy or adherence outcomes. Regarding the self-efficacy outcome, this finding is likely explained by the fact that mean pretest scores were high overarching, and few participants reported recalling a foil message topic. These findings support the literature showing that people with IBD tend to be receptive to the idea of eHealth interventions for disease self-management [33-37] and that digital technologies can be used for therapeutic purposes [38-40].

Indicators of engagement with Text4IBD were also positive. For example, 79% (83/105) of the participants reported accessing at least one linked resource, aided topic recall was high overall, and few participants reported recalling a foil message topic. These findings support the literature showing that people with IBD typically experience [2,3] and the various health clinical implications, given the high levels of distress that people with IBD typically experience [2,3] and the various health consequences associated with distress [5-11]. Results also suggest that participants increased their perceptions of IBD support, confidence to self-manage IBD (ie, self-efficacy outcomes), and use of some coping strategies. These findings support the implementation of similar mHealth frameworks in future self-management interventions for this population.

Table 3. Pretest-posttest differences among study outcomes (n=105).a

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Pretest assessment</th>
<th>Posttest assessment</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBDb-related distress, mean (SD)</td>
<td>3.33 (0.68)</td>
<td>2.86 (0.73)</td>
<td>&lt;.001</td>
<td>0.77</td>
</tr>
<tr>
<td>Perceived IBD support, mean (SD)</td>
<td>2.89 (0.92)</td>
<td>3.26 (0.93)</td>
<td>&lt;.001</td>
<td>0.47</td>
</tr>
<tr>
<td>Self-efficacy, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remission management</td>
<td>4.94 (1.94)</td>
<td>6.39 (1.97)</td>
<td>&lt;.001</td>
<td>0.75</td>
</tr>
<tr>
<td>Stress and emotions management</td>
<td>5.19 (1.85)</td>
<td>6.45 (1.76)</td>
<td>&lt;.001</td>
<td>0.69</td>
</tr>
<tr>
<td>Symptoms management</td>
<td>4.21 (1.96)</td>
<td>5.53 (2.09)</td>
<td>&lt;.001</td>
<td>0.58</td>
</tr>
<tr>
<td>Medication managementc</td>
<td>9.32 (2.23)</td>
<td>9.66 (1.64)</td>
<td>.49</td>
<td>0.09</td>
</tr>
<tr>
<td>Coping strategies, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of relaxation techniques</td>
<td>2.63 (1.12)</td>
<td>2.93 (1.07)</td>
<td>.009</td>
<td>0.26</td>
</tr>
<tr>
<td>Think positively about IBD</td>
<td>2.47 (1.24)</td>
<td>2.69 (1.14)</td>
<td>.03</td>
<td>0.21</td>
</tr>
<tr>
<td>Alter diet to improve IBD</td>
<td>3.44 (1.26)</td>
<td>3.18 (1.09)</td>
<td>.02</td>
<td>–0.22</td>
</tr>
<tr>
<td>Complete medication adherencec (n=61), n (%)</td>
<td>36 (59)</td>
<td>40 (65.6)</td>
<td>.45</td>
<td>N/Ad</td>
</tr>
</tbody>
</table>

*aMeasures were assessed on 5-point scales, except self-efficacy subscales (11-point scales) and complete medication adherence (dichotomous outcome); low values in the posttest survey for IBD-related distress indicate better outcome, whereas high values in the posttest survey for perceived IBD support, self-efficacy subscales, coping strategies, and complete medication adherence indicate a better outcome. We also ran the analyses controlling for age, gender, education level, type of IBD, time since IBD diagnosis, and disease activity and did not find any differences in the pattern of effects. Thus, we present the findings without adjustment.

bIBD: inflammatory bowel disease.

cAssessed only among those who reported taking daily oral IBD medication both in the pretest and posttest surveys.

dN/A: not applicable.

Discussion

Principal Findings

This study sought to examine Text4IBD feasibility, acceptability, and engagement and to preliminarily evaluate pretest-posttest changes in health outcomes targeted by the intervention. Results demonstrate that delivering an IBD support intervention by SMS text message was feasible and that participants viewed the program as acceptable. Participants also recalled most of the support message topics, and many used the linked resources. Furthermore, results showed improvements in several self-reported outcomes, including IBD-related distress and perceived support. These findings provide much-needed empirical evidence to the ongoing discussion about the utility of eHealth in personal IBD health care [27-32] and suggest that people with IBD tend to be receptive to the idea of eHealth interventions for disease self-management [33-37] and that digital technologies can be used for therapeutic purposes [38-40].

A secondary goal of this study was to test whether an SMS text messaging intervention would be useful in improving health outcomes. Although the lack of a control group precludes us from making strong causal conclusions, our pretest-posttest findings provide compelling evidence that the intervention may have reduced disease-related distress. This result has important clinical implications, given the high levels of distress that people with IBD typically experience [2,3] and the various health consequences associated with distress [5-11]. Results also suggest that participants increased their perceptions of IBD support, confidence to self-manage IBD (ie, self-efficacy outcomes), and use of some coping strategies. These findings support the implementation of similar mHealth frameworks in future self-management interventions for this population.

A surprising result of this study was its null findings regarding medication-related outcomes. In contrast to other research [15,16], participants did not show any pretest-posttest improvements in medication self-efficacy or adherence outcomes. Regarding the self-efficacy outcome, this finding is likely explained by the fact that mean pretest scores were high (mean 9.32 out of 11, SD 2.23), leaving little scope for...
improvement. In contrast, medication adherence was modest during the pretest period (36/61, 59%) and only marginally improved by the posttest period (40/61, 66%). This nonsignificant change could be because medication reminder messages were only sent once per day, which may not help individuals taking multiple medications at different times throughout the day. Notably, participants in this study were individuals with IBD who likely had an established medication regimen. A similar type of intervention might prove more effective for those with new IBD diagnoses or those trying to implement a new regimen.

It should be stated that these null findings do not suggest that medication reminder messages have no role in IBD interventions. In fact, the opposite is true, as evidence generally shows positive effects of such interventions on disease outcomes in studies among people with chronic disease [12]. Instead, future studies should improve the reminder message component of this intervention, such as by better tailoring the messages to participants’ needs (e.g., allowing participants to set medication reminders at times and frequencies that fit their schedule).

Finally, participants reported a low likelihood of altering their diet to improve IBD symptoms from the pretest to posttest period, indicating a worse outcome. A possible explanation for this could be that altering one’s diet is not a regular behavior. That is, people with IBD likely do not experiment with their diet, especially if they have adapted to a nutrition plan that works for them. However, diet is integral to IBD self-management, and thus, studies examining the viability of using mHealth to improve nutrition for those with IBD warrants further investigation.

Overall, findings from this formative study provide insight regarding the design, implementation, and dissemination of mHealth interventions in this area. As previously discussed, past IBD and SMS text messaging interventions have tended to last between 3 and 12 months [15-18], with follow-up results exhibiting inconsistent findings. In contrast, Text4IBD was intentionally designed to expose participants to a large number of diverse support messages in a short period. Our high sample retention (105/114, 92.1%) and the effects exhibited between pretest-posttest secondary outcomes suggest that interventions of this design may be well suited for delivering support about IBD self-management and for lessening participants’ burden and fatigue. Of course, it should be stated that the magnitude of our findings is attributable, in part, to the relatively short duration of this study and the assessment of outcomes immediately after intervention completion [41]. Therefore, researchers interested in examining longitudinal effects may wish to use other study designs. Nonetheless, future studies should consider iteratively testing Text4IBD across varying durations and populations to assess its efficacy over time.

Strengths of this study include high retention of participants at the 2-week posttest assessment, a diverse set of support messages about IBD self-management selected from pilot study findings, and implementation of a custom mHealth program that allowed participants to choose when to receive support messages. The main limitation of this study is that it used a single-group design, which limits our ability to fully attribute changes in study outcomes to the intervention. Future studies should test Text4IBD in a randomized controlled trial. Another limitation is that the participants were recruited via convenience sampling methods using public social media data. Factors such as digital literacy and nongeneralizable representation among social media users—as evidenced by characteristics of our study sample (i.e., predominately White and female)—mean that additional studies are needed to examine whether our findings apply to all people with IBD.

Conclusions

We developed Text4IBD to provide information and support about disease self-management to people with IBD. Our SMS text messaging intervention was feasible and highly acceptable, and intervention retention was high. Given that people with IBD struggle with self-managing their disease, the results from this study are encouraging and support the future use and development of digital technologies to improve health outcomes in this population.
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Abstract

Background: Young African American women have higher rates of sexually transmitted infections, including HIV, than those of young women of other racial and ethnic groups. Gender-, culture-, and age-specific interventions are needed to end the HIV epidemic. The Women’s CoOp (WC) is an HIV risk–reduction intervention that is proven to be efficacious in various face-to-face formats.

Objective: This study aims to adapt the delivery method of an evidence-based intervention, the WC, from an in-person format to a self-guided mobile health (mHealth) format while ensuring that core elements are maintained for intervention comparability and fidelity.

Methods: Several adaptation phases were conducted by using the Personal Health Informatics and Intervention Toolkit (PHIT) as a guiding point to create the mobile app version of the WC. Throughout 5 phases, we established the implementation groundwork for the app; conducted formative research activities to test the initial draft of the app and obtain feedback; applied the PHIT toolkit programming structure to produce the mHealth version of the WC intervention; conducted usability testing and pretesting with interested parties, followed by in-house testing by WC interventionists and PHIT developers; and deployed the app to tablets and distributed it to study participants. The app underwent regular maintenance updates during the study.

Results: The team converted the seven elements of the WC as accurately as possible for comparability to determine efficacy in a mobile app format while changing little about the basic delivery methods. For instance, cue card presentations of the materials delivered by the intervention staff were presented within the app but with voice-over narration and in a self-guided format rather than being led by a staff member. Other aspects of the intervention did not lend themselves to such straightforward adaptation, such as hands-on condom proficiency practice and one-on-one goal-setting activities. In these cases, the subject matter experts and app developers worked together to find comparable analogs to be used within the app. Once developed, tested, and finalized, the mHealth WC app was deployed into local health departments as part of a randomized trial.

Conclusions: This systematic adaptation process created an accurate mHealth equivalent of an existing, in-person behavioral health intervention. Although participants’ reception of the app during the formative developmental phase was overall positive, maintaining fidelity to the in-person delivery compromised the natural capabilities of a mobile app, such as further gamification, different types of interactivity, and integrated notifications and messaging, which could be helpful for participants’ adherence to the intervention schedule. Given the development and implementation of the app, the next step is to examine the impact of the app and its efficacy in HIV and substance use risk-reduction.

(JMIR Form Res 2022;6(5):e34041) doi:10.2196/34041
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Introduction

Background
African American women have experienced an unparalleled burden of HIV since the start of the epidemic and currently account for 55% of new HIV cases among women in the United States, despite representing 13% of women in the US population [1]. The rate of new HIV diagnoses among African American women is 13 times higher than that of White women and nearly 4 times higher than that of Hispanic or Latina women [2]. The disparity is even greater among African American female adolescents and young adults, particularly in the US South. In 2019, adolescents and young adults aged 13 to 24 years represented 21% of 36,398 individuals newly diagnosed with HIV in the United States [3]. In addition, approximately 51% of the new cases occurred in the US South, with African Americans representing 52% of these cases in the region [3]. Sexually transmitted infections (STIs) further place women at an increased risk for HIV, with African American women experiencing similar disparities in STI rates. Adolescents and young adults aged 15 to 24 years represent approximately half of the estimated 19 million new STI cases that occur each year in the United States, with young African American women experiencing approximately 4.5 times the rate of chlamydia, 5.2 times the rate of syphilis, and 9.3 times the rate of gonorrhea compared with young White women in the same age group [4]. These disparities in STI rates are further reflected in the US South, including North Carolina. Previous research has shown that social determinants, such as poverty, food insecurity, housing instability, lack of childcare, lack of transportation, experienced stigma, substance use, violence from intimate partners, and other socioeconomic constraints and structural barriers are associated with STI risk and acquisition [5]. Despite these alarming rates, few cultural-, age-, and gender-specific strategies exist to reach young African American women, which promote positive health behavior change by addressing social determinants and providing HIV risk–reduction information and skill-building activities. Consequently, technologically innovative methods of reducing STI and HIV burden based on adapted evidence-based HIV prevention strategies need to be tested with young African American women.

An estimated 97% of the US population owns a mobile phone, with approximately 83% of African Americans reporting smartphone ownership and 99% reporting ownership of any type of mobile phone [6]. Notably, African Americans have the highest smartphone ownership and use compared with any other racial or ethnic group in the United States [7]. Among African Americans, an estimated 85% of individuals text an average of 70 texts per day, with higher rates among female adolescents and young adults [6]. In addition, current research indicates that individuals with lower levels of income and education text more often than those at the higher end of the income and education scale [8-10]. The rapidly expanding accessibility of mobile technology, including smartphones and internet-based laptops or tablets, offers a unique opportunity for affordable linkage to health care and other valuable health information for hard-to-reach populations [11-13]. However, despite the large amount of time that young African American women engage with their smartphones, and given that racial and ethnic minority groups are using mobile phones to access health information more frequently than nonminority individuals, few targeted mobile health (mHealth) initiatives exist to reach young African American women, which are intended to increase their positive health outcomes, especially in HIV prevention [14]. Several behavioral health interventions have been developed and implemented for African American women that aim to reduce HIV, substance use, gender-based violence, and other related risks [15-20]. One such intervention developed specifically for African American women is the Women’s CoOp (WC), a best-evidence, empowerment-based, in-person, HIV risk–reduction behavioral intervention [21,22]. The WC is one of a few best-evidence interventions for African American women in the US South who use substances—a key population at risk for HIV. Originally, a 4-session cue card intervention comprising 2 individual and 2 group sessions focused on achieving personal power and agency to reduce sexual risk for HIV and STIs through hands-on activities such as condom demonstrations, sexual negotiation, and partner communication role-play and by learning about their bodies and reproductive health. This intervention showed statistically significant reductions in sexual risk and substance use [22] and has been adapted to a variety of contexts and settings in the United States, South Africa, Russia, and the Republic of Georgia [23]. The WC has been delivered by both trained clinic staff and project staff interventionists.

Aim
As part of a crossover randomized trial, this study sought to test the efficacy of two delivery methods—face-to-face compared with mHealth—of an adapted version of the WC. This adaptation has reached female African American adolescents with mHealth—of an adapted version of the WC. This adaptation has reached female African American adolescents in the US South using the same information and methods as the original WC but adjusted to the context of a younger age group [24]. We aimed to develop a comparable mobile app version (mobile WC [mWC]) of the in-person WC program. The ability to tailor behavioral interventions to the culture, age, and gender of the intended population makes mHealth an innovative and valuable tool for reaching young African American women for HIV prevention.

This paper describes the adaptation process, activities, and rationalizations behind decisions made by behavioral health researchers and app programmers involved in the mHealth app development, the challenges encountered in the course of
Methods

Adaptation Process and Agile Development

Although the adaptation process was iterative rather than linear, the conducted activities encompassed multiple phases, from the initial selection of the mHealth platform to the app’s maintenance.

Phase 1: Selection of the mHealth Platform

When deciding on a technological platform to adapt the intervention to an mHealth format, the behavioral health team, led by the developer of the WC, held 2 specific goals paramount. First, it was important that the resultant app be accessible to and usable by all participants equally. Second, the participant information needed to be thoroughly secured. These 2 guiding intentions informed the ultimate decision to use the Personal Health Informatics and Intervention Toolkit (PHIT) platform to produce the app.

The PHIT platform is a software development framework that allows for rapid production of cross-platform, research-oriented custom mHealth apps [26]. This framework is most often used to build personalized health intervention apps using the subjective and objective measurement, assessment, and plan methodology [27]. The cross-platform aspect means that a single codebase can produce both a native Android app and a native iOS (Apple) app. Consequently, no participant would be turned away for having access to one type of device or another.

However, participant access to a reliable Wi-Fi internet connection, singular nonshared ownership of a private smartphone, and consistency of app appearance and performance across all devices were concerns shared by the team. Ultimately, these concerns led to the decision of providing participants with project-assigned devices preloaded with the app rather than installing the app on the participants’ own devices, ensuring more consistency and participant confidentiality throughout the study. By providing a device for use during the study rather than having participants use their own devices, we were able to rely on using one type of device and operating system to ensure each participant’s experience was the same from an equipment standpoint.

All research data collected and generated via the use of a PHIT app are stored locally within the app space in an encrypted SQLite database, allowing these apps to operate, gather, and save data without the need for an active cellular or internet connection. This was important when choosing a possible technology solution as some potential participants may not have had steady or predictable internet access. These data are stored with no participant information (only a unique participant ID) and can be uploaded whenever a Wi-Fi or cellular connection becomes available. Data transmission occurs using the secure https protocol and is stored in a secure SQL server database accessible only to authorized study personnel via user ID and password authentication. The app itself is protected from unauthorized access by a 4-digit personal identification number (PIN) chosen by the participant. The secure PIN must be entered each time the app is accessed for use, which serves the dual purpose of keeping personal data hidden from others while allowing only the study participant to record data.

Phase 2: Planning

Once the technological platform was selected, the behavioral health team began a series of ongoing meetings with the software development team to plan the specifics of the mHealth adaptation. The subject matter experts explained the seven core elements of the in-person WC intervention and worked with the developers to devise the best adaptation methods to retain fidelity to the original delivery mechanisms [22]. The developers then created the first draft of the app intervention screens, which included the cue card user interface and embedded video vignettes of success stories from previous WC participants. These drafts were later shown to potential young female participants during the formative research phase to elicit their feedback.

Phase 3: Formative Research

Several activities were conducted as part of the formative research phase, including discussions with senior staff from the 3 proposed participating health departments in North Carolina, Community Collaborative Board members, and a series of focus group discussions (FGDs)—2 with young African American women at risk for HIV (N=8) and 6 with service providers who work with young African American women (N=40). Led by the same trained project staff member, all FGDs were audio recorded and had at least one notetaker present. All FGD participants provided written and signed informed consent. Notes and transcripts from each FGD were reviewed for main themes related to the intervention, which included delivery, content, length, and format.

The formative findings indicated that the adapted intervention delivered via mHealth would be well-received among the young women. Young, female focus group participants noted the following:

-...certain things like that, that they can relate to that’ll grab their attention.
-It’ll help. They’d probably like open up more, be honest...on the tablet versus...talking to somebody.
-I feel like just bringing it on a device like that is making it a little bit more up to date. It’s not a video you have to watch. It’s not reading out of a textbook. It’s a little bit more into, you know, today’s time, interactive. I think if you’re really trying to get them to be interested in that, it’s just bringing the attention towards, you know, what they’re interested in today.

Some service providers believed that the mHealth platform might be a way of engaging individuals who are not comfortable discussing certain sensitive topics face-to-face:

-...if it’s a meaningful interaction, I think it could play a big role...
-They can do it at their own leisure.
-...if it’s on...as you mentioned, like a smartphone, then they can do it privately. They can watch it and they can cry if they want to and they don’t have to feel, as
mentioned earlier, that they have to be super strong Black women and not express any emotions, even though they feel it.

I think with giving them something concrete to use—on their own schedule, their own time, in their own space will make it effective. It’s not like the normal interventions; this is a little different.

However, service providers also indicated that potential barriers to young women participating and continuing in this study could include lack of motivation to participate or use the mobile app, the amount of information presented to them at once, the length of the sessions, and the potential to use the tablet for other activities being a distraction from completing the intervention. Service providers noted the following about the mHealth platform:

They going be doing everything else except for that app...
They might do one session and dip, but—but at least they did something.
I would prefer it, but I would also be motivated to do it on my own, whereas I don’t know that everyone will do it.

Phase 4: App Development

Following the formative phase, the app developers began work on implementing the findings from the planning and formative research phases. Beginning with the aspects of the app that were more unambiguous with respect to adaptation methods, the developers used an iterative and responsive development process to construct the app. This involved rapid communication between the behavioral health and development teams via frequent in-person meetings coupled with more impromptu communication via instant messaging applications such as Microsoft Teams and Skype (Microsoft Inc) for progression and confirmation of app changes and additions to ensure that the content aligned with the source intervention. The team also addressed any early-on bug fixes in the app during this phase, such as the correction of programming glitches or content errors.

Phase 5: Usability and Pretesting

During this phase, the mHealth development team and various project staff conducted extensive usability testing to ensure the app was intuitive and self-guided. Specifically, members of the behavioral health team meticulously reviewed all the potential pathways of the app using a methodical iterative procedure to test for errors, clarity, and flow. This included going through all options within the app as a potential participant would and documenting any changes needed. Examples of changes requested by the behavioral health team included phrasing of statements, stylistic preferences, and usability enhancements. Continuing the agile development process required that changes and additional bug fixes be implemented by the development team, tested, and redeployed to project staff testing devices.

The pretesting of the mWC intervention was guided by the study staff. A total of 6 study participants who had attended formative FGDs and were eligible for the study were invited to the study team’s main research campus to pretest the near-final mWC intervention on a 7-inch Acer Iconia One 8 project tablet. Participants also completed a satisfaction and usability form for the app and were provided a gift card to thank them for their time.

Phase 6: In-house Testing

In the next to last stage of app development, the behavioral health team conducted in-depth testing to prepare for dissemination. Testing of the final intervention was conducted on the target study device: 7-inch Acer Iconia One 8 tablets purchased for the project. The study staff confirmed the basic functionality of all portions of the app, including app behaviors such as adherence to security measures (eg, whether the app required a PIN to access user information), the appropriate progressive disclosure of intervention materials, and acceptable media performance on the tablet.

Throughout testing, the behavioral health team stayed in close contact with the app development team to ask questions, make requests, and identify bugs.

Phase 7: Finalization and Maintenance

Once in-house testing was completed, the app development team made a canonical version 1 build of the mWC app. An initial set of study tablets was provisioned and loaded with the app and then provided to the previously identified study sites in 3 North Carolina health departments.

Over the course of the study, updates to the app were made 5 times. One of the revisions was to implement a method of PIN recovery for participants who had forgotten the required 4-digit PIN they created to access the app. Other revisions were to update and expand the referral guides section of the app (refer to the following sections). Whenever the app was updated, the newest version was installed on each new batch of tablets as they were provisioned for the study. In the case of the PIN recovery app modification, the user’s app could be updated on the tablet from a connected computer without the loss of previously collected study data.

Ethics Approval

This study was approved by the RTI International Office of Research Protection Institutional Review Board (ID Number 13836), in addition to the research committees of Wake County Human Services and the Durham County Department of Public Health. The Guilford County Department of Public Health Director granted approval in lieu of a formal review by a research committee.

Results

Overview

When setting out to design the app-based version of the WC, it was important to the researchers that the mobile adaptation closely matched the original version of the WC to enable a faithful comparison between the effectiveness of the two modalities. As previously stated, the in-person intervention sessions comprise health information content delivered via cue cards followed by a behavioral goal-setting process, both guided by a trained project staff member. We decided to keep the
content and delivery modes of the sessions the same where possible and to modify only as necessary for presentation on a mobile device. Although the decision to provide participants with study-issued devices was made early on, tablets were chosen over smaller devices, such as smartphones, to provide a better user experience for the rich media of the intervention.

The primary difference between the two delivery methods is the self-directed aspect. The in-person intervention is guided by a trained interventionist, whereas the mobile version is almost entirely self-paced and self-guided. In the app, participants choose options from menus and can move forward and backward as they please, with the opportunity to replay any portion of the app at any time. Although repeating the consumption of content and time spent in sessions is largely up to the participant while using the mobile app, the linear nature of the intervention sessions is preserved by providing access to subsequent sessions and related activities only as the previous ones are completed. Table 1 presents a comparison of the two delivery methods regarding components and characteristics.

Table 1. Comparison between the two delivery methods of the WCa.  

<table>
<thead>
<tr>
<th>Components</th>
<th>Face-to-face WC</th>
<th>mWCb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timing</td>
<td>This includes 2 sessions, typically scheduled a week apart.</td>
<td>Session 2 is immediately available to the participant upon completion of session 1.</td>
</tr>
<tr>
<td>Interventionist or navigation of intervention</td>
<td>Sessions are one-on-one between a trained project staff member and a study participant.</td>
<td>Sessions are self-guided by using forward and backward navigation to move between slides, videos, and activities. Each card is accompanied by an audio narration reading the content.</td>
</tr>
<tr>
<td>Order of content</td>
<td>Cue cards and video vignettes are reviewed in a specified order by the interventionist.</td>
<td>Cue cards and videos are presented in a specified order via programming.</td>
</tr>
<tr>
<td>Activities and participant engagement</td>
<td>Key ideas are discussed as they are presented, with back-and-forth communication to aid in knowledge retention.</td>
<td>Key ideas have been developed into accompanying activities that intersperse the cue cards. These are interactive minigames the participant completes to aid in knowledge retention.</td>
</tr>
<tr>
<td>Role-play and rehearsal</td>
<td>Scenarios such as condom negotiation and application are practiced during role-play to allow the participant to develop skills.</td>
<td>Cue cards prompt participants to consider how they might react in certain situations. There are also follow along at home videos presented, during which participants are encouraged to practice along.</td>
</tr>
<tr>
<td>Personalized action plan</td>
<td>At the end of each session, the participant develops their action plan with guidance from the interventionist.</td>
<td>At the end of the session, the participant constructs their action plan by reviewing a series of screens with common goals and steps from prior studies.</td>
</tr>
<tr>
<td>Revisiting action plan or check-in</td>
<td>In session 2, the participant and interventionist discuss progress on the participant’s action plan from session 1.</td>
<td>Once an action plan is confirmed by the participant, a new menu item becomes available on the home screen. Participants are encouraged to visit this monitor goals screen often to reflect on and update their action plan.</td>
</tr>
<tr>
<td>Check-in</td>
<td>After session 2, the interventionist follows up with the participant to check on the progress of their action plan.</td>
<td>After session 2, the participant unlocks an additional set of potential goals to add to their action plan. The monitor goals screen tracks all action plan goals in one place and can be visited at any time.</td>
</tr>
</tbody>
</table>


Cue Cards and Video Media

The bulk of the health information content was adapted to a self-directed slideshow by converting the Microsoft PowerPoint slide decks, or cue cards, originally presented in person by an interventionist. The participant enters a session by choosing it from the home screen menu and is placed into an engaging full-screen presentation (Figure 1).

Cue card design, content, and order are the same in the face-to-face WC and the mWC interventions. However, in the mWC app, the participant moves through the cards at their own pace by tapping forward and backward buttons. The participant could also choose to pause or exit the app at any time and pick up later where they left off. Each card’s content is narrated by embedded audio narration and can be replayed if desired. The entire session itself is available for play or replay from the home screen menu at any time after the participant has unlocked it by completing the previous session or goal-setting activity (action plan).

Video vignettes of mostly African American young women sharing brief personal stories relating to the session topics are interspersed throughout the text and image-based cue card content (Figure 2).

Owing to concerns about future scale up and dissemination, the amount and file size of videos were reduced. At the time of development, the Apple App Store limited the size of apps to 100 MB if they were to be downloadable over a cellular connection.
Referral Guides

Participants in the in-person intervention received referrals, as needed, to local organizations or resources providing services in the domains of food aid; employment, education, housing, legal, parenting, and substance use; sexual, mental, and general health; and domestic violence and sexual assault support.

The same resources are provided in the app but with a self-directed aspect. A referral guide option is always available from the home screen menu (Figure 3) and participants choose which geographical location (out of the ones provided based on the location of the study health clinics) is most convenient to them.

As referral resources are updated by health staff, the app is also updated with new information. Participants joining the study would receive the most up to date version of the app during their scheduled mHealth appointments.
Although adapting a more passive activity such as consuming information by following along with cue cards or watching videos is relatively straightforward, replacing the back-and-forth communication during knowledge retention activities in the in-person intervention provided a greater challenge. The goal of this aspect of the behavioral intervention is to recap previously presented key topics in a reciprocal manner with the aim of assessing understanding while reinforcing recall and absorption of crucial information. Therefore, 3 minigames and 2 follow-along video activities were developed to take the place of the person-to-person interaction present in the original WC and adapted WC interventions. Similar to the video vignettes, these activities are interspersed throughout the cue card presentations.

The minigames present the participant with an exercise to complete and provide real-time feedback about how well they are doing. The *Upper or Downer* activity (Figure 4) reviews topics about alcohol or other drugs and tasks the participant with sorting a list of previously discussed illicit drugs into their respective category of *upper* or *downer*. Each correct answer is rewarded with a checkmark and a notice of *Correct! Nice Job!*; incorrect answers elicit a message for the participant to try again. Once all drugs have been sorted, the participant sees their final score.

**Adaptation to the mHealth Format: Interactivity**

**Interactive Activities**

Although adapting a more passive activity such as consuming information by following along with cue cards or watching videos is relatively straightforward, replacing the back-and-forth communication during knowledge retention activities in the in-person intervention provided a greater challenge. The goal of this aspect of the behavioral intervention is to recap previously presented key topics in a reciprocal manner with the aim of assessing understanding while reinforcing recall and absorption of crucial information. Therefore, 3 minigames and 2 follow-along video activities were developed to take the place of the person-to-person interaction present in the original WC and adapted WC interventions. Similar to the video vignettes, these activities are interspersed throughout the cue card presentations.

The minigames present the participant with an exercise to complete and provide real-time feedback about how well they are doing. The *Upper or Downer* activity (Figure 4) reviews topics about alcohol or other drugs and tasks the participant with sorting a list of previously discussed illicit drugs into their respective category of *upper* or *downer*. Each correct answer is rewarded with a checkmark and a notice of *Correct! Nice Job!*; incorrect answers elicit a message for the participant to try again. Once all drugs have been sorted, the participant sees their final score.

**Adaptation to the mHealth Format: Interactivity**

**Interactive Activities**

Although adapting a more passive activity such as consuming information by following along with cue cards or watching videos is relatively straightforward, replacing the back-and-forth communication during knowledge retention activities in the in-person intervention provided a greater challenge. The goal of this aspect of the behavioral intervention is to recap previously presented key topics in a reciprocal manner with the aim of assessing understanding while reinforcing recall and absorption of crucial information. Therefore, 3 minigames and 2 follow-along video activities were developed to take the place of the person-to-person interaction present in the original WC and adapted WC interventions. Similar to the video vignettes, these activities are interspersed throughout the cue card presentations.

The minigames present the participant with an exercise to complete and provide real-time feedback about how well they are doing. The *Upper or Downer* activity (Figure 4) reviews topics about alcohol or other drugs and tasks the participant with sorting a list of previously discussed illicit drugs into their respective category of *upper* or *downer*. Each correct answer is rewarded with a checkmark and a notice of *Correct! Nice Job!*; incorrect answers elicit a message for the participant to try again. Once all drugs have been sorted, the participant sees their final score.
Similarly, the Levels of Risk minigame recaps sexual risk information and asks participants to sort a mixed-up list of sex acts into order from least risky to most risky. The third minigame, Myths and Truths, assesses participants’ recall of the veracity of some commonly held but erroneous beliefs about violence against women by posing the question “Myth or Truth?” In addition to the minigames, there are 2 follow-along videos that demonstrate male and female condom mastery. The videos show the process of removing a male or female condom from its wrapper, its application (on a banana or hand stand-in, respectively), and its proper removal and disposal. Participants are encouraged to practice along with the video using condoms provided by the study when they receive the tablet [24].

Action Plans

Another important component for the mWC adaptation was translating the personalized risk-reduction action plan for the mHealth app. At the end of each session, participants in the in-person WC work with the guidance of the interventionist to set goals related to the intervention material and create specific and concrete steps to reach these goals. In the absence of the advice and direction of trained health staff, the app provides the participant with a list of session-related objectives curated from a review of a random sample of common goals and steps recorded on hard-copy action plans from a previous North Carolina WC intervention study with adolescents (Figure 5) [28].

Participants are instructed to review the goals presented to them and choose 3 goals to work toward from each topic domain (eg, in session 1, goals are divided into two categories: alcohol and drug use and life improvement). Once they have selected their goals, they review them on a confirmation screen and tap a button to confirm their goals. Once their goals are confirmed for the session’s categories, a new menu option appears on the home screen—Monitor Goals. Participants are encouraged to come back frequently to review or revise their goals or choose new goals when the previous goals have been met.
Reminder Notifications

As part of the face-to-face WC, participants are called in advance of their next session to remind them to attend. Similarly, for the mobile app, periodic reminders were programmed to pop up in the form of notifications on the tablet; the participant is able to set the frequency of these notifications during their mHealth introduction appointment. As these notices could potentially be seen by anyone looking at the tablet without the need to log into the app, they were developed to be generic to protect the privacy and confidentiality of the participant. An example notification was, “Don’t forget to visit the app!”

Discussion

Principal Findings

The disparity in HIV and other STI rates among young African American women in the US South, when compared with other groups, continues to be a public health concern. Targeted behavioral health interventions such as the WC have been shown to be helpful but are costly to conduct in person, and the time and resources required to participate can sometimes be prohibitive for those in the intended populations.

Owing to the COVID-19 pandemic, health resources are even more strained, which makes a new application more feasible and acceptable. The increased adoption of mobile devices has opened a potential avenue for reaching a greater number of young women at risk for HIV and other STIs. Public health practitioners have the opportunity to adopt evidence-based interventions to an mHealth format and possibly reach more individuals than ever at a lower cost. However, it is still largely unknown how these adaptations are received by the intended populations. Will the decreased in-person interaction be detrimental? Or perhaps the innovative and efficient media format of an mHealth app will be of more interest to younger age groups.

Limitations

For future studies, it may not always be possible to provide participants with an electronic device (eg, tablet) to complete the intervention. However, in this study, it was not a confounding factor, as participants were not excluded because of a lack of access to a tablet.

Conclusions

In the case of the WC to mWC adaptation process, the development team wanted to mirror the in-person intervention as closely as possible for fidelity and provide a true comparison of the two formats. Future research could adapt this approach further, such as by potentially using more interactive gamification components, including rewards and points for completing intervention activities, to encourage engagement and retention in intervention content. This first adaptation of the mWC app showed promise for participant engagement with a mobile app modality and may pave the way for future...
participant recruitment and retention strategies, more accessible knowledge dissemination, and practicable participant behavior change via mobile gamified behavioral intervention activities.
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Abstract

Background: Evidence-based digital health tools allow clinicians to keep up with the expanding medical literature and provide safer and more accurate care. Understanding users’ online behavior in low-resource settings can inform programs that encourage the use of such tools. Our program collaborates with digital tool providers, including UpToDate, to facilitate free subscriptions for clinicians serving in low-resource settings globally.

Objective: We aimed to define segments of clinicians based on their usage patterns of UpToDate, describe the demographics of those segments, and relate the segments to self-reported professional climate measures.

Methods: We collected 12 months of clickstream data (a record of users’ clicks within the tool) as well as repeated surveys. We calculated the total number of sessions, time spent online, type of activity (navigating, reading, or account management), calendar period of use, percentage of days active online, and minutes of use per active day. We defined behavioral segments based on the distributions of these statistics and related them to survey data.

Results: We enrolled 1681 clinicians from 75 countries over a 9-week period. We based the following five behavioral segments on the length and intensity of use: short-term, light users (420/1681, 25%); short-term, heavy users (252/1681, 15%); long-term, heavy users (403/1681, 24%); long-term, light users (370/1681, 22%); and never-users (252/1681, 15%). Users spent a median of 5 hours using the tool over the year. On days when users logged on, they spent a median of 4.4 minutes online and an average of 71% of their time reading medical content as opposed to navigating or managing their account. Over half (773/1432, 54%) of the users actively used the tool for 48 weeks or more during the 52-week study period. The distribution of segments varied by age, with lighter and less use among those aged 35 years or older compared to that among younger users. The speciality of medicine had the heaviest use, and emergency medicine had the lightest use. Segments varied strongly by geographic region. As for professional climate, most respondents (1429/1681, 85%) reported that clinicians in their area would view the use of an online tool positively, and compared to those who reported other views, these respondents were less likely to be never-users (286/1681, 17% vs 387/1681, 23%) and more likely to be long-term users (655/1681, 39% vs 370/1681, 22%).

Conclusions: We believe that these behavioral segments can help inform the implementation of digital health tools, identify users who may need assistance, tailor training and messaging for users, and support research on digital health efforts. Methods for combining clickstream data with demographic and survey data have the potential to inform global health implementation. Our forthcoming analysis will use these methods to better elucidate what drives digital health tool use.

(JMIR Form Res 2022;6(5):e30320) doi:10.2196/30320
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Introduction
Digital health tools, including evidence-based clinical resources (EBCRs), can enhance health workers’ knowledge base and skill set and can provide decision-making support. They improve diagnostic accuracy and promote quality, efficient care by allowing clinicians to integrate evidence-based information directly into clinical decision-making [1,2]. Recent research from the United States demonstrates that the use of UpToDate, a leading commercial EBCR, increased clinicians’ performance on standardized exams and reduced patients’ average length of stay and risk-adjusted mortality rates at nonteaching hospitals [3,4]. Observational research from several low-income countries shows that the use of an EBCR is associated with either improved outcomes or process measures [5-7].

However, in many resource-limited health care settings, the subscription cost of commercial EBCRs is prohibitive. Over the past decade, the Better Evidence program at Ariadne Labs has collaborated with UpToDate to distribute free subscriptions to clinicians serving vulnerable populations. The program now reaches a diverse group of over 30,000 medical professionals in more than 120 countries annually. Although most donation recipients do integrate this tool into their practices [8], usage still varies among clinicians. To maximize the impact of digital health tools, we seek to understand the barriers and facilitators that shape the way clinicians use (or do not use) EBCRs, so that we can tailor our outreach and interventions to encourage engagement with and the sustained use of these tools [9,10].

Social scientists and program implementers are aware of the effects of behavioral heterogeneity and have used psychographic-behavioral segmentation to group study subjects based on their preferences, beliefs, and self-reported behaviors [11]. We believe that online behavior, which has fueled extensive behavioral modeling in computer science [12,13], provides another useful dimension for behavioral segmentation in global health. Segmenting users based on online behavior may allow us to better understand, predict, and support the uptake of EBCRs among different populations.

Websites and apps generate clickstream data, which include each click from every user, identifying which pages users visit and when users visit them. Although the field of e-commerce extensively mines these data to understand online consumer behavior, analyses of clickstream data from digital health tools have been scarce [14-16]. To our knowledge, no studies have defined user segments based on clickstream data from EBCR users across the globe, possibly due to the difficulty of generating the data structure and analytics for these large, detailed data sets.

The goal of this research was to define behavioral user segments among EBCR users around the globe, with the larger aim of understanding that behavior and tailoring the implementation of digital health tools to encourage uptake, including identifying clinicians who may need assistance and designing training and messaging for them. We hope that this research will also provide a useful method and approach for studying other digital health efforts. To this end, we conducted a study of clinicians, who were awarded with donated UpToDate subscriptions, and collected data from the following two data sources: (1) clickstream data from the back end of UpToDate and (2) a baseline user survey on demographics, access to internet-enabled devices, and the professional climate around using EBCRs in practice. Herein, we report on our process for defining behavioral segments from the raw clickstream data and how these segments relate to demographics and baseline survey responses.

Methods

Data Use Agreement and Ethical Approvals
We worked with UpToDate to design a fair data use agreement. We received ethical approval from the Partners Human Research Committee and Harvard TH Chan School of Public Health institutional review boards and designed informed consent language that covered the collection of both the survey and clickstream data for research purposes (institutional review board approval: June 19, 2017, under protocol 2017P001045).

Study Participants
Clinicians were eligible for the research study if they applied for a new UpToDate donation on the Better Evidence website [17] during the 9-week study enrollment period (March 1 to May 4, 2018), met the eligibility criteria for the donation program, and provided informed consent. The donation program eligibility criteria included being a physician, surgeon, or physician’s assistant; having at least intermittent internet access; and being able to complete the application in English. In addition, clinicians had to demonstrate a need for a donation by working or volunteering at a public or nonprofit entity, attesting that neither they nor their organization could afford UpToDate otherwise, and submitting personal statements describing the mission of their organization and the communities they serve. Using the standard application review process, staff at Better Evidence and UpToDate then vetted each application to confirm the declaration of need. Clinicians could be based in any country outside the United States as long as they worked in low-resource settings. We did not actively recruit clinicians; they typically visited the Better Evidence website after learning about the donation program from a colleague.

Clickstream Data
After approval for an UpToDate donation, clinicians received a subscription activation link by email. We tracked their clicks on UpToDate for 12 months, following the date that their subscription activation link was sent to them. Clicks were recorded across all mobile and desktop applications as well as during offline use.

Each row in the data set represented an individual click by an individual clinician. We used the following three variables per
row in this analysis: an anonymized unique identifier for each clinician; the time stamp of the click (recorded to the millisecond); and the click’s “event type,” which was assigned by UpToDate. An event type defines the action taken or material presented by each click (Figure 1). For instance, if a clinician typed a term in the search window and clicked “Search,” the click was labeled with the event type “Search.” If the clinician navigated to the central table of contents, the click was labeled with the event type “TOCView.” If the clinician selected a particular topic, the click was labeled with the event type “TopicView/Outline.” If the clinician clicked on a topic card (which contained medical content), the click was labeled with the event type “TopicView.”

Figure 1. UpToDate user interface, typical navigational path, and selected click events.

Other event types included making changes to search settings (“SearchFacetChange”) or viewing a specific section within a topic (“TopicSectionView”). Offline use and text-mode use also generated specific event types.

We removed all double clicks (clicks within 500 milliseconds of each other) and any cases in which a clinician had exactly 1 click in the data set.

Defining Activities

We categorized all event types into the following three main activities: navigating, reading, and account management. Navigating events included searches and any movement toward the medical content, such as clicking through the table of contents. Reading events included any exposure to medical content in the form of topic cards, abstracts, images, or drug interactions. Additionally, we viewed events that involved printing or sharing medical content as a continuation of reading events and classified them as reading events. Account management events included changes to account information, the creation of bookmarks, and the setting of preferences. Finally, some event types, such as “ExternalLinkClick,” signaled the end of activities within UpToDate and did not need to be classified as an activity. We present the full set of 42 event types and their classifications in Multimedia Appendix 1.

Defining User Sessions

Next, we identified clinician “sessions”—discrete groupings of clicks that represented a single, continuous interaction with UpToDate. The clickstream data did include a system-generated session variable, but these sessions often overlapped in time and were difficult to interpret, as we did not have access to the algorithm that generated them. Moreover, in the literature on session identification from clickstream data, no consensus yet exists on standard methods [18,19]. For these reasons, we defined our own simple method of grouping clicks into sessions of measurable activity.

We first grouped together clicks with less than 5 minutes between them (Figure 2). If clicks occurred more than 5 minutes apart, we assumed that the first session had ended and that the second click was the start of a new session. Using such a time-out value is a common way to define sessions, and although longer times of up to 20 minutes are often used, we chose a shorter period because UpToDate is designed for use at the point of care when time and attention are limited [20].
In the time span between 2 clicks, we assumed that the clinician was actively engaged in the activity signaled by the first click in the pair, that is, navigating, reading, or account management. However, we could not assume that the activity ended with the final click, as that would assume that the clinician spent no time on performing the final activity, nor could we assume that the entirety of the time (sometimes days or weeks) between clicks represented the time spent on the final activity, given that the app may remain open. Thus, in the example shown in Figure 2, click 4 was the final click in the session but did not necessarily signal the end time of the session because the clinician likely spent some time actively engaged with the final reading activity.

We modeled the duration of these final activity periods as follows:

\[ \text{Duration} = \beta_0 + \beta_1 \text{Activity} + \]

where “Activity” was a nominal variable with 3 values (navigating, reading, or account management), and we included individual clinicians as a random effect. The duration of activity periods with a known length followed a log distribution, so we used a Box Cox power transformation for the dependent variable, as follows:

\[ \text{Duration}_{\text{transformed}} = \frac{(\text{Duration}^\lambda - 1)}{\lambda} \]

where \( \lambda \) was estimated at -0.25. We back-transformed all predicted activity period durations to a natural scale. Finally, we aggregated activity periods into sessions with known start and end times and identified the time spent on navigating, reading, or account management within each span.

Defining Segments

We assessed sessions at the level of the individual clinician, resulting in several statistics describing each clinician’s online behavior over the subscription year, as follows:

- Number of sessions: total number of sessions over the full year
- Time online: total duration of all sessions summed over the full year
- Time spent per activity: percentage of total time online spent on each activity (navigating, reading, or account management)
- Lag: number of days between clinician’s receipt of activation email and clinician’s first click
- Period of use: number of days between a clinician’s first and last clicks
- Active days: percentage of days in the period of use with at least 1 session
- Rate of use: average minutes spent online per active day during the period of use
- Lapse: number of days between a clinician’s last click and the end of one year, defined as 365 days after the activation email was sent to the clinician

By design, the sum of the lag, period of use, and lapse days equaled 365 for every clinician. We defined “dropouts” as those who stopped using UpToDate for a period of 6 weeks or more before the end of the year.

We used these statistics describing individual use to define behavioral segments. We did not follow formal statistical rules to build these segments but aimed for definitions that reflected the observed distributions and would be programmatically meaningful, be simple to explain, and be easily calculated in future data sets.

Surveys

We created the baseline survey in REDCap (Research Electronic Data Capture; a online software platform created by Vanderbilt University). The survey explored expected barriers to and facilitators of the use of the EBCR (see Multimedia Appendix 2 for survey questions). We pilot-tested the survey with approximately 1 dozen clinicians from 4 countries for clarity, wording, response options, ability to answer, and acceptability, and integrated it into the application for a donated UpToDate subscription. We linked the survey responses and clickstream data through a unique identifier.
We presented the distribution of the segments by the following demographic traits: gender, age group, specialty, patient load per week, and geographic region of the world (see Multimedia Appendix 3 for a list of countries). We also presented the segment distributions by the baseline survey responses to questions about access to a device and professional context. For the survey responses, we adjusted the segment distributions by demographic traits by using multinomial logistic regression. We performed no statistical tests of the differences in segment distribution, both to avoid multiple testing and to recognize that our convenience sample may not be representative of all EBCR users in resource-limited settings. We performed all analyses by using SAS version 9.4 (SAS Institute).

**Results**

**Measures of Individual Use**

Of the 1681 clinicians enrolled in the study, 249 (14.8%) never used UpToDate, and the other 1432 (85.2%) did appear in the clickstream data, which included 3,059,985 clicks; these aggregated to 398,089 sessions (Figure 3). Among those who ever used UpToDate, 38% (544/1432) had 100 or fewer sessions over the year, and 18% (258/1432) had between 100 and 200 sessions (panel A). The median number of sessions was 187, and 3% (43/1432) of clinicians had more than 1200 sessions, with a maximum of 3326 sessions for 1 particular clinician. Half of the clinicians (716/1432, 50%) spent up to 5 hours total on UpToDate over the year (panel B), while the other half (716/1432, 50%) spent more time on UpToDate—up to a maximum of 141.3 hours. Clinicians spent an average of 71% of their time reading, with the rest of the time spent navigating or managing their accounts (panel C). Only 7% (100/1432) of clinicians spent less than half their time online reading.

Figure 3. Measures of online behavior.

The first and last clicks of most clinicians (773/1432, 54%) were ≥48 weeks apart (panel D). In other words, more than half of the sample used UpToDate for, essentially, the full year. Only 5% (72/1432) of clinicians used UpToDate for 4 weeks or less over the year. Overall, lags were brief; 73% (1045/1432) of clinicians logged on to UpToDate within 1 week of receiving the activation email, and 88% (1260/1432) logged on within 4 weeks of receiving the email. Another 31% (444/1432) of clinicians dropped out; their use lapsed for 6 or more weeks before the close of the study period (data not shown).

On average, clinicians were active on UpToDate for 30% of the days in the period between their first and last sessions in the year. For example, clinicians whose first and last sessions were 90 days apart logged on to UpToDate on 30 of those days on average. Overall, 3% (43/1432) of clinicians were active nearly every day during their period of use (panel E). On the days that clinicians logged in to UpToDate, 80% (1146/1432) spent 3 or more minutes online on average, 9% (129/1432) spent more than 10 minutes online, and the highest user spent 26.6 minutes online. The median number of minutes per active day of use was 4.4 (panel F).

**Defining Segments**

First, we attempted to capture the intensity of use of UpToDate among enrolled clinicians. We compared the total number of
sessions with the total time spent online and found them to be very highly correlated (correlation coefficient: 0.97), suggesting that either measure could stand in for the other in the definition of behavioral segments. We decided to focus on time spent online because we believe that it is more intuitively representative of clinician activity than the number of sessions. To capture the intensity of this time online, we focused further on time spent online per active day (panel F). To simplify this distribution, we wanted to create a binary classification of clinicians based on “light” and “heavy” rates of use. The median rate of use per active day was 4.4 minutes, which was close to 5 minutes—a round and intuitive number that would split the sample more or less evenly.

Second, we wanted behavioral segments to reflect the period of use of UpToDate according to the calendar. Approximately half of all clinicians 54% (773/1432) used UpToDate for 48 weeks or more—roughly the full year (panel D). From this information, we constructed another binary variable designating “long-term” users, whose period of use was 48 weeks or more, and all other “short-term” users. This classification is easily interpretable as clinicians who used UpToDate for roughly the full subscription year versus those who used it for less than the full subscription year (Figure 4).

Figure 4. Segment definitions.

We defined 4 segments based on these two binary variables (light or heavy use and short-term or long-term use) and a final segment containing the never-users who had no online behaviors, as follows:

- Segment A (lower left quadrant): short-term, light users (25%, 420/1681)
- Segment B (upper left quadrant): short-term, heavy users (15%, 252/1861)
- Segment C (upper right quadrant): long-term, heavy users (24%, 403/1681)
- Segment D (lower right quadrant): long-term, light users (22%, 370/1681)
- Segment E: never-users (15%, 352/1681)

Descriptive Statistics of Segments

Among the full sample, 25% (420/1681) of applicants were short-term, light users; 15% (252/1861) of applicants were short-term, heavy users; 24% (403/1681) of applicants were long-term, heavy users; and the remaining 15% (252/1681) of applicants never logged on to the tool at all. Segment distribution was very similar among men and women; however, the distribution varied somewhat by age group, specialty, and patient load per week (Figure 5). For instance, applicants aged 35 years or older were more likely to be never-users, while those under 25 years of age were more likely to be short-term, light users. Those specializing in medicine (including internal medicine, general practice, and family medicine) were the most likely to be long-term, heavy users, whereas those specializing in emergency medicine were the most likely to be short-term, light users. Applicants with high patient loads (200 or more per week) were more likely to be long-term, heavy users and less likely to be never-users compared to those with lower patient loads.

Segment distribution varied much more strongly by region (Figure 5). Applicants from the Americas and Europe were more likely to be long-term, heavy users compared to, for example, those in other regions.
Figure 5. Distribution of segments by demographic and practice characteristics. OB/GYN: obstetrician-gynecologist; SE: southeast; SS: Sub-Saharan; W: west.

Baseline Survey Data

At baseline, 94% (1580/1681) of applicants reported that they always, almost always, or often had access to a device on which they could use the EBCR. The remaining 6% (101/1681) had less frequent access to a device, and these applicants were more likely than others to be never-users (454/1681, 27% vs 303/1681, 18%) or short-term users (857/1681, 51% vs 723/1681, 43%; Figure 6).
As for professional climate, 57% (958/1681) of clinicians reported that half or more of their clinical colleagues used an online clinical resource at baseline, but user segment distribution did not differ greatly for those reporting less use of an online clinical resource among colleagues. Most respondents (1429/1681, 85%) reported that clinicians in their area would view the use of an online tool positively, and compared to those who reported other views, these respondents were less likely to be never-users (286/1681, 17% vs 387/1681, 23%) and more likely to be long-term users (655/1681, 39% vs 370/1681, 22%). Nearly half of the users (773/1681, 46%) reported that they thought that patients would positively view the use of a tool during clinical care. The segment distribution of this group was similar to the complementary group of clinicians who thought that patients would view the use of a tool neutrally, negatively, or variably (Figure 6).

**Discussion**

**Principal Findings**

**Overview of Segments**

In this study, we developed a method for behaviorally segmenting users of an established digital health tool based on their clickstream data. From a sample of 1681 clinicians in 75 countries, we defined 5 segments of users based on their online behavior. This involved performing extensive technical work to preprocess the raw clickstream data and identify patterns of use, resulting in the synthesis of 3 million clicks into a handful of segments. The value of the segments, in turn, is to support implementation efforts to increase the utility of EBCRs in low-resource settings. Understanding more about the meaning and behavior of each segment can help drive uptake.

User segments are often based solely on demographic characteristics, such as age, gender, or geography, and while we did find some variation in segments based on these traits, they are not precise correlates of online behavior. Clinicians aged over 35 years, for example, are more likely than younger clinicians to never log on, yet 88% (1479/1681) of them did log on at some point, and 21% (353/1681) were long-term, heavy users. In this way, these behavioral segments add distinct information about clinician users beyond demographics.

These segments also reveal the impact of barriers to access that clinicians may face even before they receive the donated subscription. We find, for example, that clinicians who have less frequent access to a device are more likely to never log on and less likely to be long-term users, suggesting that if we work toward improving access to devices, we may remove a powerful barrier to use. We also asked about barriers regarding professional climate in 3 ways. With regard to these three aspects, the perceived attitudes of fellow clinicians in the area were most strongly related to the following segment: those who believed that other clinicians viewed the use of ECBRs positively were more likely to log on at all and be long-term users compared to those who believed otherwise. This relationship was weaker based on perceptions of patient attitudes, suggesting that interventions for increasing use should focus on trying to change clinician attitudes rather than patient attitudes.
In this way, these segments can richly inform efforts to implement EBCRs in low-resource settings. Each segment itself suggests different needs.

**Segment A: Short-Term, Light Users**
Segment A clinicians logged in but did not use UpToDate for the full year and used it for less than 5 minutes per day when they did. They may have had challenges with slow internet, managing the search and navigation tools, implementing results in English, or paying for data. They may benefit from having a local collaborator demonstrate the value of the tool, receiving targeted communication materials from the Better Evidence program, or other early interventions to enable them to overcome these barriers. Discovering more about the barriers that this segment faced will allow us to design interventions for bypassing such hurdles.

**Segment B: Short-Term, Heavy Users**
Segment B clinicians did not use the tool for the full year, but on days when they logged on, they used it for 5 minutes or more. They may have been involved in a research project, may have found the tool useful, or may have been excited to improve their practice. The short-term nature of their use may be related to a loss of access to a device, the loss of a password or login, the cost of data related to use, or a change in position or job. Studying both the barriers and facilitators of use in this segment will provide additional insights into generating excitement for the tool’s use and into bypassing contextual hurdles.

**Segment C: Long-Term, Heavy Users**
Segment C clinicians used the tool for the full year and for longer than 5 minutes on the days that they logged on. Heavy use may be related to patient load, disease burden, or other job responsibilities. Segment C clinicians could be strong advocates for EBCRs; they could explain the value of the tool to colleagues or mentor segment A clinicians. Studying segment C clinicians will reveal the facilitators to EBCR usage in various contexts.

**Segment D: Long-Term, Light Users**
Segment D clinicians used the tool over the full year, with fewer than 5 minutes online per active day. They may be specialists who do not see a wide array of conditions and therefore have fewer topics to review, or they may be skilled navigators who find the answers to their questions quickly. They also may only be using certain features of the tool. Segment D clinicians might benefit from learning about additional features that they have not yet explored.

**Segment E: Never-Users**
Segment E clinicians never logged in to their subscription at all. They may change email addresses between the time of application and the time of award, they may not recognize or see the subscription email, or they may lose interest between the time of application and the time of receipt. The option to update one’s email address while pending application review, clearer explanations of how the subscription award notice will arrive, or follow-up emails with nonusers may increase participation, reduce dropout, and improve the value of the program. Survey responses may also further inform how we can better serve segment E clinicians and their patients.

Using these behavioral segments to implement program changes will require further research. In forthcoming analyses, we will join these clinicians’ clickstream data with additional longitudinal survey data on barriers and facilitators. In the future, in-depth qualitative interviews with clinicians from each segment may yield useful information for ensuring uptake.

**Limitations**
This study faces some limitations. First, these clickstream data arose from a convenience sample of Better Evidence donation recipients who enrolled over a 9-week period. This sample may not be representative of all Better Evidence recipients or all digital health tool users working in resource-limited settings or with vulnerable populations. Second, we followed these users for a 12-month period, but multiple years of data may reveal more about user behavior. Third, many sessions did not have an “ending event,” requiring an imputation approach. In the aggregate, the distribution of imputed values reasonably approximated the length of the sessions, but as with any imputation method, they may not have been exact at the individual level.

**Conclusions**
Digital health tools promise to improve health care delivery across the globe, including in traditionally underserved areas, in isolated settings, and for clinicians serving vulnerable populations. However, without appropriate and active implementation, it is likely that resource gaps with regard to digital health will widen rather than narrow. Ensuring that we implement digital health tools successfully and measure their impact accurately requires new methods for analyzing the big data generated by such tools. Other fields, such as e-commerce, have developed methods for using these kinds of data; global health must do the same to ensure that digital health tools equip clinicians with essential evidence for providing the best possible care to patients and populations. We believe that the user segments we have defined can be used broadly to better implement digital health tools (eg, improve the onboarding process and increase retention), thereby expanding their impact and reach.
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Abstract

Background: The integration of teleconsultation into health care systems as a complement to existing approaches to care is growing rapidly. There is, however, limited information on the extent of its implementation across low- and middle-income countries.

Objective: The aim of this study was to determine the availability and the extent of teleconsultation in Malaysian primary care clinics.

Methods: A cross-sectional study of public primary care clinics in Malaysia was conducted between November 2020 and December 2020. All clinics in Malaysia that see more than 300 daily patients were recruited. A web-based, self-administered questionnaire including questions on availability of the service, whether it uses video or telephone, and the types of services it provides was distributed to the medical officer in charge of each clinic.

Results: In total, 97.6% (249/255) of the clinics responded. Out of these clinics, 45.8% (114/249) provided teleconsultation. A majority of the clinics providing consultation (69/114, 60.5%) provided only telephone consultation, while 24.6% (28/114) of the clinics offered video and telephone consultation, and 14.9% (17/114) offered only video consultation. Eighty percent (92/114) of the clinics were located in urban areas. A breakdown by state showed that 17.5% (20/114) and 16.7% (19/114) of the clinics were from two larger states; other states comprised less than 10% each (range 7-9/114). For the clinics providing video consultation, funding for the service came mostly (42/45, 93%) from the Ministry of Health. Conversely, nearly 1 out of 4 (23/97) clinics that provided telephone consultation funded the service either from donations or through self-funding. Most of the clinics provided teleconsultation for diabetes and hypertension. Less than 50% of the clinics with teleconsultation used it for follow up with allied health care providers or pharmacists (video consultation, 20/45; telephone consultation, 36/97).

Conclusions: Our findings show that telephone consultation is more widely used than video consultation, despite a quarter of its funding being self-subsidized or obtained through donations. Also, teleconsultation was less utilized by allied health care providers and pharmacists. Plans for the expansion of teleconsultation in Malaysian primary health care should take into consideration these findings to ensure a better and more cost-effective implementation of the service.

(JMIR Form Res 2022;6(5):e34485) doi:10.2196/34485
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Introduction

Telemedicine focuses on the use of information and communication technologies, such as computers, cell phones, and the internet, to provide clinical services remotely, to achieve long distance clinical health care [1], and subsequently to improve the overall efficiency of the health care system [2]. In an umbrella review of countries in the Organization for Economic Co-operation and Development, 83% of reviews found that telemedicine was as effective as face-to-face care, while 39% found that the use of telemedicine was cost-effective [3]. The use of telemedicine has also been reported to lead to high patient satisfaction. Nevertheless, in many low- and middle-income countries, comprehensive evaluations of the clinical and cost-effectiveness of telemedicine, as compared to conventional health care, have yet to be conducted. This is likely as a result of the poorer implementation of such services.

Despite the evidence, telemedicine has only been adopted on a large, global scale recently. A report from the World Health Organization showed that the proportion of countries with established telemedicine services ranged from 13% to 33% [1]. It also showed that telemedicine was provided more in high-income countries than in countries of other income statuses [1]. High-income countries that have implemented telemedicine programs include the United States [4], the United Kingdom [5], and various countries in Europe [6]. While high-income countries often face problems surrounding patient privacy and confidentiality, competing health system priorities, reimbursement, and infrastructure [1,3,7], the implementation of these services in low- and middle-income countries has been limited mainly by financial and technology infrastructure constraints [8]. For instance, the uptake of telemedicine in Pakistan, India, and Sri Lanka has been low, with the estimation that about 99.9% of the need for telemedicine remains unmet across these countries [9]. In particular, the integration of telemedicine services into primary health care settings as a complement to existing modes of care has also been slow [10].

Malaysia is one of the fastest-growing countries in Southeast Asia and is an upper-middle income country, with a per-capita income of RM 46,524 (US $11,512) [11]. In Malaysia, the first telemedicine blueprint was launched in 1997 [12] and was incorporated by the government into 1 of 7 flagship applications under the Multimedia Super Corridor project [13]. The government eventually established 4 main pilot projects, of which 1 involved teleconsultation between doctors of different disciplines and different health care facilities to overcome the lack of specialist care in rural areas [13]. In September 2019, the Ministry of Health (MOH) of Malaysia piloted teleconsultation based on video consultation technologies at 5 public primary care clinics in an effort to improve accessibility to health services and to reduce congestion at these clinics [14]. Bookdoc (Health4U Solutions Sdn Bhd), the current main platform contracted by MOH Malaysia for teleconsultation services, uses the fully Health Insurance Portability and Accountability Act (HIPAA)-compliant tool Twilio (Twilio Inc). Due to the COVID-19 pandemic, the teleconsultation service was expanded to an additional 35 public primary care clinics by the end of 2020. At the same time, many other clinics that were not part of the government initiative also proactively initiated teleconsultation in response to the pandemic. Despite such a recent rapid expansion of teleconsultation services, there is, at present, limited information on the extent and the availability of teleconsultation in primary health care settings in Malaysia.

Therefore, the objective of our study was to determine the availability and extent of teleconsultation in public primary care clinics in Malaysia. The focus of our study was only on synchronous teleconsultation in the form of video or telephone consultation between health care providers and patients, as part of either government projects or self-initiated projects. The information collected will be crucial to map out teleconsultation availability in Malaysia and help the MOH plan further expansion of the teleconsultation project in Malaysian primary care clinics.

Methods

Setting and Study Population

Primary health care in Malaysia is provided by both public and private health care providers. The MOH is the largest health care provider in Malaysia. The public sector is tax-funded, while the private sector is funded through fees for services, private health insurance, and employers, as part of employee health benefits [15,16]. Private primary care clinics are mainly located in urban and suburban areas, while public primary care clinics cover a wider area, including rural and remote areas [15]. Public primary care clinics under the MOH are classified into Types I, II, III, IV, V, and VI according to the total patient attendance per day [17]. Type I clinics have the greatest number of patients at more than 800 per day, while type VI has the lowest number of patients at less than 100 per day. In 2019, there were 1016 public primary care clinics led by medical officers or family medicine specialists [18]. In this study, we included all MOH public clinics categorized as Types I, II, and III.

Questionnaire and Data Management

Consistent with our objectives, we developed a questionnaire to capture 3 aspects of teleconsultation: availability and whether it was based on video or telephone. In total, 15 questions were adapted from literature reviews and the local teleconsultation guidelines [19]. The questionnaire was pretested on 3 medical officers serving in public primary care clinics; each respondent was debriefed immediately after completion of the survey. A quick interview with the respondents was conducted to assess the comprehensibility of the questionnaire and whether the number of questions placed a burden on the taker. Modifications to the questionnaire were subsequently made in accordance with the pretest findings.
Study data were collected and managed using Research Electronic Data Capture (REDCap) hosted at the Clinical Research Centre, Penang General Hospital, Malaysia. REDCap is a secure, web-based software platform designed to support data capture for research studies. It provides (1) an intuitive interface for validated data capture; (2) audit trails for tracking data manipulation and export procedures; (3) automated export procedures for seamless data downloads to common statistical packages; and (4) procedures for data integration and interoperability with external sources [20,21].

**Data Collection**

Data collection was conducted from November 6, 2020, to December 10, 2020. The study information sheet and survey link were sent to all state health departments along with an endorsement letter by the Family Health Development Division of the MOH before being distributed to the respective district health offices and selected clinics. Consent for participation was indicated by completion of the survey.

To improve the response rate for this survey, as the participation for this self-administered survey was voluntary and without compensation, we sent reminders to the participants who did not complete the survey 3 weeks after receiving the study invitation.

**Statistical Analysis**

Descriptive analyses were conducted with continuous variables presented as the mean, median, SD, or IQR, while categorical variables were presented as frequencies and percentages. Analysis was performed using RStudio (version 1.3.1093; R Foundation).

**Ethics Approval**

This study was approved by the Medical Research and Ethics Committee, Ministry of Health Malaysia (NMRR-20-1819-56089) with a waiver for informed consent, as the data collected were aggregated from each clinic without collection of any personal identifiers.

**Results**

### Principal Outcomes

In total, 249 Type I to Type III clinics completed the questionnaire (for a response rate of 249/255, 97.6%). Of 13 states and 3 federal territories, 11 had a 100% response rate (Perlis, 4/4; Kedah, 18/18; Perak, 20/20; Melaka, 13/13; Negeri Sembilan, 16/16; Pahang, 11/11; Kelantan, 16/16; Terengganu, 12/12; Sabah, 12/12; Sarawak, 14/14; and Labuan, 1/1), while the remaining 4 states had response rates of 88% to 96.6%. Teleconsultation was provided in 114 (45.8%) of the public primary care clinics. The majority of these clinics (60.5%) provided only telephone consultation, followed by 24.6% (28/114) that offered video and telephone consultation, while 14.9% (17/114) had only video consultation. Of the remaining clinics that did not provide teleconsultation, 39.3% (53/135) planned to initiate the service.

Table 1 shows the characteristics of the clinics providing teleconsultation in Malaysia. In terms of distribution of the clinics across states in Malaysia, Selangor and Johor had the highest proportion, contributing to 17.5% (20/114) and 16.7% (19/114) of the total clinics providing the service, respectively. Other states accounted for less than 10% each; none were from Labuan. The majority of the clinics that offered teleconsultation were in urban areas (92/114, 80.7%). In addition, 69% (31/45) of the clinics that offered video consultation were Type I clinics. Interestingly, more than half of the clinics (38/69) that offered only telephone consultation were Type III clinics.
### Table 1. Characteristics of the clinics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=114)</th>
<th>Video consultation only (n=17)</th>
<th>Telephone consultation only (n=69)</th>
<th>Both video and telephone consultation (n=28)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>State, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Johor</td>
<td>19 (16.7)</td>
<td>1 (6)</td>
<td>9 (13)</td>
<td>9 (32)</td>
</tr>
<tr>
<td>Kedah</td>
<td>7 (6.1)</td>
<td>0 (0)</td>
<td>6 (9)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Kelantan</td>
<td>10 (8.8)</td>
<td>1 (6)</td>
<td>8 (12)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Labuan</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Melaka</td>
<td>9 (7.9)</td>
<td>1 (6)</td>
<td>7 (10)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Negeri Sembilan</td>
<td>7 (6.1)</td>
<td>2 (12)</td>
<td>4 (6)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Pahang</td>
<td>2 (1.8)</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Penang</td>
<td>7 (6.1)</td>
<td>1 (6)</td>
<td>4 (6)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Perak</td>
<td>4 (3.5)</td>
<td>2 (12)</td>
<td>2 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Perlis</td>
<td>4 (3.5)</td>
<td>0 (0.0)</td>
<td>4 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Sabah</td>
<td>5 (4.4)</td>
<td>2 (12)</td>
<td>1 (1)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Sarawak</td>
<td>7 (6.1)</td>
<td>1 (6)</td>
<td>3 (4)</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Selangor</td>
<td>20 (17.5)</td>
<td>3 (18)</td>
<td>14 (20)</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Terengganu</td>
<td>4 (3.5)</td>
<td>1 (6)</td>
<td>3 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>WPKL and Putrajaya&lt;sup&gt;a&lt;/sup&gt;</td>
<td>9 (7.9)</td>
<td>1 (6)</td>
<td>4 (6)</td>
<td>4 (14)</td>
</tr>
<tr>
<td><strong>Location, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>22 (19.3)</td>
<td>3 (18)</td>
<td>14 (20)</td>
<td>5 (18)</td>
</tr>
<tr>
<td>Urban</td>
<td>92 (80.7)</td>
<td>14 (82)</td>
<td>55 (80)</td>
<td>23 (82)</td>
</tr>
<tr>
<td><strong>Type of clinic&lt;sup&gt;b&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type I</td>
<td>44 (38.6)</td>
<td>12 (71)</td>
<td>13 (19)</td>
<td>19 (68)</td>
</tr>
<tr>
<td>Type II</td>
<td>29 (25.4)</td>
<td>3 (18)</td>
<td>18 (26)</td>
<td>8 (29)</td>
</tr>
<tr>
<td>Type III</td>
<td>41 (36.0)</td>
<td>2 (12)</td>
<td>38 (55)</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>WPKL and Putrajaya: Wilayah Persekutuan Kuala Lumpur and Putrajaya.

<sup>b</sup>The type of clinic was classified according to attendance numbers of patients per day: Type I, at least 800 patients per day; Type II, 500-800 patients per day; Type III, 300-500 patients per day.

### Characteristics of Teleconsultation Service

As shown in Table 2, telephone consultation had been offered for a longer time, with a median duration of 237 days, compared to video consultation, with a median of 107 days. Funding for video consultation in the clinics providing the service was mostly from the MOH (42/45, 93%). In comparison, nearly 1 out of 4 (23/97) clinics that provided telephone consultation service funded the service either by donation or through self-funding. Among the most frequent platforms used for video consultation were BookDoc (35/45, 75%), an online health care platform that supports video calls, followed by WhatsApp (9/45, 20%). For telephone consultation, about half the clinics (46/97, 47%) reported that they were using the health care provider’s own mobile phone.
Table 2. Characteristics of the services.

<table>
<thead>
<tr>
<th>Characteristics of the service</th>
<th>Video consultation (n=45)</th>
<th>Telephone consultation (n=97)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration the service had been offered in days, median (IQR)</td>
<td>107.0 (91.0-121.0)</td>
<td>237.0 (182.5-288.0)</td>
</tr>
</tbody>
</table>

**Source of funding, n (%)**

- MOH only: 38 (84) | 43 (44)
- MOH and self-funded: 4 (9) | 21 (22)
- MOH and donations: 0 (0) | 4 (4)
- MOH, donations, and self-funded: 0 (0) | 6 (6)
- Self-funded only: 3 (7) | 19 (20)
- Donations only: 0 (0) | 3 (3)
- Self-funded and donations: 0 (0) | 1 (1)

**Platform used**, n (%)

- Bookdoc: 35 (78) | N/A
- Whatsapp videocall: 9 (20) | N/A
- Skype for Business: 6 (13) | N/A
- Other: 5 (11) | N/A

**Type of device used, n (%)**

- Clinic’s landline/mobile phone: N/A | 51 (53)
- Staff mobile phone: N/A | 10 (10)
- Clinic’s landline/mobile phone and staff mobile phone: N/A | 36 (37)

---

*a*MOH: Ministry of Health Malaysia.

*b*Some clinics used more than one platform for video consultation, so the percentage sums to more than 100%.

*c*N/A: not applicable.

*d*Other platforms included Facebook video calls, Google Meet, GoToWebinar, Zoom, and Skype.

**Types of Health Care Services Provided Via Teleconsultation**

Figure 1 and Figure 2 show the types of health care services provided by video and telephone consultation, respectively, at the clinics. The majority of clinics implemented video and telephone services for diabetes (37/45, 82% and 74/97, 76%, respectively) hypertension (32/45, 71% and 67/97, 69%, respectively), quitting smoking (16/45, 36% and 22/97, 23%, respectively), and maternal and child health (15/45, 33% and 34/97, 35%, respectively). Other services were also provided via teleconsultation, but in smaller proportions.

As demonstrated in Table 3, care plan consultation and health education were the most frequently provided services through teleconsultation, both via video and telephone. Less than half of the clinics utilized video or telephone consultation for follow up with allied health care professionals (20/45, 44% for video and 36/97, 37% for telephone). Furthermore, only 11% (5/45) of the clinics provided follow up with pharmacists via video consultation, while 5% (5/97) did so via telephone consultation. Virtual directly observed therapy for tuberculosis patients was provided via video consultation at 16% (7/45) of the clinics.
Figure 1. Type of services provided through video consultation. Some clinics provided more than one type of service using video consultation, so the percentages sum to more than 100%. a: Others included pre-pregnancy care clinic, obesity clinic, general outpatient consultation, and unspecified allied health service.

Figure 2. Types of services provided through telephone consultation. Some clinics provided more than one type of service using telephone consultation, so the percentages sum to more than 100%. a: Others included sexually transmitted infections, pre-pregnancy care, methadone, COVID-19 surveillance, one-stop addiction service, general outpatient consultation, unspecified allied health service, and unspecified pharmacist service.
Discussion

Principal Results

This is the first study attempting to map out the availability and extent of teleconsultation in Malaysian public primary care clinics. Our study found that 45.8% (114/249) of the clinics provided teleconsultation, with telephone being the most frequently used type (97/114). The majority of the clinics providing teleconsultation were in urban areas across Malaysia. Funding from the MOH was mostly used for the provision of video consultation in selected clinics, despite telephone consultation being more widely used. Less than half of the clinics with teleconsultation utilized the service for follow up with either allied health care professionals or pharmacists.

Comparison With Prior Work

We found that less than half of public primary care clinics in Malaysia provided teleconsultation. In comparison, high-income countries have reported much higher proportions of the availability of this service. A cross-sectional study conducted in Norway showed that 80.8% of general practitioners in the country offered video consultation in 2020 [22]. Similarly, in Australia in 2020, teleconsultation was used by 96% of general practitioners [23]. Literature on the availability of teleconsultation in low- and middle-income countries is limited and has mainly been reported in the form of pilot projects or as interventions for research purposes [9,24]. A majority of this literature highlights financial and technological constraints as the main implementation barriers in low- and middle-income countries in initiating and providing teleconsultation [9,25].

Our study demonstrated that most of the clinics providing teleconsultation were in urban areas. The majority of clinics were located in Selangor and Johor, which are the two central, major state economies in Malaysia, with 91.4% urbanization in the former and 71.9% in the latter [26]. Absolute poverty is low, with an incidence estimated at 1.7% in Selangor and 5.9% in Johor; both states show a lower incidence than the national average, which was 8.4% in 2020 [27]. These findings are parallel to findings from a cross-sectional study in the United States that showed that more than half of hospitals that provided outpatient teleconsultation were from urban areas [28]. Additionally, Martin et al [29] reported similar findings in their study; they showed that only 3.3% of rural primary care providers and 8.3% of rural hospitals were implementing teleconsultation. The discrepancy in the availability of teleconsultation between rural and urban areas could be attributed to the digital divide, which has been defined as “the growing gap between the underprivileged members of society, especially the poor, rural, elderly, and handicapped portion of the population who do not have access to computers or the internet; and the wealthy, middle-class, and young living in urban and suburban areas who have access” [30]. In essence, there is a gap in availability of teleconsultation between urban and rural dwellers.

Generally, Malaysia has been portrayed as a highly digitized nation, with 88.7% of Malaysian households having access to the internet in 2020 [31]. Based on the International Telecommunications Union Report, which measures different aspects of internet penetration, an average of 81.2% of the Malaysian population are internet users, compared to the global average of 73.6% across 82 reporting countries in 2018 [32]. The proportion of internet users who are above the age of 50 years was reported to have increased sharply, from 4.2% in 2012 to 16.0% in 2018, accounting for a 2.1% increase in this age group in the general population [32]. Over the same time span, the average age of internet users in Malaysia also increased, from 29.7 years to 36.2 years, suggesting a narrowing digital divide in terms of age [32]. However, the same report demonstrated that higher median household income corresponded to a higher broadband subscription rate (with a correlation coefficient ranging from 0.59 to 0.72, \( P<.001 \)) [32]. Urban households report a higher median household income of RM 6561 (US $1624) compared to a rural median household income of RM 3828 (US $947) [33]. This further supports our finding that digital divide is widening between urban and rural populations in Malaysia. Furthermore, this observation corresponds to the results of the Malaysian Internet Users Survey 2020, which showed that 75.6% of internet users were from urban areas [34]. The same survey also reported that one-third of Malaysian internet users resided in Selangor or Johor [34]. Even though the prevalence of noncommunicable diseases in rural and urban areas is almost the same [35], the utilization of public health care facilities is higher among rural dwellers [36]. Therefore, this urban-rural divide works against the initial aim of developing teleconsultation, which was to allow health care providers to overcome health service accessibility issues, especially for rural patients [25].

It is also worth noting that compared to video consultation, telephone consultation was more widely used by the clinics, even though a quarter of the telephone consultations were

---

Table 3. Types of health care activities provided through teleconsultation.

<table>
<thead>
<tr>
<th>Type of health care activity, n (%)</th>
<th>Video consultation (n=45), n (%)</th>
<th>Telephone consultation (n=97), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Care plan consultation</td>
<td>40 (89)</td>
<td>72 (74)</td>
</tr>
<tr>
<td>Health education</td>
<td>40 (89)</td>
<td>69 (71)</td>
</tr>
<tr>
<td>Disclosure of lab results</td>
<td>39 (87)</td>
<td>58 (60)</td>
</tr>
<tr>
<td>Follow up with allied health care</td>
<td>20 (44)</td>
<td>36 (37)</td>
</tr>
<tr>
<td>Follow up with pharmacist</td>
<td>5 (11)</td>
<td>5 (5)</td>
</tr>
<tr>
<td>Virtual directly observed therapy</td>
<td>7 (16)</td>
<td>N/A*</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.*
self-subsidized or funded by donations. This finding is in line with Brant et al [37], who found that the majority of practices in 5 areas of the United Kingdom conducted telephone consultation, while none provided video consultation. In addition, Heba and colleagues [38] reported that during COVID-19, 96.6% of general practitioners in southwestern Ontario used teleconsultation, but 99.5% of this was conducted via telephone consultation. A study looking at telehealth implementation in Australia showed that even with a change in reimbursement policy in the country, Australian health care providers, especially primary care providers, still preferred telephone consultation over video consultation [39]. While there is a lack of literature looking at synchronous teleconsultation between patients and health care providers over either video or telephone in low- and middle-income countries, we speculate that the availability of video consultation would be similar in Malaysia. This could be due to barriers in the adoption of video consultation, such as infrastructure requirements, digital proficiency, cost, and technical support availability [40], which can be extremely challenging to overcome, especially in low- and middle-income countries. By contrast, telephone consultation has a low start-up cost [41] and is easier to implement [42]. In our present study, the majority of the clinics that used video consultation were public primary care clinics, which have been identified for inclusion in the virtual clinic initiative funded by the MOH. Cost is likely one of the main reasons for the preference for telephone consultation over video among primary care providers from clinics that were not included in the initiative. As observed in our results, some clinics provided both telephone and video consultation services. However, we were not able to identify the proportion of exclusively video consultations to video consultations that were eventually converted to telephone, nor the reasons for why these unsuccessful video consultations were converted to telephone.

Our study also reports that the majority of clinics provided teleconsultation services for patients with chronic diseases, such as diabetes mellitus and hypertension. Similar findings were made by Kim et al [43], who reported that diabetes mellitus and hypertension accounted for 39.4% of teleconsultations conducted in their clinics. With the high prevalence of noncommunicable diseases in Malaysia, such as diabetes (with a prevalence of 18.3% in 2019) and hypertension (prevalence of 30.0% in 2019) [35], the bulk of the workload in public primary care clinics has always been the management of these patients. Active use of teleconsultation as an alternative method of consultation for these groups of patients would reduce crowding in clinics without compromising continuity of care for patients. Moreover, there are potential opportunities to expand the services to accommodate telemonitoring of these patients. Both services have been shown to be useful to improve disease control while at the same time reducing the use of resources [44].

Another interesting finding from our study is that very few clinics used teleconsultation for follow up with allied health care professionals or pharmacists. This is in keeping with results from a previous study in Brazil that showed only 5.8% of total teleconsultation was conducted by allied health care professionals or pharmacists [45]. Other than infrastructure and technology constraints, the limited use by allied health care professionals could have been due to their perceptions and attitudes, as well as a lack of information and training [46,47]. Similarly to patients, allied health care professionals, particularly physiotherapists, perceive teleconsultation negatively due to concerns about subpar health service due to the lack of hands-on examination and the lack of equipment at home, an attitude that could affect the uptake of teleconsultation [46]. The same concern about hands-on care has also been expressed by occupational therapists [48]. Allied health care professionals and pharmacists play an important role in providing complete, comprehensive care in managing primary care patients. They usually provide services like counseling on medication adherence and dietary intake, physiotherapy, and occupational therapy sessions during follow up. These forms of health care service have been shown to be as effective when delivered via teleconsultation as face-to-face [49,50]. Thus, the use of teleconsultation should be encouraged among these groups of health care providers.

Implications for Policy and Research

The primary care setting is the best place for the adoption of teleconsultation, because it is where management of chronic conditions largely takes place [16]. The COVID-19 pandemic has demonstrated the relevance of teleconsultation, as the need for routine clinic visits by patients with chronic diseases tended to decrease during the pandemic. Hence, teleconsultation appears poised to stay a robust option for primary care in the near future.

Our findings showed that as of the end of 2020, approximately 50% of public primary care clinics in Malaysia provided teleconsultation. Our findings also indicate that the rate of adoption of teleconsultation differs between urban and rural areas. Nevertheless, several factors can be addressed to increase the effective and successful spread of such services, as well as their scaling up.

First, policymakers have to identify the obstacles that hinder the efficient delivery of teleconsultation services in primary care. It is imperative to understand potential barriers in order to offer solutions that can enhance the rate of adoption of teleconsultation. For example, technology that is unreliable or a lack of access to technology and broadband internet may pose barriers to video visits. This in turn may prevent end users from participating in teleconsultation. Thus, to increase teleconsultation utilization, the focus should be on providing end users with instant, always-on access that can be used anywhere and at any time. Alternatively, telephone consultation or asynchronous teleconsultation might be a better option for areas that are not equipped to participate in synchronous video consultation.

Second, proactive efforts should be made to reduce disparities in access to health services for vulnerable populations with limited digital literacy or access to technology, such as rural residents, if teleconsultation is to be implemented nationwide. Access to technology or digital inclusion has been increasingly considered as a leading social determinant of population health. As such, strategies to narrow the digital divide are especially important for increasing the use of digital applications in health care, not only to help the uptake of teleconsultation in the country, but also, crucially, to promote health equity in the
population [51,52]. This is also an important consideration in primary care, especially because clear communication between health care providers and patients is essential for successful management of chronic diseases.

Third, it is important to change health care providers’ behavior, especially that of allied health care professionals and pharmacists, regarding their willingness to use this technology for patient care. The successful adoption of teleconsultation could potentially overcome the issue of personnel shortages among allied health care professionals and pharmacists. For instance, there were only a total of 64 dietitians in Malaysia in 2019 serving patients in 1016 public primary care clinics in the country [18]. The use of teleconsultation would allow group dietary counseling to be provided simultaneously to multiple patients and to remote areas.

Fourth, additional research on the teleconsultation experiences of patients and health care providers is imperative to enable us to obtain sufficient information on some of our findings, for example, to explain why telephone consultation was more widely used, or why certain clinics decided to utilize both telephone and video consultation. It is also crucial to account for the views of patients on the perceived usefulness and feasibility of teleconsultation services. Targeted strategies for successful implementations can only be planned after understanding the factors influencing the use of teleconsultation services among health care providers in Malaysia.

Limitations
To the best of our knowledge, our study is one of the first in low- and middle-income countries to provide vital information on the availability and the extent of synchronous teleconsultation services in a primary health care setting. This study has several limitations. First, this is a descriptive cross-sectional study, and it is not possible to determine the causality of the findings. Second, our study only involved public primary care clinics. Nevertheless, we are confident that our findings, to a certain extent, reflect a near-actual representation of teleconsultation services in Malaysian primary health care. This is mainly because we had a relatively high response rate; the public primary care clinics in this study cover 64.6% of all primary care attendance in Malaysia [36]. Third, we only examined synchronous teleconsultation between health care providers and patients; thus, our findings are only relevant to this target population.

Conclusion
In summary, we found that the availability of teleconsultation in public primary care clinics in Malaysia remains inadequate, with telephone consultation being more widely used than video consultation. Furthermore, there was a low utilization of these services among allied health care professionals and pharmacists. Plans for the expansion of teleconsultation in Malaysian primary health care should take into consideration these findings to ensure a better and more cost-effective uptake of teleconsultation in this country.
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Abstract

Background: Patients with cancer experience multiple symptoms related to cancer, cancer treatment, and the procedures involved in cancer care; however, many patients with pain, depression, and fatigue, especially those outside the hospital, receive inadequate treatment for their symptoms. Using an electronic patient-reported outcome (ePRO) platform to conduct symptom management follow-up in outpatients with advanced cancer could be a novel and potentially effective approach. However, empirical evidence describing in detail the preparation and implementation courses in a real setting is needed.

Objective: The purpose of this paper was to describe the implementation process and evaluation of an ePRO platform that facilitates symptom management for patients with cancer, share our experiences and the problems we encountered during the process of implementation, and share the solutions we identified for those problems. Moreover, we tested the feasibility, safety, and efficacy of the ePRO platform.

Methods: This was a real-world, ongoing, longitudinal, single-center, prospective study with a total of 7 follow-ups conducted within 4 weeks after the first visit to the symptom management clinic (on days 1, 3, 7, 10, 14, 21, and 28). Participants were encouraged to complete scales for physical symptoms (pain, fatigue, and shortness of breath), cognitive symptoms (memory problems and impaired concentration), and affective symptoms (especially depression and anxiety) during follow-up. The design and function of the ePRO-doctor client and ePRO-patient client, the patient-reported outcome (PRO) scales used in the study, and the strategies to promote symptom tracking have been described. Moreover, the training and evaluation for research assistants have been presented. The efficacy of the ePRO platform was assessed with a comparison of the baseline and 4-week outcomes on the MD Anderson Symptom Inventory.

Results: Using the ePRO platform for symptom management follow-ups in advanced cancer patients was associated with a high completion rate (72.7%-86.4%) and a low drop-off rate (23.6%). The ePRO platform sent 293 alert notifications to both patients and doctors, which promoted patient security. The short and sharp PRO tool selection, user-friendly interface, automatic reminder notifications and alerts, and multiple dimensional training were essential components for the preparation and implementation of the ePRO system. The results showed significant improvements in the mean scores of pain, fatigue, and numbness from baseline to day 28 ($P=.02$, $P=.02$, and $P<.001$, respectively).
Conclusions: The use of an ePRO platform for symptom management follow-ups in advanced cancer patients is time-saving, energy-saving, and effective. PRO tool selection, platform design, and training of research assistants are important aspects for implementation. Future research should validate the ePRO platform in a larger randomized controlled study.

(JMIR Form Res 2022;6(5):e21458) doi: 10.2196/21458
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Introduction

Patients with advanced or metastatic cancer usually have severe symptom burden, which is significantly higher than that in patients with no evidence of cancer metastasis [1]. Symptom burden has also been found to be correlated with treatment-related factors. About one-third of advanced cancer patients were found to have persistent severe symptom burden during chemotherapy [2], and high symptom burden was found to be negatively associated with patients’ psychological status, function, and quality of life [3,4].

However, research on symptom management has mainly focused on inpatients. Relevant research for outpatient symptom management has been limited. Traditional outpatient follow-up is usually via email or telephone, but a low response rate is a common problem in these 2 modes.

In China, since the average length of hospitalization has shortened dramatically, especially in some top cancer centers, much works on symptom management has been carried out in the outpatient department [5]. Symptom management in outpatients has some difficulties. First, outpatients only come to the clinic at a certain time point. Most of the time, they are outside of the hospital, and there is a lack of monitoring of their situations. Second, the means of communication between outpatients and doctors are limited. Many patients only come back to see their doctors when their symptoms become very serious. In some cases, patients cannot get timely and effective symptom management due to various factors, even though their symptoms are very serious. The poor situation of symptom management creates a burden for not only patients but also their families and caregivers, and it even introduces huge burdens of medical resources and costs. Unmet care needs may also decrease patient adherence to treatments [6]. A recent study [7] showed that a web-based app can improve symptom management and adherence for aromatase inhibitors in breast cancer patients.

Patient-reported outcomes (PROs) assess the problems a patient can report about his or her own experiences. These include symptoms, functioning, and mental health. However, a key barrier of using PRO data in clinical settings is the limitation of paper-based questionnaires, which cannot be transformed into instantly accessible information. Compared with traditional paper and pen testing, the electronic patient-reported outcome (ePRO) platform has the advantages of data collection standardization and quality management [8]. An effective ePRO platform can monitor the symptoms of patients outside the hospital better, give a timely alarm, and facilitate timely symptom management; therefore, the ePRO system can improve symptom management in outpatients. In recent years, many techniques of ePRO system design have been greatly developed, such as data transmission, storage, confidentiality, applicability, and convenience. Traditional electronic platforms are mainly based on an email system, while the new generation of ePRO platforms is mainly based on smartphones [9,10].

Most ePRO systems are treatment-centered and have been designed to serve a special kind of treatment [8,11,12]. In the selection of PRO tools, most involve treatment-related symptoms, and follow-up frequency and interval are set for the treatment. So far, an ePRO-based symptom management follow-up system for patients with advanced cancer generally is lacking. Nowadays, in China, the access rates of the internet and smartphones are very high. In 2018, an ePRO symptom management research project was launched in Peking University Cancer Hospital, which included a single-institute longitudinal study and a multi-center cross-sectional study. In the longitudinal study, we aimed to monitor the symptoms of outpatients with advanced cancer using an ePRO symptom management follow-up system based on a smartphone. The purpose of this paper was to describe the implementation process and results, present the advantages of the ePRO system, and share our experiences and the problems we encountered during the process of implementation, as well as the solutions we identified to solve the problems.

Methods

ePROhub, ePRO-Doctor Client, and ePRO-Patient Client

ePROhub
ePROhub provides the primary function of collecting data through PRO tools, as well as adapting and managing the data. Because of the connection with the hospital information system, the ePRO data are more convenient to be managed and analyzed together with other medical data. Intelligent operations include generating and managing the accounts of doctors and patients, collecting and checking patients' information, sending follow-up reminders, and alerting automatically about serious symptom. This platform also has an electronic signature system that could be used for both subjects (sign informed consent) and research assistants (sign after each subject's enrollment and follow-up to improve research quality management).

ePRO-Doctor Client

The doctor-client interface shows the important information of the program, such as the number of participants, the number of participants completed, the number of participants partly completed, and the number of drop-offs. The interface is updated
in real-time to present the latest progress of the program for doctors and researchers. There is a list of people who need to be reminded to do the follow-up survey and another list of people who have symptoms over the alert level. In this study, according to the cut-off point of the MD Anderson Symptom Inventory (MDASI; ≥7), the platform sent an alarm to the ePRO-doctor client. Each doctor or researcher could view his/her own participants, and the management staff could view the entire enrollment situation (Figure 1).

**Figure 1.** Doctor’s interface for research management.

**Figure 2.** Patient's interface of patient-reported outcome reporting.

**ePRO-Patient Client**

The interface has been designed as a touch screen, which conforms to patients' usage habits. Due to the limitation of the screen size of a mobile phone, the PRO scale has been designed to display in the horizontal direction, which is in line with the users’ experience to the maximum extent. There are only 1 or 2 questions on a page, making it easier to read, and the page could be enlarged, making it easier for patients to touch the screen to choose their answers (Figure 2). PRO data could be reported by patients anywhere through an applet based on the WeChat app, which is the most popular social app, without restrictions on the type of smartphone operating system. The ePRO system could identify how many times patients had fulfilled and matched the right scales. All the data were uploaded to a database established in Peking University Cancer Hospital. A strict encryption system was used to ensure data security.
**PRO Scales**

We used several validated instruments in the multi-dimensional ePRO system, which are presented below.

**MDASI**

The MDASI [13,14] is a widely used symptom inventory with 19 items (13 items for symptom severity and 6 items for life interference; 0=nothing to 10=most severe). A psychometric study has revealed that the Chinese version of the MDASI has good reliability and validity. Moreover, we added 5 more items for specific cancer sites in our study to capture the special characteristics (constipation was added for all cancers, hot flash and upper limb lymphedema were specific for breast cancer, cough was specific for lung cancer, and swallowing difficulty was specific for esophagus cancer). Compared to the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire (EORTC-QLQ) [15], which needs at least 1 week between 2 follow-ups, we used the MDASI as our screening tool, which could be used every day, because we needed to monitor symptoms at a high frequency.

**Insomnia Severity Index**

There are a total of 7 items in the Insomnia Severity Index (ISI; 0-4 score for each item, with a sum score of 28). The ISI is a validated scale for measuring insomnia severity in the last 2 weeks. Scores of 0-7 indicate no insomnia, 8-14 indicate subclinical insomnia, 15-21 indicate moderate insomnia, and 22-28 indicate severe insomnia. The simplified Chinese version of the ISI has been validated by Lin et al [16].

**Hospital Anxiety and Depression Scale**

The Hospital Anxiety and Depression Scale (HADS) has 14 items with a score spectrum of 0-4 for each item, which is used to measure the anxiety and depression of patients in the past week. It is more commonly used for patients with somatic symptoms in general hospitals, with good reliability and validity, and is recommended for use in patients with advanced cancer or those receiving palliative care [17].

**Patient Health Questionnaire-9 Items**

The Patient Health Questionnaire-9 Items (PHQ-9) is used to evaluate depression in patients in the past 2 weeks. The score spectrum of symptom severity is from 0 (none at all) to 3 (almost every day), and the total score is from 0 to 27. Depression can be considered when the sum score is ≥10. The simplified Chinese version of the PHQ-9 has good validation [18].

**EuroQol 5 Dimensions Questionnaire-5L Version**

The EuroQol 5 Dimensions Questionnaire-5L Version (EQ-5D-5L) is a multidimensional measurement for health-related quality of life, which contains the following 5 domains: (1) mobility, (2) self-care, (3) usual activities, (4) pain/discomfort, and (5) anxiety/depression, with a scale from 0 (no difficulty) to 4 (extreme difficulty) [19,20]. The Functional Assessment of Cancer Therapy: General (FACT-G) [21] contains too many items, and some of them are easily avoided by patients. We used EQ-5D-5L to measure the quality of life because it has fewer items and has convenient access to get reliable results.

**Distress Thermometer**

Distress Thermometer is recommended by the National Comprehensive Cancer Network in the distress management guideline. It has only 1 item with a scale from 0 (no distress) to 10 (extreme distress). The problem list includes the following 5 domains: practical problem, communication problem, emotion problem, physical problem, and spirit and religion problem. It is recognized as the briefest tool for distress screening, especially in busy oncology clinical practice [22].

**Symptom Tracking Promotion Strategies**

Enrolled patients completed the baseline assessments and accepted ePRO standard operating procedure training when they first visited the symptom management clinic. Baseline assessments included demographic and medical information, symptom situation, and medication situation. The ePRO system application training included instructions on how to log into the ePRO system, and how to report their symptoms and other medication situations. In order to improve follow-up compliance, the system sent a message automatically to remind patients at 8 AM on each follow-up day (1st, 3rd, 7th, 10th, 14th, 21st, and 28th day after the first clinic visit). If the follow-up self-report was not completed at 4 PM, the system automatically sent a message again. If there was still no response, research assistants would call them again the next day and record the reasons for noncompletion. If the patient was not connected after 2 calls, the data of this follow-up session were regarded as “lost.”

A time window of 24 hours before and after each follow-up was set, and the system recorded all the completion time points of the patients. Additionally, the system set the alert function. If the score of symptoms reported by the patients exceeded the cutoff value, the system reminded the patients to see a doctor in time.

**Training and Evaluation for Research Assistants**

Making a standardized operation process manual and an operation video for research assistants is convenient for them to study. The group training was organized for one time, while individual (one-to-one) training was carried out one-to-one. After the training, all research assistants were required to pass a test of practical operation to get started on their official work.

There was a question and answer session to solve operation problems after enrollment of around 10 cases. In addition, the practical problems faced by research assistants were shared in the WeChat working group at any time.

Before application in clinical practice, some evaluations were carried out, including running the trial test for the ePRO system and its supporting system, testing the function of SMS text message notifications for patients, confirming the process of patients’ online follow-up, updating the layout of the doctor version of the ePRO system, and switching the testing system database to the formal project database.

**Study Population, Eligibility Criteria, and Recruitment**

All eligible patients who visited the symptom management clinic for the first time were invited to participate in the study by the doctors in the clinic. The inclusion criteria were as follows: (1) age over 18 years; (2) fluency in Chinese; and (3)
confirmed diagnosis of advanced lung cancer, liver cancer, gastric cancer, esophageal cancer, colorectal cancer, or breast cancer. The exclusion criteria were as follows: (1) a history of major severe mental disorders (unable to cooperate with the investigator); (2) being in poor physical condition, as judged by the attending physician (not able to complete the whole study); and (3) being unable to use the ePRO platform.

**Data Collection and Process**
Completed data with both PROs and other information were collected at baseline (day 0, patient’s initial visit) and follow-ups conducted within 4 weeks after the first visit to the symptom management clinic (days 1, 3, 7, 10, 14, 21, and 28), using an ePRO platform system supported by the research team and ePRO Vision. The flow chart of the study is shown in Figure 3.

**PRO data were collected using an ePRO platform. The system could recognize the individual scores of MDASI items due to the cutoff points that we set up. For those scales that needed results to be calculated, such as PHQ-9, data were first captured by WeChat, saved in REDCap, and then calculated. The output data could be transferred to professional statistics programs, like SAS or SPSS, with a standard data format for the final data analysis. All data were deidentified and stored on the REDCap platform.**

**Evaluation**
The completion rate was defined as the proportion of patients who completed the self-report using the ePRO system within the stipulated time. The drop-off rate was defined as the proportion of patients who refused to complete the self-report using the ePRO system or failed to complete the last follow-up at day 28.

**Ethics and Consent**
The original study was approved by the Institutional Review Board of Peking University Cancer Hospital on February 13, 2019 (study #2019YJZ07). All participants provided written informed consent.

**Statistical Analysis**
Baseline characteristics were summarized using mean and SD for continuous variables or number and percentage for categorical variables. Assessments for symptom (MDASI) characteristics were conducted for all patients, and a paired \( t \) test was used to determine whether there was a statistically significant change between the baseline and day 28 scores. SPSS software v26 (IBM Corp) was used to analyze the data. All \( P \) values were 2-sided, and \( P<.05 \) was considered statistically significant.

**Results**

**Recruitment**
Among 205 eligible patients with advanced cancer who were approached, 161 agreed to participate in the study and 153 completed the baseline assessment. Eligible patients refused to participate for various reasons, and the main reason was “I don’t want to be disturbed and it’s useless to improve my symptoms.” Patient characteristics are detailed in Table 1. The completion rates were from 72.7% to 86.4% at each follow-up, and the highest completion rate was at follow-up 1 (day 1), while the lowest rate was at follow-up 6 (day 21) (Table 2).
Table 1. Disease and demographic characteristics of the participants (N=153).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>56.3 (11.0)</td>
</tr>
<tr>
<td>Age range (years)</td>
<td>27-86</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>85 (55.6)</td>
</tr>
<tr>
<td>Female</td>
<td>68 (44.4)</td>
</tr>
<tr>
<td><strong>Ethnic group, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Han</td>
<td>139 (90.8)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (9.2)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Junior high school or below</td>
<td>48 (31.4)</td>
</tr>
<tr>
<td>High school/secondary school</td>
<td>44 (28.8)</td>
</tr>
<tr>
<td>Undergraduate/college</td>
<td>56 (36.6)</td>
</tr>
<tr>
<td>Master’s degree or above</td>
<td>5 (3.3)</td>
</tr>
<tr>
<td><strong>Cancer diagnosis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>16 (10.5)</td>
</tr>
<tr>
<td>Gastric</td>
<td>20 (13.1)</td>
</tr>
<tr>
<td>Esophagus</td>
<td>10 (6.5)</td>
</tr>
<tr>
<td>Liver</td>
<td>12 (7.8)</td>
</tr>
<tr>
<td>Lung</td>
<td>48 (31.4)</td>
</tr>
<tr>
<td>Colorectal</td>
<td>47 (30.7)</td>
</tr>
<tr>
<td><strong>Disease status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Progressive</td>
<td>91 (59.5)</td>
</tr>
<tr>
<td>Partial response</td>
<td>8 (5.2)</td>
</tr>
<tr>
<td>Stable</td>
<td>38 (24.8)</td>
</tr>
<tr>
<td>Unclear</td>
<td>16 (10.5)</td>
</tr>
<tr>
<td><strong>Disease stage, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Metastatic</td>
<td>142 (92.8)</td>
</tr>
<tr>
<td>Locoregional</td>
<td>11 (7.2)</td>
</tr>
<tr>
<td><strong>Eastern Cooperative Oncology Group score, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>39 (25.5)</td>
</tr>
<tr>
<td>1</td>
<td>71 (46.4)</td>
</tr>
<tr>
<td>2</td>
<td>28 (18.3)</td>
</tr>
<tr>
<td>3</td>
<td>15 (9.8)</td>
</tr>
<tr>
<td><strong>Current anticancer therapy, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>61 (39.9)</td>
</tr>
<tr>
<td>Yes</td>
<td>90 (58.8)</td>
</tr>
</tbody>
</table>
Table 2. Completion rate and missing rate at each follow-up (N=153).

<table>
<thead>
<tr>
<th>Time point</th>
<th>Completion, n (%)</th>
<th>Missing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (day 0)</td>
<td>153 (100%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Follow-up 1 (day 1)</td>
<td>132 (86.3%)</td>
<td>21 (13.7%)</td>
</tr>
<tr>
<td>Follow-up 2 (day 3)</td>
<td>128 (83.7%)</td>
<td>25 (16.3%)</td>
</tr>
<tr>
<td>Follow-up 3 (day 7)</td>
<td>125 (81.7%)</td>
<td>28 (18.3%)</td>
</tr>
<tr>
<td>Follow-up 4 (day 10)</td>
<td>122 (79.7%)</td>
<td>31 (20.3%)</td>
</tr>
<tr>
<td>Follow-up 5 (day 14)</td>
<td>123 (80.4%)</td>
<td>30 (19.6%)</td>
</tr>
<tr>
<td>Follow-up 6 (day 21)</td>
<td>111 (72.5%)</td>
<td>42 (27.5%)</td>
</tr>
<tr>
<td>Follow-up 7 (day 28)</td>
<td>120 (78.4%)</td>
<td>33 (21.6%)</td>
</tr>
</tbody>
</table>

Feasibility

Overall, 43.5% (263/604) person-time follow-up assessments were completed by patients automatically before the notification was sent by the ePRO system, 42.6% (257/604) were completed within 8 hours after the first reminder message was sent, and 13.9% (84/604) were completed after the reminder phone call of a research assistant.

The drop-off rate was 23.6% (38/161) in the longitudinal study. Eighteen patients dropped off before the last follow-up (day 28), while 20 patients did not complete the last follow-up assessment. Among them, 14 patients rejected participation in the follow-ups continually, 19 patients could not be contacted, 3 patients died, 1 patient was considered not capable of participating in this study continually by a doctor, and 1 patient dropped off for an unknown reason.

The ePRO system sent a total of 293 alert notifications to both doctors and patients when the patient-reported symptom severity reached the altered score.

In the cohort, 153 patients underwent symptom assessments with the MDASI, HADS, ISI, and PHQ-9 scales at baseline. Of these 153 patients, 119 (77.8%) underwent reassessment at day 28, and we observed significant decreases in the mean scores of pain, fatigue, and numbness from baseline to day 28 (P=.02, P=.02, and P<.001, respectively) (Table 3).

Table 3. Symptom assessment scores between baseline and day 28.

<table>
<thead>
<tr>
<th>Assessment</th>
<th>Baseline score, mean (SD)</th>
<th>Day 28 score, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain</td>
<td>4.91 (3.3)</td>
<td>3.52 (2.7)</td>
<td>.02</td>
</tr>
<tr>
<td>Fatigue</td>
<td>5.12 (2.8)</td>
<td>4.29 (2.8)</td>
<td>.02</td>
</tr>
<tr>
<td>Nausea</td>
<td>2.52 (2.7)</td>
<td>2.29 (2.5)</td>
<td>.32</td>
</tr>
<tr>
<td>Disturbed sleep</td>
<td>5.32 (2.9)</td>
<td>3.94 (2.7)</td>
<td>.50</td>
</tr>
<tr>
<td>Distress</td>
<td>4.42 (3.0)</td>
<td>3.28 (2.8)</td>
<td>.31</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>3.14 (2.7)</td>
<td>2.70 (2.7)</td>
<td>.79</td>
</tr>
<tr>
<td>Difficulty remembering</td>
<td>3.30 (2.6)</td>
<td>2.65 (2.4)</td>
<td>.10</td>
</tr>
<tr>
<td>Lack of appetite</td>
<td>4.32 (2.9)</td>
<td>3.31 (2.9)</td>
<td>.89</td>
</tr>
<tr>
<td>Drowsiness</td>
<td>3.69 (2.8)</td>
<td>3.08 (2.7)</td>
<td>.38</td>
</tr>
<tr>
<td>Dry mouth</td>
<td>3.78 (2.8)</td>
<td>2.92 (2.6)</td>
<td>.19</td>
</tr>
<tr>
<td>Sadness</td>
<td>3.58 (3.1)</td>
<td>3.03 (2.9)</td>
<td>.24</td>
</tr>
<tr>
<td>Vomiting</td>
<td>2.03 (2.7)</td>
<td>1.64 (2.4)</td>
<td>.06</td>
</tr>
<tr>
<td>Numbness</td>
<td>3.74 (3.2)</td>
<td>3.14 (2.6)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Discussion

Advantages of Using an ePRO System

Using an ePRO system for symptom management follow-up had a lot of advantages. First, compared with the paper-pencil test, the ePRO reporting interface is much more friendly to seniors with poor sight, and the size of the font could be enlarged to make reading easier. Second, the system could remind patients that there are items missing answers automatically and could improve data integrity. Third, the system’s automatic reminder for each follow-up was very effective, and over 40% of patients completed the follow-up assessments within 8 hours after the first automatic reminder was sent, which improved the completion rate greatly and saved the time of the research assistants when compared with traditional follow-up by telephone, mail, or email [23].

Studies showed that the real-time symptom severity alarm function has an important role in symptom management [24,25].
During the study period, nearly 300 alert notifications were sent, so this function was very necessary for symptom management.

The ePRO system made research management easier. The researchers could see the real-time research progress of their clients. Researchers at different levels saw different kinds of reports, which not only made their research management easier but also protected the confidentiality of the research.

Experiences of Implementation

**Consideration for ePRO Platform Design**

**Follow-up Times**

Follow-up times should be determined according to the study purpose. Our platform was designed to complete high-frequency self-reports in a short period of time, with 7 follow-ups over 4 weeks. Several platforms have already been set up with their own follow-up time according to different aims such as a platform for posttreatment surveillance in head and neck cancer [26].

**Flexibility**

The electronic symptom management system applet was based on the most popular social app in China, WeChat, which can be used in any place with wireless internet or mobile network coverage, without the issue of different smartphone operating systems. This saves the cost of developing a new app and saves users the hassle of downloading one more app, and the app is convenient and totally free [27].

**Alerts**

For patients and medical researchers, alert information about symptoms can be sent in real-time, and the system can display reminders directly on the screen when the doctor logs into the platform. By contrast, other foreign ePRO platforms [28] send the medical staff an email notification as a reminder, which may delay the information.

**Applicability for Interfacing With Other Systems**

There is good interoperability with the REDCap system. For instance, the software company ESD (Evaluation Software Development) has been developing the CHES Platform (Computer-Based Health Evaluation System) [29], which is a specialized software dedicated to the assessment, storage, and processing of ePRO data.

**Education**

Education for patients is beneficial for better symptom management, like cancer-related pain [30], so we have added educational material and doctor’s advice into the applet, as well as referral tips. This could help patients and caregivers to learn the skills of symptom management.

**Integration Capacity**

Most previous platforms can be divided into the following 2 categories: (1) treatment center, which is a platform designed according to a certain treatment, such as a PRO platform in chemotherapy [31], and (2) patient center, which is a PRO platform designed for a certain patient population. This system is integrated with treatment-related (such as symptom management) and population-related (such as outpatients) aspects.

**Experiences of Training Research Assistants**

Multiple training methods were combined before the study implementation, including self-training, one-to-one training, and together with training, which makes the whole training process more time-saving and more effective. The training was not stopped after the evaluation, and the question and answer session at the beginning of the study was very helpful for research assistants to solve the problems they faced in practice.

**Patient Adherence and Benefit**

Several studies on patients who were followed up outside the hospital found that the traditional follow-up compliance was less than 50% [32,33]. In our study, the overall response rate of patients reached at least 70% in each follow-up, and there was an average response rate of 80.3% for all 8 out-of-hospital follow-ups in 2 months. Even in app-based studies, there has been a problem of a high dropout rate, and in intervention research, the dropout rate usually reached 60% [34,35]. It was suggested that we should pay attention to this problem in future intervention research.

Several studies found that integration of ePROs into routine cancer care was associated with increased survival compared with usual care [36,37]. This was an observational cohort study (no intervention), and it was found that patients had benefits for several symptoms. Symptom monitoring via ePROs following treatment for cancer was associated with increased benefits among patients.

**Limitations**

This study introduced the use of an ePRO platform. In the initial process, only patients who were referred to the symptom management clinic were enrolled in the study (not all patients treated in the oncology clinic). At the same time, only patients with advanced cancers at 6 sites were included. Our next goal is to integrate the platform with patient records, and future research should extend to all cancer patients.

Although the current ePRO platform had relatively high compliance, future studies should continue to explore ways to address dropout in populations at a high risk of dropout, especially in an intervention study.

In addition, the prospective nature of the study presented a limitation, and there was only 1 group of patients and no control group.

**Conclusion**

The use of an ePRO platform for symptom management follow-ups in advanced cancer patients is time-saving, energy-saving, and effective, which can improve the completion rate and decrease the drop-off rate. PRO tool selection, platform design, and training of research assistants are important aspects that require attention.
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Abstract

Background: Effective self-care is an important factor in the successful management of patients with heart failure (HF). Despite the importance of self-care, most patients with HF are not adequately taught the wide range of skills required to become proficient in self-care. Digital health technology (DHT) may provide a novel solution to support patients at home in effective self-care, with the view to enhancing the quality of life and ultimately improving patient outcomes. However, many of the solutions developed to date have failed to consider users’ perspectives at the point of design, resulting in poor effectiveness. Leveraging a human-centered design (HCD) approach to the development of DHTs may lead to the successful promotion of self-care behaviors in patients with HF.

Objective: This study aimed to outline the HCD, development, and evaluation process of a DHT designed to promote effective self-care in patients with HF.

Methods: A design thinking approach within the HCD framework was undertaken, as described in the International Organization for Standardization 9241-210:2019 regulations, using a 5-step process: empathize, ideate, design, develop, and test. Patients with HF were involved throughout the design and evaluation of the system. The designed system was grounded in behavior change theory using the Theoretical Domains Framework and included behavior change techniques. Mixed methods were used to evaluate the DHT during the testing phase.

Results: Steps 1 to 3 of the process resulted in a set of evidence- and user-informed design requirements that were carried forward into the iterative development of a version 1 system. A cross-platform (iOS and Android) mobile app integrated with Fitbit activity trackers and smart scales was developed. A 2-week user testing phase highlighted the ease of use of the system, with patients demonstrating excellent adherence. Qualitative analysis of semistructured interviews identified the early potential for the system to positively influence self-care. Specifically, users perceived that the system increased their confidence and motivation to engage in key self-care behaviors, provided them with skills and knowledge that made them more aware of the importance of self-care behaviors, and might facilitate timely help seeking.

Conclusions: The use of an HCD methodology in this research has resulted in the development of a DHT that may engage patients with HF and potentially affect their self-care behaviors. This comprehensive work lays the groundwork for further
development and evaluation of this solution before its implementation in health care systems. A detailed description of the HCD process used in this research will help guide the development and evaluation of future DHTs across a range of disease use cases.

*JMIR Form Res 2022;6(5):e34257*  doi:10.2196/34257
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**Introduction**

Heart failure (HF) is a significant global public health problem, with a prevalence of >100 per 1000 people aged ≥65 years [1]. As HF progresses, it is associated with significant morbidity and mortality, resulting in an increased number of hospitalizations. In addition to the impact that deteriorating health has on the patient’s quality of life, these hospitalizations place a significant burden on health services, representing 80% of the costs associated with HF care [2].

Self-care centers have autonomy, independence, and a person’s responsibility for healthy behaviors and the development of activities required to manage and monitor health conditions [3]. It is well-accepted that promoting effective self-care and disease management in patients with HF is central to reducing the burden on patients and the health system [3-5]. Despite this, patients often struggle to develop the wide range of skills required to become proficient in HF self-care [6]. For example, it is suggested that patients should be able to manage fluid retention through intake and weight monitoring; adhere to diet, medication, and exercise regimens; monitor symptoms; recognize deterioration; and ultimately, identify when they need to engage in help-seeking behaviors [3,6]. However, research has shown that most patients with HF do not understand the nature of their HF, cannot link changes in symptoms to their condition, and do not engage in these key self-care behaviors on a regular basis, suggesting that current educational practices around self-care are not effective or sufficient to elicit lasting change [6].

Over the past 20 years, consumer-wearable and mobile technologies have become ubiquitous. These technologies provide an opportunity to develop new approaches to empower patients to engage with and manage their chronic conditions at home and connect them to their care team in a timely manner when most required [7,8]. However, although existing solutions have demonstrated some success, their effectiveness has been relatively inconsistent [9-11]. One of the key reasons put forward for this lack of success is the failure of these solutions to integrate the users’ perspective at the point of design, thus neglecting to take into account the patients’ actual needs and failing to truly understand the problems to be solved [12-14]. Recently, the use of human-centered design (HCD) approaches has led to the successful development of digital health technologies (DHTs) designed to support chronic disease management [15]. As such, leveraging an HCD approach to the development of DHTs designed to promote self-care behaviors in patients with HF may positively influence the impact their condition has on their quality of life.

Therefore, the aim of this study was to use an HCD approach to design and develop a DHT to promote effective self-care behaviors in patients with HF. This paper provides a detailed step-by-step description of the HCD process followed in this research, detailing the process from initial requirement gathering and conceptual design to user testing.

**Methods**

**Design Approach**

This study leveraged a design thinking approach within the HCD framework, as described in the International Organization for Standardization 9241-210:2019 regulations [16]. This methodology follows a five-step iterative process: (1) empathize, (2) ideate, (3) design, (4) development, and (5) test (Figure 1). The entire design and development process was conducted between 2019 and 2021. The methods used in each phase are detailed sequentially in the *Methods* and *Results* sections.
Figure 1. The multistep human-centered design process.

Step 1: Empathize

Overview
The aim of step 1 was three-fold: (1) to understand the perceptions of patients with HF on the use of DHTs for the management of their condition, (2) to understand the factors to be considered in the design and implementation of DHTs, and (3) to understand the key determinants of effective self-care in patients with HF. To address the first 2 aspects, a cohort of patients with HF was recruited to participate in semistructured interview sessions (study 1) [17]. To further understand the key determinants of effective self-care in patients with HF, the previously published systematic review of patient and caregiver perceptions conducted by Clark et al [6] was consulted, alongside international best practice statements on HF self-care promotion by the American Heart Association [4] and the European Society of Cardiology [3].

Semistructured Interviews (Study 1)

Participants
A total of 19 participants (n=6 [32%] women and n=13 [68%] men; median age 71, range 36-84 years) were recruited from a private hospital and cardiac physiotherapy clinic in Dublin, Ireland, to take part in individual semistructured interviews. To be included in this study, participants had to have a confirmed diagnosis of HF, be aged ≥18 years, be willing to participate, and have the capacity to provide informed consent. Exclusion criteria included not having a confirmed diagnosis of HF, being a child or adolescent, lack of English understanding, a cognitive impairment that would preclude the capacity to provide informed consent, and having rheumatic heart disease or severe aortic or mitral valvular heart disease. This was to ensure that within the criteria, a representative sample would be included so that the impact of HF could be explored.

Study Methods
Patient data were collected during single face-to-face interviews (17/19, 89%) and over the phone (2/19, 11%) when patients
could not attend the interview in person. Demographic data such as age, sex, occupational status, marital status, class of HF, and presence of other medical conditions were collected. Open-ended questions were used to explore their perceptions on the use of DHT for the management of their condition and understand the factors to be considered in the design and implementation of DHT. The interviews were audio recorded, and a topic guide was developed based on the aims of the study to ensure consistency across the interviews (Multimedia Appendix 1).

Data Analysis
The interviews were transcribed verbatim and anonymized. An inductive, thematic analysis of the transcribed data was undertaken using a realist approach, whereby the researcher assumes that the opinions of the patients reflect their real perceptions and can be considered real [5]. A total of 2 researchers (RC and AK) analyzed the transcribed data following the protocol of Braun and Clarke [5]. This protocol comprises the researchers familiarizing themselves with the data, generating a list of initial codes relevant to the aims of the study, and refining these codes by grouping them into potential themes. The list of codes and themes was iteratively revised until an agreement was reached using NVivo (version 12; QSR International) and Microsoft Excel.

Literature Review
Clark et al [6] conducted a systematic review of qualitative studies that investigated the determinants of effective self-care in patients with HF. This review analyzed data from 49 qualitative studies that examined patients with HF and caregivers’ views and needs about the nature and determinants of effective self-care. This comprehensive work formulated a series of key skills that are crucial to the development of effective self-care in this population. The key skills highlighted by Clark et al were then combined with the findings of the semistructured interviews and the best practice statements on HF self-care promotion by the American Heart Association [4] and the European Society of Cardiology [3] and were carried forward into the ideation process.

Step 2: Ideation
The aim of step 2 was to aggregate the findings from step 1 to formulate ideas and design concepts for a prototype solution to promote self-care behavior change. The barriers to and facilitators of the use of DHT and key design considerations identified in the qualitative interviews were first mapped to the determinants of effective self-care highlighted by Clark et al [6] and then subsequently to the relevant domain and intervention functions as listed in the Theoretical Domains Framework (TDF) [18]. The TDF is a theory-based framework that helps researchers understand their target behavior; identify its determinants; select intervention functions that best influence these determinants; and finally, select relevant behavior change techniques (BCTs) that are most effective toward these functions and determinants [18]. BCTs are the smallest, reproducible component of an intervention designed to change behavior either alone or in combination with other BCTs. Thus, once the desired intervention outcomes and intervention functions were mapped from the TDF, potential BCTs, as listed within the BCT Taxonomy version 1 [19], were identified using the web-based Theory and Techniques tool [20]. BCTs to be included in the DHT were selected based on their evidence or hypothesized links to TDF domains and intervention functions, along with their potential to be operationalized in a DHT, to ensure that the determinants of behavior were targeted within the contents of the system.

Step 3: Design
The identified BCTs from step 2 were taken by the study team (a consultant cardiologist, a mobile developer, and 2 digital health clinical research physiotherapists), and a series of high-level requirements for the system were iteratively developed, taking into account the patient requirements identified in step 1, as well as clinical and technical feasibility. These requirements were then used to develop wireframe prototypes and technical requirements to guide mobile development.

Step 4: Develop
The finalized wireframe design and requirements were developed into a version 1 prototype solution, which was then evaluated with a group of patients with HF in step 5. As detailed further in the Results section, the developed system comprised a mobile phone app, a Fitbit Charge 4 activity tracker (Fitbit Inc), and Aria Air smart scales (Google).

Step 5: Test (Study 2)

Overview
The developed prototype solution was examined in a 2-week pilot evaluation phase. A mixed methods approach was used to evaluate the feasibility of the system, focusing on the acceptability, usability, demand, and practicality of the DHT system according to the participants [21]. In addition, this phase was used to identify any technical issues that needed to be addressed in a version 2 system and highlight any additional feature requirements identified by the patients that would be required in any further evaluation of the system. A 2-week period was deemed acceptable for this initial feasibility phase as it allowed sufficient time for users to familiarize themselves with the system, identify usability issues, and explore the practicality of using it within their daily life. This initial, short follow-up is commonly used in HCD studies [22,23].

Participants
A convenience sample of 9 participants (n=4 [44%] women and n=5 [56%] men; mean age 74, range 54-91 years) volunteered to participate in the study. Participants were recruited from a private hospital in Dublin, Ireland, and had previously been diagnosed with HF. This purposive sample allowed for the aggregation of usability and acceptability data pertaining to the initial system, facilitating the iterative development of a system for deployment in the full feasibility study. Previous research has shown that a sample size of approximately 9 participants is sufficient to reach data saturation in similar contexts [24]. Participants were deemed eligible if they could provide written informed consent; were previously diagnosed with HF; were under the care of Beacon Hospital Cardiology (aged ≥18 years); were under New York Heart Association classification 1 to 3;
were open to the use of technology in the promotion of HF self-care; had access to an internet connection or mobile data; and were intellectually, visually, and auditorily capable of communicating with the investigator and understanding and complying with the requirements of the study. Participants were deemed ineligible if they were medically unstable or undergoing medical treatment judged not to be medically compatible by the investigator or if they had any skin condition that may affect the integrity of their skin when wearing the activity tracker.

**Study Methods**

The recruited participants were invited to an initial setup session at the hospital. Demographic data such as age, sex, and the highest level of education were collected at the beginning of the session. The participants then completed the European HF Self-care Behavior Scale (EHFScBS) [25,26] and the Minnesota Living with HF Questionnaire (MLwHFQ) [27,28]. These questionnaires were designed to evaluate self-care behaviors in patients with HF and the effect of HF treatments on the quality of life.

Following a setup and familiarization session with the first author (approximately 40 minutes), participants were asked to use the system as part of their usual daily routine for the following 2 weeks. During this period, the patients were asked to wear the Fitbit Charge 4 activity tracker on their wrist, take their weight every morning using the Fitbit Aria Air scales, and interact with the developed mobile app. A check-in symptom questionnaire was also completed 7 days into the trial period [29].

At the end of the 2-week period, individual semistructured interviews were completed over the phone and recorded with each participant. Open-ended questions were used to explore their perceptions of the acceptability, usability, and practicality of the system; understand their experiences pertaining to the impact of the system on their self-care behaviors; identify usability and user experience issues; and identify aspects that could improve the system (Multimedia Appendix 1). Before completing the interviews, participants also completed 3 questionnaires: System Usability Scale (SUS), a questionnaire designed to measure system usability [7]; Wearable Technology Motivation Scale (WTMS), a questionnaire based on the intrinsic needs listed within self-determination theory [30]; autonomy, competence, and relatedness and the Comfort Rating Scale (CRS), a questionnaire designed to assess the comfort of wearable devices across the dimensions of emotion, attachment, harm, perceived change, movement, and anxiety [31].

**Data Analysis**

The recorded interviews were transcribed verbatim and anonymized. The same thematic analysis approach was used as detailed in the Step 1: Empathize section.

The questionnaire data were scored using the appropriate standardized procedure for each questionnaire, and the scores were presented as medians and ranges. The MLwHFQ is broken down into 2 components, the physical and emotional dimensions, which are combined to form the total score. It is scored by summing each of the components, resulting in a score ranging from 0 to 105 (high impairment) [27]. The EHFScBS is scored by summing the components of the questionnaire, z score normalizing, and calculating the percentiles. This results in a score ranging from 0 to 100 (good self-care), with <30 deemed as inadequate [25]. The SUS is scored out of 40 but converted to a 0 to 100 scale as per the standard procedure, with >68 deemed acceptable and >80 considered excellent [32]. The CRS is scored by summing the components, resulting in a score from 0 to 120 (poor comfort) [31]. Finally, the WTMS is scored by calculating the average score across the different components for each participant, resulting in a score ranging from 0 to 7 (extremely motivated) [30]. In addition, adherence was determined by identifying the number of days a user wore the Fitbit device throughout the day and recording their weight.

**Ethics Approval**

The study received ethical approval from the Beacon Hospital Research Ethics Committee (BEA0114 and BEA0151), and written informed consent was obtained from all participants before commencing the study.

**Results**

**Step 1: Empathize**

**Study 1: Semistructured Interviews**

The full and detailed results of these interviews are listed elsewhere [17]. In summary, the results highlight that although patients are generally interested in engaging with technology, aspects such as technology literacy, previous exposure to technology, age, and lack of perceived usefulness are all important factors in driving whether it is adopted or not. Furthermore, several key factors to be considered in the design of a DHT were identified (Textbox 1).
Textbox 1. Key factors identified by patients with heart failure.

<table>
<thead>
<tr>
<th>Key factors and details (required elements of the factor)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ease of use</strong></td>
<td></td>
</tr>
<tr>
<td>Easy to use, with appropriately sized font and easily understandable language and health data</td>
<td></td>
</tr>
<tr>
<td><strong>Vital sign monitoring</strong></td>
<td></td>
</tr>
<tr>
<td>Support vital sign (eg, resting heart rate, blood pressure, and oxygen saturation) monitoring and actuation</td>
<td></td>
</tr>
<tr>
<td><strong>Physical activity promotion</strong></td>
<td></td>
</tr>
<tr>
<td>Support physical activity monitoring and guide patients in pacing strategies and exercise targets</td>
<td></td>
</tr>
<tr>
<td><strong>Weight and fluid control</strong></td>
<td></td>
</tr>
<tr>
<td>Facilitate weight and fluid management through daily weight tracking</td>
<td></td>
</tr>
<tr>
<td><strong>Feedback loops</strong></td>
<td></td>
</tr>
<tr>
<td>Feedback from the vitals and other health data should be patient specific and not generic comparisons with healthy nonclinical populations</td>
<td></td>
</tr>
<tr>
<td><strong>Health data analytics</strong></td>
<td></td>
</tr>
<tr>
<td>Background analysis of the collected health data to help proactively inform about potential deterioration and facilitate help seeking</td>
<td></td>
</tr>
<tr>
<td><strong>Reminders</strong></td>
<td></td>
</tr>
<tr>
<td>Include a reminder feature for medications and appointments</td>
<td></td>
</tr>
<tr>
<td><strong>Medical information</strong></td>
<td></td>
</tr>
<tr>
<td>Educational information should be included from a reliable source and should not be intimidating for the user</td>
<td></td>
</tr>
<tr>
<td>Provide patients with the requisites to participate in their own condition management</td>
<td></td>
</tr>
<tr>
<td><strong>Included devices</strong></td>
<td></td>
</tr>
<tr>
<td>Any devices associated with the digital health technology should not be medically oriented to reduce negative associations of having a chronic illness</td>
<td></td>
</tr>
<tr>
<td><strong>Diet tracking</strong></td>
<td></td>
</tr>
<tr>
<td>Ability to record calorie intake, similar to solutions such as MyFitnessPal</td>
<td></td>
</tr>
<tr>
<td><strong>Emergency information</strong></td>
<td></td>
</tr>
<tr>
<td>Medical information about their condition and medications for emergency situations</td>
<td></td>
</tr>
<tr>
<td><strong>Social support</strong></td>
<td></td>
</tr>
<tr>
<td>A social networking aspect to facilitate social support</td>
<td></td>
</tr>
</tbody>
</table>

**Literature Review**

In the Clark et al [6] systematic review investigating the determinants of effective self-care, the authors highlighted that patients demonstrate or report a low knowledge of HF or lack of understanding of self-care behaviors through the following:

- Lack of recall about the basic elements of the nature of HF
- Apparent misattribution of HF symptoms to other conditions, age, or medication
- Low understanding of the links between signs or symptoms of HF
- Absence of references to the importance of weight management or monitoring
- Avoidance or low awareness of the severity of HF

In addition, they identified that HF self-care was shared between the patients and informal caregivers.

The skills for effective self-care, as identified in this review, are presented in Textbox 2 [6]. In addition to these, the international best practice statements on HF self-care by the American Heart Association [4] and the European Society of Cardiology [3] highlight that the desired goal of supporting self-care in HF is to improve quality of life, reduce the need for unnecessary hospitalizations, and reduce the risk of early mortality.
**Textbox 2. Key skills for effective self-care.**

**Skill and description**

**Integrating self-care within normal life patterns**
- It is helpful to incorporate self-care into daily life as it facilitates adherence.

**Early detection of signs and symptoms**
- Patients have an overreliance on subjective symptoms.
- Patients are often only able to identify relevant changes associated with worsening conditions formatively with experience.

**Caregivers, their knowledge, and the range of heart failure**
- Caregivers typically provide substantial support with medication and diet adherence.
- Caregivers rarely help with daily weighing, fluid restriction, physical activity, and timely help seeking.

**Caregivers foster patient independence**
- Poor caregiver support can lead to difficulties with managing self-care, although a lack of support is not limited to those who live alone.

---

**Step 2: Ideate**

On the basis of the key determinants of effective self-care, combined with the best practice recommendations and patient interviews, a number of behavioral outcomes were identified as a focus for the development of DHT: (1) engagement in regular physical activity; (2) management of fluid status daily through weight monitoring; (3) adherence to medication; (4) understanding the signs and symptoms of HF; including the consequences of an exacerbation; and (5) seeking medical help appropriately when required.

The barriers to and facilitators of self-care behavior were mapped to the determinants of behavior and appropriate TDF domains (Multimedia Appendix 2). A pragmatic decision was taken to focus initially on the key needs and requirements of version 1 of the system. If this simple version is successful in supporting self-care in HF, features designed to address additional behaviors can be iteratively added to the solution. This incremental approach is in line with recommendations for the development of complex interventions [33,34] and has previously been applied in the development of DHT for chronic disease management [15]. Subsequently, the determinants of behavior were mapped to the TDF domains, appropriate intervention functions, and evidence-based BCTs as listed within BCT Taxonomy version 1 to ensure that the determinants of behavior were targeted throughout the contents of the system (Multimedia Appendix 3).

---

**Step 3: Design**

**Overview**

The system was required to comprise a cross-platform (iOS or Android) mobile app capable of linking to a consumer activity tracker and smart scales. Owing to the common use of Fitbit activity trackers and smartwatches, the Fitbit Charge 4 and Aria Air Smart scales were chosen for use in this system. Fitbit activity trackers have previously been shown to demonstrate sufficient consistency in their measurement for relative comparisons of within-subject use in community-dwelling older adults and patients with HF [35-37]. The designed prototype was broadly divided into five sections—(1) advice, (2) symptom reporting, (3) activity tracker and scale data (exercise, weight, heart rate, and sleep), and (4) medication reminders and other vital sign tracking—all targeted through the inclusion of specific BCTs (detailed in Multimedia Appendix 3). The wireframe design for the prototype system is presented in Multimedia Appendix 4.

**Advice**

This section was designed to provide targeted educational content through a series of animated explainer videos and to-camera information videos by a consultant cardiologist. In addition, how to instructional videos were included throughout the system to guide patients in the use of the DHT. Additional information on educational content and BCT mapping is provided in Multimedia Appendix 5.

**Symptom Report**

This section allowed patients to complete a short symptom check-in questionnaire if they felt that their symptoms had changed in the preceding days. Once completed, the questionnaire was sent to the Beacon Hospital Cardiology Team, which would follow up within 24 to 48 hours to facilitate timely help seeking.

**Fitbit/Scales Data**

To facilitate the promotion of paced exercise, sleep hygiene, heart rate monitoring, and weight and fluid retention tracking, the mobile app was integrated with the Fitbit activity tracker and smart weighing scales to help the integration of self-care into daily life and detection of early signs and symptoms and prompt early help-seeking. The system was designed to automatically track patients’ exercise (step count), sleep time, resting heart rate, and weight. In addition, to support patients in understanding how these measurements fluctuate over time and how a change from their normal is presented, these end points were visually displayed within the mobile app. The individual’s baseline for any of the 4 end points was displayed as a green band, termed their personal baseline. This was also designed to automatically monitor for alterations in these end points. 

---
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points from the individuals’ personal baseline. When a patient’s weight, resting heart rate, sleep time, or step count changed by >2 SDs of their personal baseline for 3 consecutive days within the past 5 days, participants could be prompted with a symptom questionnaire, which would be shared with the cardiology care team for evaluation [38]. However, because of the short 2-week trial duration, only the visual feedback of the personal baseline was used. Future evaluations of the long-term use of this system will incorporate fully automated monitoring and symptom questionnaire triggering. Additional information on the computation of the personal baseline and trigger logic can be found in Multimedia Appendix 6 [38].

Medication Reminders

As patients with HF are typically required to take a large number of medications, the ability to add medications and set time-based reminders was incorporated into the mobile app.

Other Vital Sign Tracking and Reminders

The capacity to add additional vital sign end points (eg, blood glucose, blood pressure, and spirometry) was incorporated into the design to facilitate patients with HF with relevant comorbidities in an attempt to centralize most of their monitoring requirements. Users could also set time-based reminders to facilitate adherence to the monitoring.

Step 4: Develop

The finalized wireframe design and requirements were then developed into a version 1 prototype mobile app (Figure 2). A video demonstrating the mobile app can be viewed in the Johnston study [39].

Step 5: Test

Overview

All 9 participants completed the 2-week trial period, semistructured interviews, and evaluation questionnaires. Table 1 presents the demographic characteristics of the participants recruited during this phase of the research.

During the 14-day trial, 78% (7/9) of participants wore the watch for the entire 14 days, whereas 22% (2/9) of participants wore it for 13 of the 14 days. Similarly, 56% (5/9) of participants recorded their weight on all 14 days, whereas the minimum number of days on which weight was recorded was 10. The median scores for the MLwHFQ and EHFScBS were 24 (0-78) and 32 (10-93), respectively. For the EHFScBS, 44% (4/9) of participants were deemed to have inadequate self-care. Table 2 details the responses for the SUS, CRS, and WTMS, which were collated at the end of the 2-week trial period, all of which demonstrate the acceptability of the system to participants and the impact on motivation to exercise.

The analysis of the semistructured interview data identified 3 key themes and their associated subthemes (Figure 3).
Table 1. Demographic data for the recruited patients with heart failure (N=9).

<table>
<thead>
<tr>
<th>Lives with</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lives with</td>
</tr>
<tr>
<td></td>
<td>Spouse</td>
</tr>
<tr>
<td></td>
<td>Family</td>
</tr>
<tr>
<td></td>
<td>Alone</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Married</td>
</tr>
<tr>
<td></td>
<td>Single</td>
</tr>
<tr>
<td></td>
<td>Widowed</td>
</tr>
<tr>
<td>Phone operating system type</td>
<td></td>
</tr>
<tr>
<td></td>
<td>iOS</td>
</tr>
<tr>
<td></td>
<td>Android</td>
</tr>
<tr>
<td>Contributed own Fitbit</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
</tr>
<tr>
<td>New York Heart Association classification</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2. Questionnaire descriptive statistics.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Values, median (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Usability Scale (0-100)</td>
<td>92.5 (72.5-100)</td>
</tr>
<tr>
<td>Comfort Rating Scale (0-120)</td>
<td>6 (0-38)</td>
</tr>
<tr>
<td>Wearable Technology Motivation Scale (0-7)</td>
<td>5.9 (5.1-7)</td>
</tr>
</tbody>
</table>

Figure 3. Themes and subthemes from the semistructured interview analysis.

- **Self-care**
  - **Overview**
  - Within self-care, 2 key subthemes were evident: usual self-care and the impact of the condition and perceived impact of system/changes resulting from it. Within the Perceived impact of the system, 4 additional subthemes (awareness, confidence, help-seeking behaviors and communication, and skills and knowledge) were identified. These themes are closely related to the focus of self-care—autonomy, independence, and a...
person’s responsibility for healthy behaviors—and the development of activities required to manage and monitor health conditions [3].

**Usual Self-care and Impact of Condition**

Patients highlighted that HF significantly and negatively affected their confidence and perceived ability to engage in self-care promoting activities such as physical activity, thus affecting their quality of life:

> before I got the blockage cleared in my heart, my breathing got to the point that I felt that every step I took I was pushing a boulder in front of me, or dragging one behind me, one or the other. I just didn’t have the energy to do anything and it knocked me [sic] confidence an awful lot because I’ve never had to build myself back up from doing two, three years of doing nothing, whereas before you could get a period with six months where you’re doing nothing and you have to go back and start being physical again,... it’s not that I’m afraid to get out and do anything it’s just that I felt that I’ve been so long doing nothing I didn’t have it in me, and my breathing’s still not 100%, so it sort of scared me [Male, 54 years, inadequate self-care]

Regarding usual self-care behaviors, participants highlighted that they were aware of helpful self-care behaviors; however, they found it difficult to build and continue a structured routine. For example, when discussing setting a sleep routine, one of the participants detailed how she struggled to build good sleep hygiene practices despite knowing what was required:

> You know, the first night I did it, it worked great. But then the next night I wanted to watch a programme that was on a bit late, a documentary that was on a bit late, and I thought I’m not going to get to bed till after midnight. And I didn’t. And I haven’t done it since, properly. But I am going to try and do it now again. I’m going to try and start doing it. [Female, 81 years, inadequate self-care]

Similarly, the difficulty in maintaining consistency in routines was highlighted when discussing physical activity:

> Well I would have been very inconsistent. I would spend a week doing great, I’d go out walking every day and then the following week I wouldn’t go out at all, maybe only one or two days or even less. So, it [FitBit] made a huge difference to the consistency side of things. [Male, 64 years, inadequate self-care]

**Perceived Impact of System/Changes Resulting From it**

Overall, all patients reported a positive experience using the version 1 prototype system and expressed an interest in its continued use beyond the evaluation. When focusing on the perceived impact of the system and the changes resulting from its use, the topics of awareness, confidence, help-seeking behaviors and communication, and skills and knowledge emerged.

- **Awareness:** The participants stated that the use of the system had a positive impact on their awareness of their condition, self-care behaviors, and lifestyle. In particular, participants noted that while using the system, they developed an increased awareness and consciousness of their physical activity levels and weight:

  > Apart from, now, keeping a closer eye I suppose on the weight. And now I’ll be keeping a closer eye on my exercise as well, with it. So over all, it has, made me...I wouldn’t say made me, but convinced me to focus a little bit more on what your doing, rather than just doing it. Focusing a little bit more on trying to get a little bit more information about yourself as you are doing stuff. [Male, 68 years, adequate self-care]

Although the participants noted that they could see value and comfort in sleep and resting heart rate tracking, their understanding of the intended specific purpose of these measures was less clear:

> That is very comforting to know what your resting heart rate is and mine has been literally the same the whole way through the test, I think it’s gone from about 64 and the highest it’s gone resting is about 68, and it has stayed that way every single day, for the whole of the test. Which, it is comforting to know. [Female, 81 years, inadequate self-care]

Importantly, several participants noted that over the course of the trial, they developed a greater awareness of the impact that positive self-care behaviors, such as increasing physical activity and proactively monitoring weight and fluid consumption, had on their symptoms and quality of life:

> No, I think I get pains in my joints from the fluid, in my knees mostly and in my hips, but the exercise helps with that. Whereas before I was doing nothing and when I was sitting down I’d get pains in my hip joints and when I go to move then my knees felt like they were dislocating, but I, it, doesn’t, the exercise, a walk helps with that. [Male, 54 years, inadequate self-care]

> One day it frightened me, because I went up to, eh, I went up to 0.9...[pause]...Up to 67.9 or something. And I got an awful fright because I’m going upwards or downwards. Or not static. But I realised I hadn’t been to the bathroom, I hadn’t been to the toilet sort of, for two days. Now I wasn’t constipated, but I just hadn’t been. There was a big difference the next day, from that reading to the next day. There was nearly a kilo. I wasn’t eating anything different as such, you know I still have my three meals a day. I’m trying to stick to my three meals a day. Now I do graze at night time. You know what I’m talking about? [Female, 81 years, inadequate self-care]
providing them with an increased sense of control over themselves and their conditions. Furthermore, using the system made them aware of how capable they were of engaging in self-care behaviors such as increasing their physical activity, thus further increasing their confidence:

It just made me more secure, if you like in a sense, that I knew nothing was happening, that I was still the same, that I wasn’t putting on weight, or losing too much weight, excuse me, but other than that, no, just nice to look at it. [Female, 91 years, adequate self-care]

It [the system] has, it’s given me a lot more confidence around it [physical activity], where I was a bit, not that I was scared or anything but I was apprehensive about doing anything anymore, and the kids were sort of treating me like I was made out of glass, you know that sort of way, so, and I know my heart failure isn’t as serious as it could be, but it was just that I got a blockage in my foot and I got a blockage in my heart and just everything seemed to collapse in on me at the same time and it sort of knocked my confidence about everything really, so yeah I, listen I don’t feel that way now, I know I’m not in any real danger where I wasn’t really in any real danger once I’d been sorted out anyway but I just felt a lot, I just felt I wasn’t doing well, you know that sort of way, I was afraid to do stuff, my wife was afraid to do anything with me, if I came home tired from work she would say go to bed, which is totally the wrong thing to do, but yeah it has certainly helped me in that respect, it has taught me an awful lot about what I can and can’t do, what I should and shouldn’t do, you know? So yeah listen I’m a huge advocate for it, I think it’s great, I really think it’s great and so does my wife. [Male, 54 years, inadequate self-care]

- **Help-seeking behaviors and communication:** The participants were universally positive about the prospect of the system monitoring various end points. They discussed that being monitored would provide them with increased comfort and that it would create an additional safety net to facilitate help seeking in the event that their condition changed. Interestingly, participants did not appear to mind whether their data was being monitored by a human or a system. They discussed that being monitored would provide them with increased confidence and that it would create an additional safety net to facilitate help seeking in the event that their condition changed. Interestingly, participants did not appear to mind whether their data was being monitored by a human or a computer-based system, although it is unclear how much they understood the difference between the two. This was particularly clear when the topic of data security arose. No participants had any privacy concerns and trusted that as the system was managed by health care and research institutions, there were sufficient data protection procedures in place:

I think [the monitoring is] absolutely brilliant. I think it is a super idea that that sort of apparatus can be used for people to see what is happening to you. Whereas I might not pick up on something that it would be going else where and experts would be able to look at it and say something is happening here and we can see what the situation is. I think it is a super idea. [Male, 74 years, inadequate self-care]

It wouldn’t make any difference once it had monitored if I had something wrong with me. I think it’s great to have it monitored on all the time, and the fact, the way I look at it is, if it’s being monitored then a human is looking then at the monitoring and then sees the way things are going, it’s a two-part thing, really. [Female, 81 years, inadequate self-care]

Participants appeared to feel that simply having access to the data collected by the system would facilitate communication about their condition with health care professionals. Importantly, one of the participants (male, 84 years, adequate self-care) used the system to share an acute change in symptoms with the hospital’s cardiology care team and reported a recent increase in dizziness. This process initiated consultation with the cardiology care team:

As I said, when I go back to talk to the consultant, I feel like I can have a better conversation with him about my condition and if I have any questions, I feel like I am in a better position to ask. And when he is speaking to me, I am able to give him better information than I was before. So other than that, I think it was great and well worth doing. [Male, 68 years, adequate self-care]

- **Knowledge:** Linked closely to increased confidence and awareness, the participants also perceived that the data provided within the app increased their knowledge about themselves and their conditions and helped them make more informed self-care decisions. However, despite this, many of the participants also felt that the educational content throughout the app was relatively basic and did not provide them with much new information from what they would have obtained at diagnosis:

Well it did because it made me aware that I had a heart condition and it’s making me think more of my health, but I’ve always been reasonable about getting out and doing things, I don’t sit around and that sort of thing but the heart, it’s making me feel safer, like having that set there and knowing, it’s like as if I have help on my doorstep. [Female, 81 years, inadequate self-care]

I was going out for one long walk, and I over did it one day when I was out for an hour and a half and I felt a bit...I didn’t feel great after it, so I decided I’d change. And I saw something in the advice about being active every hour or something like that. I don’t know how it said it. But this is very beneficial to my arthritis as well as I was having back trouble. I think it is improving, so touch wood, I think it is improving since I have gone onto this new regime and it was thanks to the app I wouldn’t have found anything. [Male, 64 years, inadequate self-care]

I did, I watched the videos. They’re very simple and very quick so they’re easy to follow you know? Again a lot of the information I’d know anyway just from my time in it but yeah they’re helpful, they are definitely helpful. [Male, 54 years, inadequate self-care]
Although participants generally reported a positive impact of the system on their knowledge of their condition, some participants demonstrated a perception that they lacked control over the system end points other than physical activity. This suggests that the potential impact of the other end points was not clear or that participants were not aware that no change should be seen as a good thing in some cases:

I said it made me probably do a bit more exercise sort of thing. Other than that, at the exercise side of it, I probably wouldn’t have seen anything other than that as being beneficial you know. Not because...That’s probably the only thing on it that you can judge yourself into what you’re doing physically and the exercise end of it tells you weather you’re doing it or not doing it. It gives you the incentive to do a little bit more. Other than that, the other things I don’t think I can do an awful lot about the sleep. At the moment I can’t do an awful lot about the sleep...As hard as I’m trying. And eh, the heart rate is pretty good and explains itself. [Male, 74 years, adequate self-care]

- **Skills:** Participants perceived that using the system over the 2-week period helped them develop self-care skills that they felt they lacked before the trial. Specifically, they highlighted that being able to track physical activity allowed them to set measurable goals for activity and promoted structured weight and fluid monitoring routines. Furthermore, many noted that they used the heart rate function on the Fitbit watch to help guide pacing and recovery during bouts of physical activity:

  oh big time, everything is based on it now at the moment. First thing in the morning I do the weight and I’m very aware that every hour or so that I get up and get off sitting on my arse looking at the television and I do a thousand steps or so and I accumulate over 10,000 before the day is over, and also the climbing of the stairs is good and all that. Oh yes it has impacted big time on my life. [Male, 64 years, inadequate self-care]

  It changed, where before, I was sort of, where I said if I was cutting the grass, doing anything physical like that I would sort of feel, I’m getting a little warm here, are you doing a bit too much or that carry on. Now over the last fortnight, what I was doing is if I felt like that I would just look at the heart rate on the fitbit and see it had gone up, and if that’s a bit high just take a break for a few minutes, and that type of thing. And that has worked very well for me, because I felt by doing that, I am able to do a lot more during the day. [Male, 68 years, adequate self-care]

When asked about medication and other vital sign tracking, participants’ responses toward these functions were mixed. Most participants did not use these functions as they reported their own strategies for medication adherence. However, 22% (2/9) of participants reported that they used it to keep on top of medications that followed a different dose timing requirement for most of their medications:

...no I didn’t use either of those. The reason for that is I wanted to sort of put myself in a position where I was looking at stuff myself. Now if I were to use this thing long term, I probably would. [Male, 68 years, adequate self-care]

**Opinions on Interacting With System**

When considering participants’ interactions with the system, 3 key subthemes emerged: acceptance of the system, understanding of the system, and areas for change.

**Acceptance of the System**

When talking about their experience over the 2-week trial, most participants communicated that they were initially intimidated by the thought of learning to use new technology and were scared of using the system incorrectly. However, they universally expressed that they quickly became comfortable with the system and found it easy to use:

Yeah, well starting off I was nervous, and the reason I was nervous is I wanted to get it right, but when I got it set up and going, I felt pretty confident, but it took a couple of days for me to be confident. [Female, 81 years, adequate self-care]

very easy to use...very easy to use. I was a bit apprehensive at the start. Because as I said I am not a techie person, I’m not into gadgets or anything like that. A bit apprehensive, but it only took me a day or two to fall into line with it and find then my way around with it. I found it very useful. One thing led onto another and I find it very useful now. [Male, 68 years, adequate self-care]

**Understanding of the System**

Participants generally had a good understanding of the system and found it easy to use and beneficial to their self-care. However, despite feeling that the system was generally easy to use, some participants discussed particular incidents where they were not completely sure of the functioning of the system. Furthermore, although there was no universal struggle with regard to broadly understanding how the system worked, individuals reported difficulties with certain aspects of its functionality. For instance, participants were often unable to clearly distinguish between the proprietary Fitbit app and the version 1 DHT system. Others struggled with reading the digital weighing scales. In addition, one of the participants expressed a lack of understanding of the purpose and functionality of the heart rate monitoring aspect. Despite the Fitbit activity tracker simply measuring the heart rate, they discussed how they were concerned about an irregular heart, suggesting that they were under the impression that the device was similar to an electrocardiogram:

My experience with it has been very positive. It’s very like taking, or somebody injecting you with something without you knowing about it, because it just sort of, I don’t know, I’ve wore FitBits before I think, but they didn’t do this to me sort of, you know what I mean? It didn’t get me thinking about it. [Male, 57 years, inadequate self-care]
I started using the other app a bit. I got into using the other app and adding in the different things. Now for example, for the resting heart rate it just gives the resting heart rate for the day. The wisp [Version 1 DHT] app doesn’t give you, as far as I know, doesn’t give you a graph showing the highs and the lows. [Male, 74 years, inadequate self-care]

Well it would because when things start to happen to you you’re worried about an irregular heart or something, that’s what I suffered from originally, and there’s none of that and I don’t pick anything up and it’s kind of a safeguard. [Male, 84 years, adequate self-care]

Areas for Change
Despite their generally positive experience using the system, participants noted some technological glitches that occurred during the trial and aspects that they would like to see improved (Table 3).

Table 3. Identified areas for refinement of the digital health technology.

<table>
<thead>
<tr>
<th>Component</th>
<th>Details</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Font size changes</td>
<td>Although adaptive scaling was implemented within the version 1 system, it was not optimized for the largest font sizes on small screens.</td>
<td>Updated when identified within the trial</td>
</tr>
<tr>
<td>Smart scales not compatible with implanted medical devices</td>
<td>Participants who had a fitted medical device requested that an alternative smart scale could be used to reduce the need for manual input.</td>
<td>An alternative scale has been identified for version 2</td>
</tr>
<tr>
<td>Difficulty in setting up smart scales</td>
<td>Of 9 participants, 8 (89%) required technical support when setting up the Fitbit Smart scales because of the need for a Wi-Fi connection. Therefore, an alternative, easier to set up scale was requested.</td>
<td>An alternative scale has been identified for version 2</td>
</tr>
<tr>
<td>Decimal point issue on iOS</td>
<td>iOS users initially identified the inability to input a decimal point when manually recording weight and other vital signs.</td>
<td>Updated when identified within the trial</td>
</tr>
<tr>
<td>Screen time-out in videos</td>
<td>One of the participants noted that their screen would time out during educational videos.</td>
<td>Updated when identified within-trial</td>
</tr>
<tr>
<td>Information button not obvious</td>
<td>Participants were not initially aware of the location of the information button throughout the version 1 system.</td>
<td>Will be incorporated into version 2</td>
</tr>
<tr>
<td>Intermittent issue with displaying activity and sleep data</td>
<td>Approximately 33% (3/9) of participants experienced a technical glitch lasting 3 days whereby “Today’s Sleep” and “Today’s Weight” did not display.</td>
<td>Updated when identified within-trial</td>
</tr>
<tr>
<td>Within-day heart rate data alongside resting heart rate</td>
<td>Approximately 33% (3/9) of participants expressed an interest in being able to visualize within-day heart rate data within the version 1 system to help inform pacing.</td>
<td>Will be incorporated into version 2</td>
</tr>
</tbody>
</table>

Motivation
Across the board, participants expressed that using the DHT system over the 2-week trial motivated them to engage in effective self-care behaviors, with both intrinsic and extrinsic motivators at play.

Intrinsic Drivers
Participants commonly identified that they were keen to be involved with research activities that may help them or others with HF and were motivated by the nature of being on a program. However, it would appear that the key motivational driver for them interacting with the system was increased perception of both autonomy and competence. Specifically, seeing changes in their data based on their own behaviors was an important element of this:

well I honestly feel that if you go and support other people, no matter what it is. Whether it is this or something else you’re doing, you get something back. No matter what you do you get something back. You go and you volunteer to do something, it doesn’t matter what it is. You do something in the community and you always get paid back. You always get something back from it. So, you don’t do it for getting something back, but it always seems to come your way. [Male, 68 years, inadequate self-care]

I feel more confident in what I can do. And that...it feels like I am in control of what I can do. And watch what I can do and know how far I can push myself and that sort of thing. I found it very good from that point of view. [Male, 68 years, adequate self-care]

Extrinsic Drivers
Participants also discussed how many of the motivating factors for engaging in self-care activities were driven by extrinsic factors. Specifically, participants reported feeling safe as they perceived they were being watched by someone. Their social support structures encouraged the use of the system, and it also acted as a mechanism to encourage conversation with friends and family about health-promoting activities:

But I certainly will talk, like I do discuss it with her, I discuss it with her quite regularly, is this normal...
and is that normal, you know, and just her, like she set the target for me at 8000, and that’s going back quite some time ago. [Female, 71 years, adequate self-care]

I found I was doing it and the lads were doing it. I said I look, I have this fitbit—"is that expensive that." They start doing it as well. That type of thing. So I just pace off and the lads would pace off as well. That sort of thing was good. It was sort of, like, four people playing together and rather than one person pacing off, everyone was. It was sort of a fun thing to do. I’ll put it that way, everyone was sort of happy to do it and we all fell in line with one another. [Male, 68 years, adequate self-care]

Discussion

Principal Findings

This study provides a detailed description of the design, development, and initial evaluation of an evidence-based, human-centered DHT designed to promote effective self-care in patients with HF. The mixed methods evaluation demonstrated that it was generally easy to use, positively affected their motivation to engage in key self-care behaviors, provided them with skills and perceived knowledge that made them more aware of the importance of self-care behaviors, positively influenced their confidence, and facilitated help seeking. This process also identified aspects of the system that required further attention before progressing to the next stage of development and evaluation.

Although this research is not the first to use technology in the quest to promote self-care in HF, the effectiveness of previous solutions has been relatively inconsistent. A systematic review by Cajita et al [40] investigating mobile health–based HF interventions demonstrated that the impact of the developed systems on end points such as all-cause mortality, cardiovascular mortality, HF-related hospitalizations, length of stay, New York Heart Association functional class, left ventricular ejection fraction, quality of life, and self-care were inconsistent at best.

One of the key reasons put forward for the lack of success of these solutions is their failure to thoroughly integrate users’ perspectives at the point of design. This results in the development of solutions that are not user-centric and will likely not drive continued engagement, failing to affect behavior in the long term [12-14]. To address this limitation, our research followed a best practice HCD approach, as outlined in the International Organization for Standardization 9241-210:2019 regulations, to ensure the development of a system that places the user at the center, maximizing the potential positive impact on self-care behaviors and quality of life [16]. This process involved initial patient interviews and HF literature consultations, followed by behavior change mapping to develop evidence-informed design concepts. These were then used to guide the development of the technical requirements and initial wireframe prototyping. A version 1 system was then developed and subsequently evaluated using a mixed methods approach with a cohort of patients with HF. This theory-driven approach ensured that the evidence backed the development of a system that was not only usable but was best placed to drive self-care behavior change. This approach of combining HCD with behavior change theory has led to the successful development of other DHTs, such as that developed by Korpershoek et al [15] for chronic obstructive pulmonary disease (COPD). Korpershoek et al [15] used an HCD process to design and develop a system to enhance self-management in patients with COPD. Following an approach similar to that followed in our research, they demonstrated that the developed DHT met the needs and preferences of patients with COPD and therefore had a high potential to be effective in reducing exacerbation impact. Although within a different chronic disease context, the overarching principles remain the same, demonstrating the value of engaging in an HCD approach. One of the key aspects of the developed system is the use of a consumer-wearable activity tracker. This approach was leveraged because of the outcome of the initial qualitative interviews conducted in study 1, where patients highlighted the need for devices that did not draw attention to their condition. Although this is one of the first studies to outline the comprehensive development of DHT-leveraging consumer technology for this population, similar approaches have been used within the context of cardiac rehabilitation. The iCardia system was developed using user-centered design approaches and was designed to support remote monitoring and health coaching in cardiac rehabilitation. Interestingly, the iCardia system predominantly centered on remote monitoring by specialists, whereas the DHT described in this paper was designed to empower patients to take control of their condition and engage in effective self-care behaviors. This is an important distinction, as it is acknowledged that engaging in effective HF self-care and disease management is central to reducing the burden on patients and the health system [3-5].

The use of a science-driven approach to design within this work has led to the development of a solution that may be more likely to be used by patients with HF and successfully promote self-care behaviors, positively influencing the impact of their condition on their quality of life. However, further research is required to investigate this in full. High engagement with the technology was highlighted by excellent compliance with wearing the activity tracker and completing daily weighing during the 14-day trial. Furthermore, although the 2-week trial did not lend itself to robustly evaluate the longitudinal impact on self-care behaviors, the results of the EHFScBS questionnaire completed at enrollment highlight the impact of the system on behaviors in the short term. For example, only 33% (3/9) of participants initially reported completing daily weighing at the commencement of the study. Despite this, during the 2-week trial, 56% (5/9) of participants weighed themselves every day, whereas the remaining 44% (4/9) of participants weighed themselves on days 13, 12, 11, and 10. Furthermore, the qualitative analysis highlighted that using the system resulted in increased awareness and consciousness of their weight, noting the impact of lifestyle factors on fluid retention and associated increases in weight. This indicates that the solution may address the key behavior outcome of facilitating the daily management of fluid status through weight monitoring (key target 2). Similarly, perceived increases in awareness and self-care skills were identified by patients in relation to physical activity.
behaviors (key target 1), with many participants identifying that the system increased their motivation to engage in exercise, aided goal setting/achievement, and helped them with pacing strategies. Importantly, many participants also identified a positive relationship between the perceived increase in physical activity and improvement in their symptoms. The impact on motivation to engage in physical activity was also highlighted by the high WTMS score (median 5.9, range 5.1-7). In addition, the effect on key aspects of self-care behavior is of note, as an inability to link relevant changes with an evolving condition has been identified as a key trait in patients with HF [6].

The 2-week trial suggests a positive impact on self-care behaviors, along with excellent engagement with technology. However, it is possible that engagement may decrease over extended periods, reducing the positive impact on self-care behaviors [41]. As such, it is planned that future research will investigate the impact of this technology over a longer period.

The key targets of the solution were to support patients in understanding the signs and symptoms of HF and facilitate timely help-seeking behaviors. Although it was beyond the scope of this initial evaluation to thoroughly investigate this, participants reported an increase in their awareness of their condition and how self-care behaviors can positively affect their condition. Furthermore, one of the participants (male aged 84 years) used the not feeling well functionality to report a recent increase in dizziness to the cardiology team during the 2-week trial. This resulted in prompt consultation and review with the cardiology team to determine if the intervention was further required. In this instance, the participant showed the ability to link changes in symptoms with a potential alteration in their condition, with the system facilitating timely help seeking. The final key target of the solution was to promote medication adherence. Despite participants in the initial study requesting such a feature in a digital solution, only 22% (2/9) of participants used the medication reminders. The qualitative interviews highlighted that the main reason for this was that most participants reported having a relatively simple medication regime that required most medications to be taken in the morning or evening. Indeed, the participants reported having their own reminder systems or triggers in place. Why these appear to be more easily integrated into their routines than other self-care behaviors needs to be explored in greater depth. Furthermore, it must be considered that self-reported adherence to medication regimens may not reflect true adherence [42].

The solution developed in this process focused on key skills, as informed by the empathize stage. Although a broader intervention that endeavored to incorporate all aspects of HF self-care could have been attempted, it was decided that a pragmatic approach to the development of a simple targeted system would be most appropriate, focusing on key behaviors identified by Clark et al [6] and addressing the key needs highlighted during requirement gathering (study 1). It is envisaged that if the version 1 system is successful in driving targeted behavior change, features designed to address additional behaviors could be iteratively added to the solution. This stepwise approach aligns with the guidelines for the development of complex interventions [33,34] and has been applied in the development of chronic disease management DHTs [15].

A key limitation of the evaluation component of this study was that participants were required to be smartphone users and have access to the internet to ensure an adequate level of technology literacy. Although this results in a nonrepresentative sample of the HF population, the key aim of the study was to investigate the perceived impact of the system on self-care behaviors without the requirement to provide extensive training in smartphone use before being able to interact with the newly developed system. This factor reduces the generalizability of these findings to wider HF cohorts, and future HCD efforts should focus on identifying the additional features and/or training required to ensure suitability for a wider, more representative sample of patients with HF. It should also be considered that over time, it is likely that a high proportion of patients with HF will be technologically literate smartphone users.

Despite the promise of these findings, the design, development, and initial 2-week evaluation form the first key steps in the process; however, it is clear that further research is required before this system is incorporated into clinical practice. To do so, we are engaged in a 6-month observational trial to investigate the feasibility and utility of this system; establish whether engagement remains high; and observationally evaluate whether the solution affects end points such as quality of life, self-care behaviors, hospitalizations, and mortality. Furthermore, we seek to understand how best to incorporate the developed technology within a health care system to ensure that it fits into the daily practices of health care professionals. If this work is successful, a full-scale evaluation within a randomized control trial may be warranted to investigate whether the solution is efficacious when compared with standard care.

Conclusions

This study describes in detail the HCD approach used in the development of a DHT to promote self-care in patients with HF. This science-informed methodology has resulted in the development of a system that patients indicate is easy to use, considers the feasibility and utility of this system; establish whether engagement remains high; and observationally evaluate whether the solution affects end points such as quality of life, self-care behaviors, hospitalizations, and mortality. Furthermore, we seek to understand how best to incorporate the developed technology within a health care system to ensure that it fits into the daily practices of health care professionals. If this work is successful, a full-scale evaluation within a randomized control trial may be warranted to investigate whether the solution is efficacious when compared with standard care.
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Abstract

Background: An accurate evaluation of the nutritional status of malnourished hospitalized patients at a higher risk of complications, such as frailty or disability, is crucial. Visual methods of estimating food intake are popular for evaluating the nutritional status in clinical environments. However, from the perspective of accurate measurement, such methods are unreliable.

Objective: The accuracy of estimating leftover liquid food in hospitals using an artificial intelligence (AI)–based model was compared to that of visual estimation.

Methods: The accuracy of the AI-based model (AI estimation) was compared to that of the visual estimation method for thin rice gruel as staple food and fermented milk and peach juice as side dishes. A total of 576 images of liquid food (432 images of thin rice gruel, 72 of fermented milk, and 72 of peach juice) were used. The mean absolute error, root mean squared error, and coefficient of determination ($R^2$) were used as metrics for determining the accuracy of the evaluation process. Welch t test and the confusion matrix were used to examine the difference of mean absolute error between AI and visual estimation.

Results: The mean absolute errors obtained through the AI estimation approach were 0.63 for fermented milk, 0.25 for peach juice, and 0.85 for the total. These were significantly smaller than those obtained using the visual estimation approach, which were 1.40 ($P<.001$) for fermented milk, 0.90 ($P<.001$) for peach juice, and 1.03 ($P=.009$) for the total. By contrast, the mean absolute error for thin rice gruel obtained using the AI estimation method (0.99) did not differ significantly from that obtained using visual estimation (0.99). The confusion matrix for thin rice gruel showed variation in the distribution of errors, indicating that the errors in the AI estimation were biased toward the case of many leftovers. The mean squared error for all liquid foods tended to be smaller for the AI estimation than for the visual estimation. Additionally, the coefficient of determination ($R^2$) for fermented milk and peach juice tended to be larger for the AI estimation than for the visual estimation, and the $R^2$ value for the total was equal in terms of accuracy between the AI and visual estimations.

Conclusions: The AI estimation approach achieved a smaller mean absolute error and root mean squared error and a larger coefficient of determination ($R^2$) than the visual estimation approach for the side dishes. Additionally, the AI estimation approach
achieved a smaller mean absolute error and root mean squared error compared to the visual estimation method, and the coefficient of determination ($R^2$) was similar to that of the visual estimation method for the total. AI estimation measures liquid food intake in hospitals more precisely than visual estimation, but its accuracy in estimating staple food leftovers requires improvement.

*(JMIR Form Res 2022;6(5):e35991) doi:10.2196/35991
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**Introduction**

**Background**

The prevalence of malnutrition among hospitalized patients is reportedly between 20% and 50% [1], and this rate is significantly high among patients who are older or who have cancer [2]. Malnourished hospitalized patients are at a higher risk of complications, such as pressure ulcers, infections [3], and frailty [4]. These are the risk factors of disability associated with daily living activities, and they can result in death [5,6]. In current superaged societies, malnutrition poses an increased risk. Therefore, an accurate evaluation of the nutritional status of hospitalized patients is crucial for the prevention of malnutrition among such patients [7].

Nutritional status is determined by anthropometric parameters (eg, body mass index) and laboratory parameters (eg, ion or protein concentration). Patients' food intake can also be used as an assessment metric because it affects their nutritional status [8]. Based on weight, the median plate waste in hospitals is 30% higher than that in other food service sectors [9]. Therefore, measurement and assessment of the actual amount of food consumed by patients are necessary.

The most accurate method for measuring food intake among hospitalized patients involves weighing foods before and after consumption [10]. Although this method optimizes accuracy, it is labor-intensive and requires space for holding soiled trays to measure waste [11]. In clinical environments, a popular method for evaluating food intake involves direct observation by medical staff. This approach is commonly referred to as the visual estimation method. However, it has been reported that the accuracy of the visual estimation method is lower than that of the weighing method [12,13], and the results obtained through these methods tend to vary depending on the training of the medical professionals and their job categories [14,15]. Additionally, although the measurement approach is simple, various problems exist, such as the fact that patients are often asked to measure their own food intake. This request is made because it is difficult for medical professionals to check all the food.

Recently, there have been significant advancements in the field of artificial intelligence (AI), and technological approaches for image analysis—such as organ segmentation [16] and lesion detection support [17]—have been utilized in various medical fields. Therefore, AI-based technological approaches can be applied to ensure improved accuracy in the measurement and evaluation of food intake among hospitalized patients. Additionally, such methods are more convenient than visual estimation methods because they estimate the remaining amount of food using digital images of food obtained through photography.

Currently, there exists an AI-based system that can estimate the classifications and names of foods through photographic images [18,19]. Additionally, Ege et al [20] proposed an AI-based system for estimating calories through the selection of recipes that match each food detected from photographic images. However, their proposed AI-based system estimates the caloric intake by identifying the predetermined menu based on photographic images of the meal before consumption. Therefore, there is no system that can be used to accurately measure and evaluate the actual amount of food consumed by considering the leftover amount.

**Objective**

In this study, an AI-based model was developed that can be used to estimate the amount of leftover liquid food by learning the pattern of leftover liquid food obtained from images of liquid food in hospitals. There were three tasks associated with the estimation of leftovers from images of different foods. An object-detection approach was developed in this study for detecting multiple types of food on a tray and a classifier for determining the names of foods matching those in the detected object. Furthermore, the accuracy of the remaining task was evaluated because it pertains to the measurement and estimation of leftover liquid food.

**Methods**

**Measurement of Leftover Liquid Food in Hospitals**

Liquid foods were photographed to evaluate their leftovers (Figure 1). The liquid foods used in this study were similar to those provided to hospitalized patients, with multiple food items served on a tray.

The menu comprised a combination of staple food, side dishes, packaged beverages, and seasonings. The types of liquid foods are listed in Table 1. The leftover plates were evaluated through a measurement of the actual amount of each liquid food item on a digital scale, so that the leftovers of each liquid food item were on an 11-point scale ranging from 0 to 10 (Table 2).
Figure 1. Example of liquid food served on a tray in hospitals.

Table 1. Types of dishes and number of images used for artificial intelligence (AI) training and evaluation.

<table>
<thead>
<tr>
<th>Type of food and liquid food name</th>
<th>Training images, n</th>
<th>Evaluation images, n</th>
<th>Accuracy evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Staple food</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thin rice gruel</td>
<td>504</td>
<td>432</td>
<td>✓✓</td>
</tr>
<tr>
<td><strong>Side dishes 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japanese clear soup</td>
<td>144</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>Vegetable soup</td>
<td>360</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>Miso soup</td>
<td>144</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>Red miso soup</td>
<td>66</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td><strong>Side dishes 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fermented milk</td>
<td>72</td>
<td>72</td>
<td>✓</td>
</tr>
<tr>
<td>Peach juice</td>
<td>72</td>
<td>72</td>
<td>✓</td>
</tr>
<tr>
<td>Grape juice</td>
<td>72</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>Orange juice</td>
<td>72</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>Mixed juice</td>
<td>66</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Fruit mix</td>
<td>66</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td><strong>Packaged beverage</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Milk</td>
<td>504</td>
<td>360</td>
<td></td>
</tr>
<tr>
<td>Milk for toddlers</td>
<td>66</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Apple juice for toddlers</td>
<td>66</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Orange juice for toddlers</td>
<td>66</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Additive-free vegetable juice</td>
<td>66</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td><strong>Seasoning</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salt</td>
<td>504</td>
<td>432</td>
<td></td>
</tr>
</tbody>
</table>

The checkmark indicates the liquid foods used for accuracy evaluation.
Table 2. Actual measurement of the converted values of the leftover liquid food.

<table>
<thead>
<tr>
<th>Converted value</th>
<th>Leftover liquid food</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Ingesting 5% or less of the entire amount.</td>
</tr>
<tr>
<td>1</td>
<td>Ingesting between 5% and 15% of the entire amount.</td>
</tr>
<tr>
<td>2</td>
<td>Ingesting between 15% and 25% of the entire amount.</td>
</tr>
<tr>
<td>3</td>
<td>Ingesting between 25% and 35% of the entire amount.</td>
</tr>
<tr>
<td>4</td>
<td>Ingesting between 35% and 45% of the entire amount.</td>
</tr>
<tr>
<td>5</td>
<td>Ingesting between 45% and 55% of the entire amount.</td>
</tr>
<tr>
<td>6</td>
<td>Ingesting between 55% and 65% of the entire amount.</td>
</tr>
<tr>
<td>7</td>
<td>Ingesting between 65% and 75% of the entire amount.</td>
</tr>
<tr>
<td>8</td>
<td>Ingesting between 75% and 85% of the entire amount.</td>
</tr>
<tr>
<td>9</td>
<td>Ingesting between 85% and 95% of the entire amount.</td>
</tr>
<tr>
<td>10</td>
<td>Ingesting 95% or more of the entire amount.</td>
</tr>
</tbody>
</table>

AI estimation was conducted by analyzing the liquid food images using an AI-based model for estimating leftover liquid food. All images of the lunch menu containing thin rice gruel, fermented milk, and peach juice were evaluated. Visual estimation was conducted by a person looking at similar liquid food images. Images were randomly selected from the images of the lunch menu containing rice gruel, fermented milk, and peach juice so that all the dishes with 0 to 10 leftovers of each dish were evaluated, and dietitians and students evaluated the same images. Each method used an 11-point scale to estimate the leftover liquid food. Visual estimation was performed by 10 dietitians from Tokushima University Hospital and 6 students from the Department of Medical Nutrition, Tokushima University. A total of 576 images of liquid food (432 images of thin rice gruel, 72 of fermented milk, and 72 of peach juice) were analyzed through AI estimation and visual estimation.

Ethics Approval
This study was conducted as part of a study approved by the clinical research ethics committee at Tokushima University Hospital (#3758).

Data Set
For a single menu, 12 types of liquid food images were created, each comprising the following portions: the state before eating (no. 1 in Table 3), in which the amount of leftover liquid food was 100%; 10 combinations of the states with some leftovers (nos. 2-11 in Table 3), in which the amounts of leftovers for each liquid food were at 0%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, and 90%; and the state with no leftovers (no. 12 in Table 3), in which the amount of leftover liquid food was 0%.

Table 3. List of leftover liquid food combinations prepared for each grouping of dishes.

<table>
<thead>
<tr>
<th>Number</th>
<th>Category</th>
<th>Staple food</th>
<th>Side dishes 1</th>
<th>Side dishes 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Before eating</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>Some leftovers</td>
<td>1</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>Some leftovers</td>
<td>3</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>Some leftovers</td>
<td>5</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Some leftovers</td>
<td>7</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>Some leftovers</td>
<td>9</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>Some leftovers</td>
<td>0</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>Some leftovers</td>
<td>8</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>Some leftovers</td>
<td>6</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>Some leftovers</td>
<td>4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>Some leftovers</td>
<td>2</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>12</td>
<td>No leftovers</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*aConverted values of the leftover liquid food.

For the camera position, the standard angle was the angle taken from directly above the liquid food tray at the height where the entire tray was contained, and the margin maintained (Figure 2). Angles of 15° and 30° were added to the standard angle. Additionally, the camera was repositioned to a lower position that included the entire tray and eliminated any blank space.
Similarly, angles of 15° and 30° were added to the standard angles. A total of 6 different liquid food images were created for a single portion of a single menu.

Figure 2. Photographs of a single portion of a single menu taken from six different camera positions.

<table>
<thead>
<tr>
<th>Angle</th>
<th>Standard</th>
<th>15°</th>
<th>30°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height</td>
<td>Standard</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low position</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In this study, liquid food images were taken separately for breakfast, lunch, and dinner on multiple dates and times, each under different conditions, such as light coming in from outdoors, for application in clinical environments. Images of the breakfast and dinner foods were used as the training images, and images of the lunch foods were used as the evaluation images. Therefore, the photographic environments for the training and evaluation images differed. The liquid foods used for accuracy evaluation are listed in Table 1.

AI-Based Model for Estimating Leftover Liquid Food

A convolutional neural network (CNN), which is commonly applied in AI-based image analysis approaches, was used to analyze the liquid food images employed in this study. The AI-based model comprises two parts: (1) an object-detection part that identifies the positions of multiple dishes on a tray and extracts their regions from a single liquid food image and (2) a leftover-estimation part that classifies the names of liquid foods associated with the detected objects and estimates the amount of leftover liquid food. YOLOv3 [21] was used for object detection, following training using the FoodLog data set [22]. This is a one-class detection model with the liquid food region as the foreground and the others as the background. A multitask CNN was used to classify the names of liquid foods and estimate the leftover liquid food. Liquid food name classification is a task that consists of classifying 17 different liquid food names, and leftover estimation is a task that consists of classifying leftover liquid food on an 11-point scale. The architecture of the multitask CNN involved a calorie-volume estimation model based on the method proposed by Ege et al [23]. Both tasks were shared up to the last fully connected layer of ResNet50v2 [24], thereby resulting in 512-dimensional fully connected output layers for each task. The training process was fine-tuned using data prepared for this study through the ImageNet training model published by GluonCV [25] as the initial parameter. The loss function L for training was calculated as follows:

\[
L = L_1 + L_2
\]

where \( L_1 \) represents the cross-entropy loss for liquid food name classification, and \( L_2 \) represents the cross-entropy loss for estimating the amount of leftover liquid food. The AI-based model development was performed using Python (version 3.6.5) as the programming language and PhpStorm and PyCharm as the integrated development environment.

Accuracy Evaluation

The accuracies of the AI estimation and visual estimation methods were compared using actual measurements obtained through the weighing method employed for each staple food (thin rice gruel) and the side dishes (fermented milk and peach juice) as well as the total of these three liquid foods combined. The images of the side dishes created in different conditions for the training and evaluation processes were those of fermented milk, peach juice, grape juice, and orange juice. Fermented milk images, which had the lowest AI estimation accuracy, and peach juice images, which had the highest accuracy, were selected. Then, visual estimation was used to evaluate these images and those of the staple food (thin rice gruel).

In the hospital setting, liquid foods primarily contain milk, milk-based products including oatmeal, and clear liquid food [26]. In this study, menus that corresponded to these categories were selected. Thin rice gruel was selected because rice is often used in place of oatmeal in Japanese hospitals. Packaged beverages, salt, and seasonings were excluded from this study.
because it is difficult to evaluate such leftover foods through visual estimation.

Bland-Altman plots were used to examine the differences between the estimated and measured values and the limits of agreement were calculated as the mean difference ± 1.96 SD. The mean values of the measurements were calculated, and a paired t test was used to examine the differences.

There are two types of AI models: classification models, which are used to classify the category to which the objective variable belongs, and regression models, which are used to calculate the estimated value of the actual measured value. In this study, the estimated value of the continuous scale was used to estimate the amount of leftover liquid food, which is the average of the classification results achieved through multiple classification models. Because the AI-based model for estimating leftover liquid food predicts the estimated value of the actual measured value, mean absolute error, root mean squared error, and coefficient of determination ($R^2$) were used as metrics for determining the accuracy of the evaluation process. The mean absolute error was calculated as follows:

$$\text{Mean Absolute Error} = \frac{1}{n} \sum_{i=1}^{n} |x_i - y_i|$$

where $x_i$ represents the estimated value, and $y_i$ represents the measured value.

Welch t test was used to examine the differences between the AI estimation and visual estimation approaches in terms of the absolute error.

The root mean squared error squares the errors and then averages them, so that large errors are weighted more heavily. It is a useful metric when large errors are not particularly desirable. The root mean squared error was calculated as follows:

$$\text{Root Mean Squared Error} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - y_i)^2}$$

In addition, a confusion matrix of the estimated and measured values was created to evaluate the distribution of the absolute errors. The confusion matrix compares the measured values with the estimated values to evaluate which values have been incorrectly estimated. Statistical analyses were performed using SPSS Statistics version 24 (IBM Corp).

**Results**

**Differences Between Estimated and Measured Values**

The limits of agreement from the Bland-Altman plot estimated and measured values for AI estimation and visual estimation were −3.4 to 2.1 and −3.4 to 2.7 (thin rice gruel), −0.8 to 1.9 and −4.4 to 2.5 (fermented milk), −1.0 to 0.9 and −3.0 to 1.9 (peach juice), −3.0 to 2.2 and −3.5 to 2.6 (total) (Figure 3). The differences between the estimated and measured values by AI estimation for fermented milk and peach juice were particularly small. The value of the measurements by AI estimation for peach juice was not significantly different from the estimated value (4.53) and the measured value (4.58) (Table 4). The estimated value by AI for fermented milk (5.15) was significantly larger than the measured value (4.58). For the rest, the estimated value was significantly smaller than the measured value.
Figure 3. Bland-Altman analysis of the differences between estimated and measured values of leftover liquid food. AI: artificial intelligence.
Table 4. Comparison of estimated and measured values of leftover liquid food.

<table>
<thead>
<tr>
<th>Leftover food, n</th>
<th>Measured value</th>
<th>AI estimation</th>
<th>Visual estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Estimated value</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Thin rice gruel</td>
<td>432</td>
<td>4.58</td>
<td>3.93</td>
</tr>
<tr>
<td>Fermented milk</td>
<td>72</td>
<td>4.58</td>
<td>5.15</td>
</tr>
<tr>
<td>Peach juice</td>
<td>72</td>
<td>4.58</td>
<td>4.53</td>
</tr>
<tr>
<td>Total</td>
<td>576</td>
<td>4.58</td>
<td>4.15</td>
</tr>
</tbody>
</table>

*AI: artificial intelligence.

Mean Absolute Error

The mean absolute error of staple food leftovers obtained using the AI estimation approach (0.99) was not significantly different from that obtained via visual estimation (0.99) (Table 5). Moreover, the mean absolute errors obtained through the AI estimation approach for side dishes were 0.63 for fermented milk and 0.25 for peach juice. These were significantly smaller than those obtained using the visual estimation approach for fermented milk (1.40) and peach juice (0.90). The total mean absolute error obtained through AI estimation (0.85) was also significantly smaller than that obtained through visual estimation (1.03).

Table 5. Mean absolute errors obtained using the AI estimation and visual estimation methods.

<table>
<thead>
<tr>
<th>Images, n</th>
<th>AI estimation</th>
<th>Visual estimation</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thin rice gruel</td>
<td>432</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Fermented milk</td>
<td>72</td>
<td>0.63</td>
<td>1.40</td>
</tr>
<tr>
<td>Peach juice</td>
<td>72</td>
<td>0.25</td>
<td>0.90</td>
</tr>
<tr>
<td>Total</td>
<td>576</td>
<td>0.85</td>
<td>1.03</td>
</tr>
</tbody>
</table>

*AI: artificial intelligence.

Root Mean Squared Error

The root mean squared error tended to be smaller for the AI estimation of thin rice gruel (1.55), fermented milk (0.89), peach juice (0.50), and total (1.39) than that for the visual estimation of thin rice gruel (1.61), fermented milk (1.98), peach juice (1.37), and total (1.64) (Table 6).

Table 6. Root mean squared error obtained using the AI estimation and visual estimation methods.

<table>
<thead>
<tr>
<th>Images, n</th>
<th>AI estimation</th>
<th>Visual estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thin rice gruel</td>
<td>432</td>
<td>1.55</td>
</tr>
<tr>
<td>Fermented milk</td>
<td>72</td>
<td>0.89</td>
</tr>
<tr>
<td>Peach juice</td>
<td>72</td>
<td>0.50</td>
</tr>
<tr>
<td>Total</td>
<td>576</td>
<td>1.39</td>
</tr>
</tbody>
</table>

*AI: artificial intelligence.

Coefficient of Determination

The coefficient of determination ($R^2$) for staple foods tended to be smaller for the AI estimation method (0.69) than for the visual estimation (0.78) method. However, the coefficient of determination ($R^2$) for side dishes tended to be larger for the AI estimation of fermented milk (0.94) and peach juice (0.98) than that for the visual estimation of fermented milk (0.62) and peach juice (0.82) (Table 7). The $R^2$ value for the total was equal in terms of accuracy between the AI estimation (0.78) and visual estimation (0.77) methods.
Table 7. Coefficient of determination ($R^2$) for the AI estimation and visual estimation methods.

<table>
<thead>
<tr>
<th></th>
<th>Images, n</th>
<th>AI estimation</th>
<th>Visual estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thin rice gruel</td>
<td>432</td>
<td>0.69</td>
<td>0.78</td>
</tr>
<tr>
<td>Fermented milk</td>
<td>72</td>
<td>0.94</td>
<td>0.62</td>
</tr>
<tr>
<td>Peach juice</td>
<td>72</td>
<td>0.98</td>
<td>0.82</td>
</tr>
<tr>
<td>Total</td>
<td>576</td>
<td>0.78</td>
<td>0.77</td>
</tr>
</tbody>
</table>

AI: artificial intelligence.

Distribution of Errors

The confusion matrix for staple foods (Figure 4) shows variation in the distribution of errors, indicating that the errors in the AI estimation were biased toward the case of many leftovers. The values converged to a specific estimated value, as the estimated values were biased toward 6 for images with measured values of 6 to 9. In addition, many evaluations estimated that the estimated value was less than the measured value for both the AI estimation and visual estimation methods. However, for the confusion matrix of side dishes, the AI estimation had a small error, and the estimated and measured values were in close agreement, whereas the visual estimation demonstrated a large variability. The confusion matrix for the total also showed the same trend as for the staple food, with more evaluations estimating that the leftover was less than the measured value.
### Discussion

**Principal Findings**

The AI estimation approach achieved a smaller mean absolute error and root mean squared error and a larger coefficient of determination ($R^2$) than the visual estimation approach for the side dishes. Additionally, the AI estimation approach achieved a smaller mean absolute error and root mean squared error compared to the visual estimation method, while the coefficient of determination ($R^2$) was similar to that of the visual estimation method for the total. These results indicate that the accuracy of the AI estimation method was high, except for staple foods. In particular, peach juice was highly reliable because there was no difference between the AI estimation and the weighing method. Underestimating liquid food consumption can lead to incorrect nutritional guidance, whereas a correct assessment of...
food intake can lead to improvement through nutritional intervention.

The accuracy of estimation through the AI-based model was evaluated by comparing the estimated value to that of the actual measured value using the weighing method. For the accuracy indicator of the continuous scale, it is recommended to use the mean absolute error and the root mean squared error when evaluating the prediction performance of the same scale and applying measures, such as the coefficient of determination ($R^2$), when outliers are included [27]. Therefore, three indicators—the mean absolute error, the root mean squared error, and the coefficient of determination ($R^2$)—were used in this study. On the other hand, previous studies of human visual estimation of photographed food images have used mean differences as the accuracy indicator [28]. The analysis has been reported to be highly reliable for visual estimation using food images because it is highly correlated with the actual value obtained via the weighing method.

The visual estimation approach used in this study was as accurate as the visual estimation method used in previous studies. The AI estimation approach achieved higher accuracy than the visual estimation approach, suggesting that the AI estimation approach is more reliable for the precise measurement of liquid food intake. Moreover, the mean absolute error achieved through the AI estimation method was 8.5% in this study, indicating that the goal of this measurement method in clinical contexts was also achieved because the measurement method used in clinical contexts should have an error of less than 10% using the weighing method [29].

Regarding the side dishes, the AI estimation approach had a small error and was in close agreement with the measured values (Figure 4). The value of the coefficient of determination ($R^2$) was also large, but it was smaller for staple foods. However, there was no difference in the mean absolute error. These results suggest that a large percentage of AI estimators made evaluations that had large errors. The confusion matrix shows that estimates for images with actual values ranging between 6 and 9 were biased toward 6, and the image features for distinguishing between 6 and 9 were not well discovered during the training process. For staple foods, the fact that the error grew larger when there was a large amount of leftover liquid foods remains an issue. In this study, liquid foods were prepared such that the number of cases per leftover would be equal, to make it easier to discern the accuracy of each leftover. However, in a previous study conducted in a clinical environment, the mean value of food intake was 82.5% [15]. Therefore, it is conceivable that the accuracy of the AI estimation could be even higher in actual clinical environments because there is less leftover food.

Liquid foods are recognized via the information obtained from the image, such as its color, whether it is well-lit, and its density [19]. In this study, the color and density of the liquid food were ascertained from this information. The fact that the accuracy levels achieved through AI estimation varied significantly among different liquid food types suggests that the estimation was affected by differences in color between the liquid food and the dish and the density of the liquid food. In this study, dishes that were actually served to patients in hospital wards were used, assuming a demonstration in clinical contexts. The thin rice gruel was pale white, and the dishes were white, thus similar in color. Furthermore, it was difficult to distinguish the border between liquid food and dishes because thin rice gruel is translucent and thick. This attribute may be the reason for the lower accuracy obtained compared to that of fermented milk, which is similar in color. Therefore, the accuracy of AI estimation for thin rice gruel could be improved by changing the color of the dish to a non-white color.

**Limitations**

There are four limitations of this study. First, images of hospital liquid food taken using a camera were used for the visual estimation process to compare it with the AI estimation process. In clinical contexts and environments, medical staff estimate and record dietary intake by looking at the actual food. Therefore, it is also necessary to compare the results of the visual estimation approach by ensuring that medical staff look at the actual foods provided to patients and compare the results with those achieved through the AI estimation of food images taken in wards. Second, packaged beverages were excluded from this study because it is difficult to evaluate leftover liquid foods through visual estimation. For such foods, it is necessary to consider methods such as measuring by transferring the leftover liquid food to another dish. Third, this study is limited to the evaluation of liquid food images in a single institution. Because the menus and plates of liquid foods served to patients vary from institution to institution, it is necessary to evaluate whether the training images used in this study can be used to estimate the amount of leftover liquid food in multiple institutions while determining the additional training images required for each. Finally, the usability of the proposed AI-based measurement method is unclear. In daily use, systems that use image analysis to support food recording have been evaluated for their usability [22]. In clinical contexts and environments, further research is required to evaluate whether the use of AI-based measurement methods can be easily executed by medical staff.

**Conclusions**

The proposed AI-based model demonstrated improved accuracy in the measurement and evaluation of leftover side dishes and similar accuracy levels for the total leftovers compared to the visual estimation method for leftover liquid foods. Additionally, errors incurred in the AI estimation approach were within the acceptable range of the weighing method, thereby indicating that the proposed AI-based model for estimating the amount of leftover liquid food can be applied in clinical contexts and environments. However, further evaluations and improvements of the AI-based model presented in this study are necessary for the development of an AI estimation method that can be used to accurately measure the intake of liquid food in hospitals.
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Abstract

Background: Type 2 diabetes (T2D) is increasingly prevalent in society, in part because of behavioral issues, with sedentary behavior, reduced exercise, and the consumption of foods with a high glycemic index being major contributors. There is evidence for the efficacy of mobile apps in promoting behavior change and lifestyle improvements in people with T2D. Many mobile phone apps help to monitor the condition of people with T2D and inform them about their health. Some of these digital interventions involve patients using apps on their own or in conjunction with health care professionals.

Objective: This study aimed to test the acceptability of receiving app-based, daily physician feedback for patients with T2D that is informed by the continuous monitoring of their activity, food choices, and glucose profiles, with the aim of encouraging healthier behavior. The GLOOK! app was designed and developed by an academic research team and pilot-tested at an Australian public hospital.

Methods: A total of 15 patients diagnosed with T2D wore a glucose monitor and an Apple Watch for 12 days. The uploaded data were integrated into the GLOOK! app on the patients’ smartphones, which also enabled the recording of activity and consumed food. A physician provided daily feedback to each individual through the app based on their data from each of the 12 days. At the beginning and end of the study, data were collected on vital signs, anthropometry, hemoglobin A₁c level, fructosamine level, and fasting lipids level. Participants were also interviewed at the beginning and end of the study to assess the acceptability of the intervention and its potential impact on promoting positive behavior change.

Results: Over the 12 days of the study, there was a significant reduction of 0.22% (P=0.004) in hemoglobin A₁c level. There were favorable changes in fructosamine and lipid fractions; however, none reached significance. There was also a fall of 0.65 kg in body weight and falls in blood pressure and pulse rate that did not reach significance. Patient feedback on the GLOOK! system was positive. Of the 15 participants, 13 (87%) were enthusiastic about continuing to use the app system if some usability and reliability aspects were improved. All participants regarded the personalized physician feedback as supportive and helpful in understanding their own health behavior. Of the 15 participants, 4 (27%) felt that using the system encouraged long-term behavior changes.

Conclusions: A mobile app system that provides people with T2D daily, physician-generated, personalized feedback can produce favorable changes in glycemic and cardiovascular risk parameters—even in the short term—and encourage better self-management of their condition. Study participants found the experience of using the mobile app system acceptable and were motivated to establish longer-term lifestyle improvements through behavior changes.
Introduction

Background

Type 2 diabetes (T2D) is a widespread chronic health condition that is increasingly prevalent in society, in part because of people’s behaviour. A lack of physical exercise and the consumption of foods with a high glycemic index are at the core of the current epidemic of obesity and increased risk of diabetes and consequent cardiovascular disease [1,2]. As T2D is the fastest growing chronic disease in Australia [3], there is a significant burden on the health system and on individuals themselves to manage their disease. Australian estimates put the prevalence of prediabetes at 10% (approximately 2 million people), with a conversion rate to diabetes of 2% to 3% per year. Known T2D affects 1.2 million Australians, with a further 500,000 undiagnosed cases, and health care costs are estimated at AUS $14.6 billion (US $10.9 billion) [4]. In addition, the high incidence of prediabetes amplifies this concern as these participants are destined to develop diabetes in the future and also intrinsically carry an increased cardiovascular risk. Current models of health care involve periodic reviews by health care professionals and delivery of education at a long interval of several months. This model often fails to provide sustained change, as multifaceted behavioral adjustments and commitment to self-care are required to achieve treatment goals [5]. We believe that more frequent and personalized feedback is likely to promote the motivation of patients with T2D to sustain positive behavior change by addressing their unmet need for self-care support [5,6].

The core activities in chronic disease self-management are medical management (medication and dietary advice adherence), management of necessary behavior changes, and managing emotions and feelings around coping with chronic diseases. This aspect of T2D treatment is relatively underdeveloped worldwide [7]. Improving systems for and providing active support with patient self-management can motivate sustained behavior change, reduce health complications, and reduce associated costs [6,7].

Several mobile health apps have been developed to help people with T2D self-monitor their condition and provide them with diabetes education and information. The increased use of health-related apps is partly because of their convenience, portability, and reach [3] and partly because of the high smartphone ownership; in 2021, almost 80% of Australians were estimated to be using smartphones [8]. Approximately 1800 of the >50,000 health care apps available on both the web-based app store and Google Play Store [9,10] were specifically for diabetes management [11], with diabetes being the primary chronic disease targeted by the mobile health industry, followed by asthma and depression [12]. Mobile app developers and publishers consider diabetes care in digital health as having the best market potential in any health field, with artificial intelligence (AI) being a major transformative force in the sector. In diabetes self-management apps, AI can be used to perform the tasks of advanced analytics, machine learning, and symbolic reasoning to support patient decision-making [13]. Currently, diabetes management apps offer a range of features such as blood glucose meter interconnectivity, real-time feedback, fitness tracking, diabetes education, psychosocial support, tracking of sugar and glucose levels and meal content, and recommendations on meal changes [11].

Prior Work

Mobile phone interventions for diabetes self-management have been found to be a useful support in promoting health-related behavior changes. People tend to keep their phones with them constantly—even at night—thus providing an inexpensive, real-time delivery mechanism for health and behavioral support messaging [6]. Self-management apps for diabetes can help patients monitor their condition and provide input to self-education, complementing information about a more suitable diet [14]. Studies on the use of mobile apps for diabetes self-management suggest that useful features of apps include hemoglobin A\textsubscript{1c} (HbA\textsubscript{1c}) tracking and monitoring of medication, meals and nutrition, physical activity, physical health, and mental well-being. Apps can deliver up-to-date diabetes education and patient reminders about taking medication and engaging in physical activity [15-18]. Some apps include coaching in the form of telemanagement and 2-way consultations with health care providers, who can remotely follow up and provide recommendations based on patient-generated health data collected by the diabetes management app and system [12].

More than 10 systematic literature reviews of studies on the use of mobile apps for self-management of diabetes have been published in the past 5 years [3,11,12,14-22]. Overall, 57 primary studies were included in this review. These studies found that using diabetes self-management apps can significantly improve the health outcomes of patients with T2D. In 18 of the 25 reviews, Greenwood et al [18] found that HbA\textsubscript{1c} (average blood glucose) levels were significantly reduced through the use of technology-based self-management solutions. Randomized controlled trials on apps used specifically in T2D management have shown positive outcomes for app users, particularly in lowering HbA\textsubscript{1c} levels and hypoglycemia [12]. In addition, when people with T2D are able to connect data on their monitored glucose levels with self-generated data from other health-related behaviors such as exercise, they are better informed and motivated to improve their self-care [11].

Core features in diabetes self-management apps vary widely among different apps [14,15], particularly in the extent to which these features are included. Studies have found that low-risk diabetes apps (those that offer education and health tracking rather than handling insulin dosing) are not regulated [14,20,21].
and that mobile health apps lack evidence-based support when compared with clinical guidelines for disease management [12,16]. Regulation may improve app accuracy, information quality, and clinical validity, as well as enable patients to select the most suitable mobile app for their needs.

Previous studies on diabetes mobile app interventions have explored different types of feedback messaging based on several behavior change theories. These include targeting messages based on the patient’s disease stage within the transtheoretical model of behavior change [5] or using social cognitive theory and protection motivation theory [23]. Other mobile app message types are triggered by biometric and activity inputs, such as continuous glucose monitoring metrics, blood pressure levels, and data on activity levels and diet [24]. Baptista et al [11] suggested that advice conveyed by diabetes self-management apps that allow for reflection and interpretation, leading to specific and actionable recommendations, is the most useful for patients with diabetes. For example, receiving specific advice on how a meal could be healthier (Table 1) is more helpful than receiving generic nutritional advice. Nudge theory was first developed by Thaler and Sunstein [25]. Briefly, decisions about certain behaviors are made in a choice architecture that can be manipulated to favor a particular choice as the most likely outcome while maintaining freedom of choice. This nudging approach to messaging used in our study stands in contrast to a more restrictive system such as the banning of certain foods or the prohibition of alcohol or smoking. Daily personalized messages conveyed through the GLOOK! mobile app were intended to be advisory and, as much as possible, suggest positive choices rather than stimulating guilt over poor choices.

Table 1. Examples of feedback provided by physicians after reviewing the previous day’s data.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Date</th>
<th>Physician feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>February 22, 2019</td>
<td>“Main issue is the high sugars after lunch and dinner. White flour-based bread and pizza base are causing problems, consider multigrain bread and a healthier choice for dinner. Good steps but no recorded activity. Try for 20 minutes extra exercise of moderate level per day.”</td>
</tr>
<tr>
<td>2001</td>
<td>February 23, 2019</td>
<td>“Good morning activity and low carbohydrate breakfast kept things nicely controlled throughout the morning. Low activity after lunch and multiple carbohydrate snacks in early afternoon kept blood sugar high in the afternoon. Try some low-GI snacks e.g. cheese on Vita Wheats or fruit (banana, berries etc.).”</td>
</tr>
<tr>
<td>2001</td>
<td>February 24, 2019</td>
<td>“Excellent morning after low carb breakfast. The coatings of schnitzels are a trap as they contain rapidly absorbed carbohydrate. Steamed chicken breast may have been a better choice. Well done for the extra exercise on the bike. Although exercise can acutely put the blood sugar up, the overall effect will be positive.”</td>
</tr>
</tbody>
</table>

The reviewed studies suggested that the design and development of diabetes self-management apps must be informed by an understanding of the needs and desires of the people who will use them and must incorporate the features and support mechanisms that patients value [11,12,15,17,26]. Many of the almost 2000 diabetes self-management apps available on the market do not discriminate between type 1 diabetes (T1D) and T2D, although studies have shown that people with T2D favor different app features than those with T1D. For example, in Australia, patients with T2D primarily use mobile apps for glucose monitoring, whereas patients with T1D use apps for carbohydrate counting [3]. This emphasizes the need for an individualized, customized app design.

Goal of This Study

This clinical study at the Eastern Health Clinical School (Box Hill Hospital, Melbourne, Australia) aims to evaluate the satisfaction of patients with T2D with wearable technology alongside using a diabetes management app and examine the potential effectiveness of physicians’ real-time feedback in promoting behavior change around participants’ diet, activity, and health choices. The 12-day GLOOK! diabetes management system trial was designed as a pilot study for feasibility and proof of concept, with the primary goal of diabetes prevention.

Over a 5-month period in 2019, we aimed to test the hypothesis that wearable devices with real-time feedback from a physician might motivate behavior change in participants with T2D. The study used wearable sensor technology to track glucose profiles, medication, insulin dose, food and drink intake (through self-reported photographs of every meal), and activity levels of participants with T2D. Participants were provided with daily personalized SMS text message advice from a physician who had access to all the study participants’ collected data. A physician rather than a dietician reviewed the data and offered recommendations via the app as we monitored medication use and exercise, as well as diet.

Methods

System Design

We analyzed and identified the preferred features of a mobile app diabetes management system, as discussed in prior study. The analysis informed the design of the mobile app GLOOK!, which was designed and developed by an academic research team and tested at the Box Hill Hospital. The research team comprised endocrinologists, information technology and knowledge management experts, developers, interaction designers, and health specialists. The team was supported by diabetes nurse educators at the Eastern Health Clinical School.

GLOOK! was designed as a diary-style tracking and feedback-delivery system. The system integrates 3 components: a smartphone-based app for data collection and analysis, a smartwatch linked to the Apple Health App for activity recognition, and a wearable device—the Medtronic Guardian Connect (Medtronic Pty Ltd) continuous glucose monitor—for continuous interstitial fluid glucose monitoring. Although 2 of the 3 components were off the shelf, the third—the GLOOK! app that integrated all the data—was specifically designed and...
developed at an Australian university. In this paper, the app is referring to the GLOOK! app (Figure 1).

The system combines user input and sensor data to track patients’ behavior and food intake data and medication and insulin use and record patients’ daily activities. Other personal data were tracked using the mobile device’s built-in sensors; these included insulin use, number of steps, heart rate, and glucose levels. The uploaded data were integrated into the smartphone app, which also enabled participants to record their activities and food intake. The study physician received a report on these integrated data, which allowed the creation of personalized feedback for each study participant.

Figure 1. Schematic of the GLOOK! system connecting a patient to a physician.

User Interface Design

The GLOOK! mobile app’s graphical user interface uses a communication-driven design process to simulate intuitive communication between patients with T2D and physicians. User experience expert Everett McKay [27] regards the user interface as a mode of conversation between users and technology. The user interface enacts tasks so that users can achieve their goals through the language of the user interface instead of natural language. The communication-driven design process (Figure 2) underpins a clear understanding of users’ needs, tasks, and goals. The top-prioritized needs, tasks, and goals for both patient and physician user groups in the design of the GLOOK! app were determined using a user story mapping method.
Empirical User Study

A technology package was prototyped for the study, assembling 3 applications to gather data and provide 1-way communication between the physician and participants (Figure 3).

The iOS app (GLOOK! app developed by Monash University) was installed on an Apple iPhone provided to the study participants. Participants also wore an Apple Watch linked to phone-recorded data on heart rate and steps. The Medtronic Guardian Connect continuous glucose monitor was applied to the skin according to the manufacturer’s instructions, and it provided 24-hour continuous glucose monitoring for 6 days. At the end of 6 days, another continuous glucose monitor was applied, thus providing a total of 12 days of data. The glucose data were scrubbed from the CareLink website. All sensor data were combined for display in the GLOOK! app (Figure 4). The app enabled participants to self-record activities and planned exercise episodes, as well as record all meals and snacks by inputting text descriptions and photographs.
Figure 4. Examples of GLOOK! app screens for uploading and editing food and drink images.

All data in the app were mirrored on a webpage that was accessed by the physician, who reviewed the previous day’s data each morning and provided text-based feedback, which would appear both in the app and as a notification. There were no opportunities for 2-way communication with the physician. Feedback was limited to 2 to 3 sentences and concentrated on a few aspects of health-related behavior, with the aim of providing positive recommendations for improvements. Examples of daily feedback responses are listed in Table 1.

**Recruitment**

A total of 15 patients with T2D were recruited for the pilot study from a larger cohort of registered outpatients attending a large public hospital in Melbourne, Australia. Participants were preselected from the public hospital database and associated clinics based on their T2D diagnosis (none were recently diagnosed), basic computer skills, and access to digital media. In addition, the recruited participants had no disabilities or health conditions that could interfere with their activity levels. Of the 15 participants, there were 4 (27%) women and 11 (73%) men. Patient ages ranged from 42 to 65 years. Participants aged >65 years were excluded because of presumed unfamiliarity with the use of smartwatches, smartphones, and SMS text message communications. It was important that participants had a reasonable familiarity with using smart technology (smartphones) and the ability to adapt to any smart gadgets and devices provided in this study (Figure 5).
Figure 5. Study participant being taken through the GLOOK! app functions.

Qualitative Design Research Methodology

Overview
Two Monash University design researchers conducted and audio recorded 30 in-depth, semistructured, and descriptive interviews with the 15 study participants. The interviews were conducted twice over the period of the 12-day study: once at the beginning—while participants were being fitted with the sensor and trained on GLOOK! app use—to provide a baseline and then again at the end of the study.

Interview questions were based on the study’s primary outcome measures and covered the participants’ background, how they managed their diabetes before and after the study, their digital literacy, their attitudes toward managing their health and diet, and their levels of satisfaction with using digital eHealth technology represented by the GLOOK! app. The questions acted as open-ended prompts for discussions. Design research methods used a conversational interview technique that encouraged participants to offer personal narratives and describe their lived experiences [28].

Power Dynamics
Although sourced from public clinics, only 1 patient was known to the lead physician of the study before the study. The feedback was anonymous, and the physician was not identified.

Data Analysis
Patient characteristics were compared from baseline to the final visit using the Student \( t \) test (2-sided with equal variance). In addition, activity levels (steps), average blood sugar, glucose variability, glucose time in range, and resting pulse rate were compared for the first 4 days of the study with those for the final 4 days of the study using the mean of 4 days’ data for each participant compared by Student \( t \) tests. Statistical analysis of the collected biometric data was performed using SPSS software (IBM Corporation).

All audio recordings from participant interviews were reviewed by 2 design researchers using a deductive framework approach for data analysis [29,30]. A Microsoft Excel spreadsheet was developed for the thematic synthesis of interview data, where themes were drawn from the study’s hypotheses and aims. Interview data were abstracted, synthesized, and then charted according to the parts of the framework they were related to. The tabular form allowed a snapshot of insights and keyword searches. Novel themes that did not correspond directly to the study aims or objectives but were identified during the framework analysis were added during the process.

Ethics Approval
Ethical approval for this pilot project was applied for and was granted (project ID LR63/2017) by the Eastern Health Research Ethics committee on October 9, 2017.
Results

Clinical Outcomes

Our study’s participants were on a wide range of antidiabetes medications (Tables 2 and 3), and these were not changed during the 2 weeks of the study apart from variations in insulin doses at the patient’s discretion. Specific advice regarding medication changes was not provided in the feedback.

Table 2. Glucose lowering therapies at baseline (n=15).

<table>
<thead>
<tr>
<th>Therapy</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diet alone</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Insulin</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Metformin</td>
<td>14 (93)</td>
</tr>
<tr>
<td>SU</td>
<td>2 (13)</td>
</tr>
<tr>
<td>TZD</td>
<td>0 (0)</td>
</tr>
<tr>
<td>DPP-4</td>
<td>1 (7)</td>
</tr>
<tr>
<td>GLP-1</td>
<td>6 (40)</td>
</tr>
<tr>
<td>SGLT-2</td>
<td>3 (20)</td>
</tr>
</tbody>
</table>

SU: sulfonylurea.
TZD: thiazolidinedione.
DPP-4: dipeptidyl peptidase-4 inhibitor.
GLP-1: glucagon-like peptide-1 agonist.

Table 3. Baseline characteristics of the patients in the study (n=15).a

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values, mean (SD; range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>54.07 (7.16; 41-65)</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>135.67 (12.44; 110-158)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>98.09 (10.50; 80.8-115.6)</td>
</tr>
<tr>
<td>Systolic BP (mm Hg)</td>
<td>135.67 (12.44; 110-158)</td>
</tr>
<tr>
<td>Diastolic BP (mm Hg)</td>
<td>85.07 (9.11; 71-103)</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>31.95 (3.64; 26.0-40.1)</td>
</tr>
<tr>
<td>Waist to hip ratio (n=13)</td>
<td>0.98 (0.04; 0.91-1.06)</td>
</tr>
<tr>
<td>HbA1c (%)</td>
<td>7.94 (2.14; 5.8-13.6)</td>
</tr>
<tr>
<td>HbA1c (mmol/mol)</td>
<td>63.3 (23.4; 40-125)</td>
</tr>
<tr>
<td>Fructosamine (mmol/L)</td>
<td>295.80 (80.78; 221-545)</td>
</tr>
<tr>
<td>Total cholesterol (mmol/L)</td>
<td>4.78 (0.89; 3.7-6.70)</td>
</tr>
<tr>
<td>HDL cholesterol (mmol/L)</td>
<td>2.39 (1.06; 0.90-4.70)</td>
</tr>
<tr>
<td>Triglycerides (mmol/L)</td>
<td>1.19 (0.22; 0.90-1.87)</td>
</tr>
<tr>
<td>Creatinine (µmol/L)</td>
<td>82.27 (34.30; 39-163)</td>
</tr>
</tbody>
</table>

Female to male ratio was 4:11.
BP: blood pressure.
HbA1c: hemoglobin A1c.
HDL: high-density lipoprotein.

Electronic data collected by wearable arrays were incomplete for a variety of technical reasons. The original data set contained 30,000 data points for each patient. It was estimated that approximately 79.86% (2300/2880) of the glucose trace and 76.19% (4320/5670) of the activity and pulse rate data were available for analysis. There were sufficient data for a feedback response on 83% (10/12) of the days of the study. As a pilot or feasibility study, this study was underpowered to detect changes.
in HbA1c, nor did it have a control group that did not receive feedback.

The effects of the intervention on anthropometry and parameters derived from bioelectrical impedance are shown in Table 4. Body weight fell 0.65 kg on average (from 98.1 kg to 97.45 kg). This failed to reach significance, with \( P = .06 \). There were also falls in systolic blood pressure, diastolic blood pressure (4.47 mm Hg and 2.93 mm Hg, respectively), and heart rate by 1.67 beats per minute; however, these did not reach significance. There were no significant changes in waist circumference and waist to hip ratio. Bioelectrical impedance analysis revealed falls in both lean mass and fat mass, with the fat mass decline exceeding the lean mass decline (3.47 kg vs 0.57 kg). None of these changes or changes in other bioelectrical impedance parameters reached significance in this small study.

Table 4. Changes in measured parameters from day 1 to day 12 of the study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean change from day 1 to day 12</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic BP(^a) (mm Hg)</td>
<td>-4.47</td>
<td>.21</td>
</tr>
<tr>
<td>Diastolic BP (mm Hg)</td>
<td>-2.93</td>
<td>.09</td>
</tr>
<tr>
<td>Heart rate (beats/min)</td>
<td>-1.67</td>
<td>.41</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>-0.64</td>
<td>.06</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>-0.91</td>
<td>.12</td>
</tr>
<tr>
<td>Waist hip ratio</td>
<td>0.01</td>
<td>.27</td>
</tr>
<tr>
<td>HbA1c(^b) (%)</td>
<td>-0.22</td>
<td>.004</td>
</tr>
<tr>
<td>Fructosamine (mmol/L)</td>
<td>-10.36</td>
<td>.16</td>
</tr>
<tr>
<td>Creatinine (μmol/L)</td>
<td>3.27</td>
<td>.10</td>
</tr>
<tr>
<td>Total cholesterol (mmol/L)</td>
<td>-0.25</td>
<td>.15</td>
</tr>
<tr>
<td>LDL(^c) cholesterol (mmol/L)</td>
<td>-0.15</td>
<td>.30</td>
</tr>
<tr>
<td>Triglycerides (mmol/L)</td>
<td>-0.24</td>
<td>.43</td>
</tr>
<tr>
<td>HDL(^d) cholesterol (mmol/L)</td>
<td>0.01</td>
<td>.66</td>
</tr>
</tbody>
</table>

\(^a\)BP: blood pressure.
\(^b\)HbA1c: hemoglobin A1c.
\(^c\)LDL: low-density lipoprotein.
\(^d\)HDL: high-density lipoprotein.

The changes in blood parameters and vital signs between the baseline and final visits are shown in Table 4. HbA1c fell by 0.22% (\( P = .004 \)). Fructosamine fell by 10.36 mmol/L; however, this did not reach statistical significance. There were favorable movements down in total cholesterol, triglycerides, and low-density lipoprotein cholesterol and favorable movements up in high-density lipoprotein cholesterol, but none of these changes reached statistical significance.

Activity was assessed by the number of steps per hour, as measured by the Apple Watch. The average number of steps per hour declined from 442 in the first 4 days to 399 in the last 4 days of the study, and this did not reach significance. Heart rate, as measured by the Apple Watch, was analyzed for changes in maximum heart rate, SD of heart rate, and resting heart rate (defined as heart rate at 5 AM), comparing values for the first 4 days of the intervention with those for the last 4 days of the intervention; no significant changes were found.

Changes in the continuous blood glucose trace were examined from the first 4 days of the study (days 1-4) and compared with those for the last 4 days of the study (days 9-12; Figure 6). There was no change in average blood glucose (9.18 vs 9.15 mmol/L; \( P \) value not significant). There was no change in glucose variability, as measured by SD (1.90 vs 1.76; \( P \) value not significant). There was no change in time in the range defined as the number of glucose data points \( \geq 4.0 \text{ mmol/L} \) and \(<10 \text{ mmol/L} \) (636 data points vs 736 data points; \( P = .16 \)). Of the 15 participants, 1 (7%) participant had no data points in the range, and 2 (13%) participants had all data points in the range. If very poorly controlled or very well-controlled patients are removed from the analysis, then there is a significant improvement in the time in range.
Interview Outcomes

Overview

Analysis of the interviews showed that participants were curious about their personal health information and were keen to learn how to use real-time tracked information to manage their health. Although they tended to have a long-standing relationship with their family physician, they felt that the depth of information about their diabetes from scheduled general practitioner (GP) checkups was limited. Most participants planned their meals as per family and convenience rather than nutrition, influencing meal choices and quantities. Activity levels varied; fewer than half engaged in planned exercise, and only 13% (2/15) were high-level exercisers. Almost all participants expressed general satisfaction with the study. They felt that they had learned something about how their dietary habits, in particular, had affected their glucose levels. They appreciated having to be accountable to the physician providing them with daily feedback but would only want to continue using the GLOOK! system if the usability and reliability of the app were improved.

Results From Specific Domains in the Study

Experience With Digital Health Technology

Of the 15 participants, 6 (40%) had previously used health-tracking devices. Of these 15 participants, 10 (66%) had used smartphone apps before for monitoring their health, and 11 (73%) had sought additional information from the internet during the study period.

Engagement With Traditional Health Care

All patients reported having a relationship with their existing family GP for a long duration (between 2 and 30 years), with an average of 12 years. Adherence to regular health practitioner visits varied; almost half (7/15, 47%) made 3-monthly GP visits for prescription renewal or checkups. Many had been referred to dieticians and other allied health professionals but did not attend regularly after the initial education following a diabetes diagnosis. Only 20% (3/15) of patients visited their diabetes nurse educator at either the 3- or 6-month intervals. Patients who saw their GP more regularly visited their diabetes nurse educator more frequently. Patients felt that the usefulness and amount of advice and follow-up on diabetes from health professionals varied. One of the study’s patients who initially saw a diabetes nurse educator felt that “there was nothing that she could tell me that I didn’t already know” (P2014). Another reported that their physician did not give advice on aspects of diabetes management: “He’s a doctor, not a physical educator” (P2002).

A patient who visited their GP strictly for prescription renewal suggested a strong desire to be given relevant information about T2D self-management: “...don’t tell me that I’m a naughty boy and that I’m sick but tell me how to manage it” (P2009).

Patients we talked with showed curiosity and willingness to learn even in the perceived absence of professional health advice: “I’m trying to figure this stuff out on my own” (P2010).

One of the patients expressed exasperation at having to deal with a chronic disease with so many individualized variables:

I’ve been diabetic for a bloody long time. Twenty-odd years. And I still don’t get it...I just found the whole process damn confusing. [P2007]

Diet

Of the 15 patients, 11 (73%) cooked for themselves at least part of the time. For many, family requirements restricted their free choice of meals. Some noted a lack of time, not wanting to plan,
Satisfaction With the Feedback

All participants were satisfied with the tone and helpfulness of the feedback, even when the physician’s comments on food choices were not always positive: “It’s nice having someone in your corner” (P2015).

They looked forward to receiving the feedback and appreciated the personalized aspects. Some perceived that the information was already known to them; it validated their own knowledge about their diet and habits as a patient suggested:

...it didn’t provide me anything I didn’t know...I might not have known it at the front of my mind, but I DO know it [P2004]

Others gained useful new insights and felt more in control of their choices.

Patient 2015 felt more in control and could see how continued app use might improve knowledge of their specific health behavior: “If I’d known what I know now, then things would be so much better” (P2015).

Behavior Change

Of the 15 participants, 3 (20%) noted an increase in their feelings of positivity and well-being following the study, and some felt that participation increased discussions and changed family routines around healthy food choices. Others determined that they would measure glucose levels daily rather than every few days as a result of being in the study. An awareness of the need to change behavior by acting upon the advice was suggested: “It’s like anything, if you’re getting the information, it’s worth nothing if you don’t work off it” (P2001).

Of the 15 participants, 2 (13%) participants mentioned feeling supported and motivated to change their behavior as a result of having the physician’s feedback on a daily basis, as patient 2007 commented the following:

All this, I consider learning; it’s a learning thing. And it’s understanding. For diabetes is massive. And I mean, even this—being held accountable. And I think, as I said, my diabetes people are fantastic. But they can’t phone me daily. [P2007]

Discussion

Principal Findings

This pilot study used wearable technology to gather data on activity, exercise, pulse rate, interstitial fluid glucose, and food intake and give patients with T2D daily text-based feedback that would provide short advisory comments (nudges) on food intake and activity based on the previous day’s data.

Advice on behavior change is often based on the average responses of groups to particular foods rather than on individual responses. It has recently become clear that there are large differences between individual glycemic responses to food and that approaches based on average responses, such as a glycemic index, may be inherently flawed [31]. Therefore, a system that uses individual glycemic responses as the basis of dietary recommendations is appealing.

or simply finding it easier to eat out. Convenience outweighed nutrition in meal choice, and most felt that their diet could be improved, that it was “not the best, but not the worst” (P2001).

Exercise

Only 27% (4/15) of the participants actively engaged in moderate planned exercise and only 13% (2/15) in high-level exercise. One of the participants felt that GLOOK! study had encouraged them to engage in more planned exercise; they stated that the study physician’s feedback around exercise was personalized and empathetic in its delivery:

So he’s like, “can you see if you can just increase a little bit?” and suggested a five-minute walk. And I’m thinking, well, he understood that I do have issues.

And he’s like, “We’re not asking you to go for a 10-kilometer run” [P2007]

Satisfaction With the GLOOK! App

Of the 15 participants, 13 (87%) said they would have been happy to continue using the GLOOK! app and felt that using it for longer would have enabled them to gain a better understanding of patterns in their personal data. Of the 15 participants, 2 (13%) said they would not continue using the GLOOK! app as they felt the wearable Guardian Connect device was too invasive. Specific comments regarding the usability of the app included the need for faster uploads, a visible icon indicating that the app was processing data, and the ability to zoom in on the data displays. Other suggested features were comparative visuals of what was normal for people without T2D and how the user’s levels compared, weekly summaries, and highlights and next steps to increase motivation.

Some participants felt that photographing food was difficult to do in public, especially when dining out. From feeling self-conscious to feeling as if it was a nuisance, participants noted that this aspect of the study was the biggest burden. However, at the same time, participants commented that photographing their food made them feel more accountable (to themselves) and aware of what they were eating and drinking. Participants would have liked 2-way communication with the physician, especially to clarify aspects of the meal they had photographed or to ask a question about the SMS text message feedback:

It would have been nice if there was an option to be able to respond to the feedback and ask questions, because...he [the physician responding] gives you a direct, “if you do this, this and this...” But that was based on assumptions. Like, for example, yesterday my lunch was a quiche where it’s not a real egg and bacon pie. He’s like, “Your sugar spiked because of the crust on that.” But it doesn’t have a crust on it because I made it myself. It’s just basically egg and bacon in a pie dish. So just to give back and say, “Well, you actually haven’t quite got the advice right”...at the moment it’s sort of a one-way street. [P2001]
It is crucial that new technologies are brought to bear to facilitate behavior change both through providing real-time visibility of blood glucose profiles and by providing nudging messages to reinforce positive messages on a frequent (daily) basis. We believe that regular, frequent, positive, and suggestive feedback using the strategy of nudging will, over time, significantly modify behavior and prevent the development of diabetes and reduce other cardiovascular risk factors such as hypertension and hypercholesterolemia, thus leading to weight loss or a positive change in body fatness.

**Comparison With Prior Work**

A survey of Australian patients with T2D about a perfect diabetes self-management app [11] identified personalization and the ability to monitor information about sugar levels and medications over the long term as the most desired features. Baptista et al [11] also suggested that people want the app to address the psychological, cognitive, and emotional aspects of living with diabetes, as well as assist with the practical elements of diabetes management. We also acknowledge several other empirical studies that have investigated the perceptions of patients with diabetes and the potential for using mobile health apps for behavior change and improved health outcomes. Several studies [6,32-34] found a high degree of patient satisfaction with receiving SMS text messages (whether motivational or educational) and that patients found this useful and beneficial. In their study, Dobson et al [33] noted that there was a significant difference in perceptions of being supported between patients in the mobile app intervention group that received generic SMS text messages and the nonintervention control group that did not receive SMS text messages.

The main difference between our research and others is in testing the usefulness of the GLOOK! app as a complementary tool for continuous communication between physicians and patients with T2D. This demonstrates that there is a certain gain in reinforcing positive behavioral changes through timely and personalized mobile phone messages sent on a daily basis.

Although the optimum frequency of messages is not yet known, our study and others [5,6,24,32,33] suggest that regular text-based feedback can increase patient motivation and understanding of how their diet and activity can affect T2D. Previous research on the use of diabetes self-management applications has shown increased efficacy in interventions that allow more patient customization and choice over the frequency of text-based message delivery [6]. The timing of received messages can also influence patient acceptance of and adherence to the program; enabling patient choice over what time of day they receive messages reduces the effect of them feeling nagged and may allow more reflection and interpretation [5]. An ideal protocol may comprise a personalized text-based message per day at a time chosen by the patient, with the option of receiving additional generic messages related to diabetes education and health.

The diabetes self-management app studies we reviewed deployed both generic (not based on individual data inputs) and personalized tailored messages. The degree of personalization varied. On one end, Dobson et al [33] used SMS text messages conveying daily reminders (eg, to check glucose levels), reassurance and praise, tips for diabetes care, and diet to determine whether these might affect a change in HbA1c levels or any positive behavior change in patients with poorly controlled diabetes. These messages were not triggered by continuous glucose monitoring or other (eg, activity) inputs, and the only personalization was the recipient’s name. On the other end, Park et al [24] used similar data inputs as used in the GLOOK! study to trigger messages customized in response to data inputs.

In our GLOOK! pilot study, we found that the coaching aspect of having the physician assess an individual’s data and share their feedback through SMS text messages was a key driver of motivation and emotional support. One of the study’s participants shared the following:

> I like having someone to report to. I find it keeps me on track. It keeps me honest; it keeps me motivated [P2007]

Although it is possible that participants might become addicted to this level and type of feedback, similar to any other coaching-type interaction, the frequency and extent of feedback could be scaled back as the patient develops self-efficacy and “...an understanding of what is going on and even where you can improve in things as a real-life daily action” (P2007). In the GLOOK! pilot study, patients’ average steps declined over the study period, suggesting that the effect of the intervention was wearing off over the 2-week study. Furthermore, patients reported in the interviews that their motivation to exercise fluctuated according to their mood, mental health, and social situation. For sustained behavior change, methods for enhancing motivation and increasing activity levels over the long term would need to be tested.

**Limitations**

The study had some limitations because of limited resources, including time and specific technical components (eg, Medtronic continuous glucose monitor, Apple Watch, and Android smartphone) used for the GLOOK! app implementation. This explains the relatively short period (12 days) that the patients used the system for the physician to communicate with them. A small group of 15 patients was recruited, as the pilot study objective was to collect initial feedback on the new treatment process and demonstrate the feasibility of the technology to communicate personalized feedback rather than a full clinical trial. This also explains the lack of a control group in the study design, which is another limitation. One patient had very poor control, with very high blood glucose levels; they needed a treatment change, which was not performed in the context of this study. In retrospect, we would have selected patients with intermediate levels of control.

The study was intended to address the consumption of foods with a high glycemic index rather than a poor diet in general (eg, one high in saturated fat and sodium); this is a limitation of the study. The tool had a basic functionality to support glucose levels, activity data monitoring, and physician feedback. Feedback from the participants regarding their experience using the GLOOK! app corresponds to some of the limitations and will be addressed in the planned new phase of the study.
Future Research

Despite the small sample sizes in our pilot study, our findings support the potential of mobile app–based, daily personalized physician feedback as an intervention for positive changes in behavior and health outcomes in people with T2D. A follow-up study is needed to ascertain both the long-term engagement with the app and the extent to which long-term behavior change is feasible. Specific areas to be explored in follow-up studies include the following:

- How feedback that is analyzed and delivered via AI rather than by a physician might reproduce the personal and motivational effect of coaching-style feedback
- Whether 2-way communication enhances motivation for sustained behavior change
- How behavior change models could be deployed to personalize feedback messaging [5,34]

Interviews with patients with T2D in this study provided important insights into how the experience could be made more engaging and presumably more effective. Future wide-scale applications of daily personalized feedback delivered through an app would be limited by the availability of physicians or even specially trained dieticians to provide this feedback. This factor, and the learning points from our pilot study, could be incorporated in the design of new integrated wearable technology that will enable scaling up of this kind of intervention through the use of newer and less invasive sensor technology, possibly by deploying an AI approach in the generation of feedback. This approach aligns with predicted advances in customized diabetes treatment by incorporating machine-based algorithms [13,20,24]. The increasing capability of big data analytics could even generate personalized interventions for behavior change tailored to different patients’ needs for specific motivational techniques [5]. New technology will allow sufficient upscaling of this approach to have an impact on the incidence and community costs of diabetes.

Conclusions

Our study suggests that providing daily physician-generated personalized feedback based on wearable sensor information and recorded food intake and activity data can produce favorable changes in glycemic and cardiovascular risk parameters even in the short term. The participants found the experience acceptable, and it provided them opportunities for positive long-term behavior changes. We plan to address the feedback collected through the interviews to redevelop the system and conduct a longer study with more participants.
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Abstract

Background: Chinese immigrants bear a high diabetes burden and face significant barriers to accessing diabetes self-management education (DSME) and counseling programs.

Objective: The goal of this study was to examine the feasibility and acceptability and to pilot test the potential efficacy of a social media–based DSME intervention among low-income Chinese immigrants with type 2 diabetes (T2D) in New York City.

Methods: This was a single group pretest and posttest study in 30 Chinese immigrants with T2D. The intervention included 24 culturally and linguistically tailored DSME videos, focusing on diabetes education and behavioral counseling techniques. Over 12 weeks, participants received 2 brief videos each week via WeChat, a free social media app popular among Chinese immigrants. Primary outcomes included the feasibility and acceptability of the intervention. Feasibility was evaluated by recruitment processes, retention rates, and the video watch rate. Acceptability was assessed via a satisfaction survey at 3 months. Secondary outcomes, that is, hemoglobin A1c (HbA1c), self-efficacy, dietary intake, and physical activity, were measured at baseline, 3 months, and 6 months. Descriptive statistics and paired 2-sided t tests were used to summarize the baseline characteristics and changes before and after the intervention.

Results: The sample population (N=30) consisted of mostly females (21/30, 70%) who were married (19/30, 63%), with limited English proficiency (20/30, 100%), and the mean age was 61 (SD 7) years. Most reported an annual household income of <US $25,000 (24/30, 80%) and a high school education or less (19/30, 63%). Thirty participants were recruited within 2 months (January and February 2020), and 97% (29/30) of the participants were retained at 6 months. A video watch rate of 92% (28/30) was achieved. The mean baseline HbA1c level was 7.3% (SD 1.3%), and this level declined by 0.5% (95% CI –0.8% to –0.2%; P = .003) at 6 months. The mean satisfaction score was 9.9 (SD 0.6) out of 10, indicating a high level of satisfaction with the program. All strongly agreed or agreed that they preferred this video-based DSME over face-to-face visits. Compared to baseline, there were significant improvements in self-efficacy, dietary, and physical activity behaviors at 6 months.
Conclusions: This pilot study demonstrated that a social media–based DSME intervention is feasible, acceptable, and potentially efficacious in a low-income Chinese immigrant population with T2D. Future studies need to examine the efficacy in an adequately powered clinical trial.

(JMIR Form Res 2022;6(5):e37737) doi: 10.2196/37737
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Introduction

In the United States, the Chinese immigrant population is a fast-growing minority group and bears a disproportionately high type 2 diabetes (T2D) burden compared to the general adult population [1,2]. In New York City, data from an epidemiological survey of 2071 participants revealed that almost 1 out of every 2 adult Chinese immigrants has T2D or impaired fasting glucose [2]. This is a concerning rate, given the high proportion and the continuing rapid influx of Chinese immigrants over the last few decades. Indeed, between 2000 and 2015, the New York City Chinese population grew by 49% (increased from 260,928 in 2000 to 388,783 in 2015) compared to 12% in the overall New York City immigrant population (increased from 2.87 million in 2000 to 3.21 million in 2015) [3]. Although the poverty rate of Chinese Americans in New York City is comparable to that of the overall New York City population, the older Chinese adults (28.6%) who are more likely to be impacted by diabetes have a much higher poverty rate relative to the overall older adults (18.8%) in New York City [4].

Despite the high T2D burden, research in this patient population is quite limited, with only few diabetes intervention studies identified [5-8]. In each study, the interventions relied on busy health care providers or dedicated study staff to deliver them, thereby limiting their sustainability and scalability. Each intervention required frequent travel to a central location to receive the intervention (6-12 face-to-face sessions lasting 1-2 hours), which is unlikely to be feasible in a real-world setting, especially among low-income Chinese immigrants, given their long work hours [9,10].

Diabetes self-management education (DSME) and counseling programs are evidence-based interventions that provide important knowledge, skills, and counseling to patients with T2D [11]. Chinese immigrants face numerous barriers to accessing these in-person programs [8,10,12-15], and these programs have proven to be effective in mostly English-speaking populations [16-18]. The lack of linguistically and culturally sensitive health care providers and tailored diabetes programs have been cited as the major reasons for poor diabetes outcomes in Chinese Americans [13,19-21]. While over 60% of Chinese immigrants report limited English proficiency in New York City [3], language-concordant providers are also limited in number [13,19-21]. Differing cultural norms also complicate the delivery of effective diabetes care and counseling [10,13-15,22]. These cultural and linguistic discordances between providers and patients often contribute to poor patient-provider communication, inefficient diabetes education and counseling, and diminished understanding and confidence in managing T2D at home [21]. Moreover, these DSME programs are often labor-intensive for providers and time-consuming for patients [9,23]. Chinese immigrants are often engaged in low-wage jobs with long working hours, limited sick leave, and lack of health care insurance [4], which prevent them from participating in these in-person multiple-session programs [9,10,22].

Leveraging widely used social media platforms may be a promising approach to deliver DSME to underserved Chinese immigrants in a time and place that is convenient to them [24,25]. In a prior study, we demonstrated ownership of smart devices by a majority of Chinese immigrants with T2D, widespread use of the free social media app, “WeChat,” and a strong interest in a WeChat-based DSME [26]. Indeed, over 90% of Chinese immigrants with T2D reported owning a smart device and more than 70% currently use WeChat [26]. Given the ubiquitous nature of mobile phones, a social media–based asynchronous intervention holds strong promise to be integrated into the daily lives of Chinese immigrants. The goal of this pilot study was to examine the feasibility, acceptability, and potential efficacy of an asynchronous WeChat-based DSME program in Chinese immigrants with T2D.

Methods

Study Design

The CARE (Chinese American Research and Education) study was a pretest and posttest single-group study on 30 Chinese immigrants with T2D. During the 12 weeks of the intervention, each participant received links to 2 diabetes videos via WeChat each week. Participants completed in-person surveys at enrollment (prior to the intervention) and 3- and 6-month follow-up surveys over the telephone. All participants provided written informed consent.

Ethics Approval

This study was approved by the New York University Grossman School of Medicine Institutional Review Board (s18-00609).

Participants

Participants were eligible if they (1) self-identified as a Chinese immigrant, (2) were between 18 and 70 years old, (3) self-reported a diagnosis of T2D, (4) were able to understand Mandarin Chinese, (5) were currently using WeChat, (6) had a smartphone/tablet or were willing to use a study smartphone, and (7) reported interest in receiving diabetes videos via
WeChat. Exclusion criteria included pregnancy, breastfeeding, or living in nursing homes or facilities in which participants had limited opportunity to engage in independent decision-making regarding management of their T2D. We chose to focus on Mandarin in this study because this is among the most popular spoken languages among New York City Chinese immigrants [27].

**Recruitment, Screening, and Baseline Assessment**

Participants were recruited from a diabetes research registry that has been established from one of our prior studies [26], which aimed to examine diabetes self-management behaviors in Chinese immigrants with T2D in New York City. Study staff contacted potential participants, explained the study, and screened them for eligibility. Once eligibility was confirmed, study staff scheduled a date and time to meet in person for written consent and baseline assessment.

**Intervention Overview and Theoretical Frameworks**

We culturally and linguistically adapted a DSME intervention shown to be efficacious for decreasing hemoglobin $\text{A}_1\text{c}$ ($\text{HbA}_1\text{c}$) levels in a highly educated non-Hispanic White population in the ENHANCE trial [28]. Adaptation of the ENHANCE intervention was guided by the Cultural Adaptation Model [29] and the Ecological Validity Model [30]. These models were chosen because they have been widely used in the literature to guide the cultural adaptation processes of evidence-based interventions. The study team first reviewed the ENHANCE intervention content to make sure it is consistent with the latest diabetes and DSME guidelines [11] and covers all of the Association of Diabetes Care & Education Specialists self-care behavior topics [31]. Then, informed by the adaptation models and our prior formative work, we tailored the content based on Chinese culture and norms. For instance, when talking about diet, we used commonly consumed Chinese dishes, food items, seasoning, and cooking methods. We also discussed tips to maintain healthy eating during Chinese holidays (eg, Lunar New Year). When discussing medication taking, we shared commonly reported barriers to medication taking in Chinese immigrants and provided tailored strategies to improve medication adherence. Once the initial adaptations were completed, the intervention content was shared with a Chinese diabetes educator and a nurse for feedback on cultural relevance and content accuracy.

CARE included a 12-week intervention program involving DSME videos that participants could access in a time and place convenient to them. We developed 24 brief (~5 minutes) diabetes videos in Mandarin Chinese. Each week, 2 video links were sent to the participants via WeChat, with one video focusing on diabetes education (eg, basics of diabetes care, diet, physical activity) and the second one focusing on social cognitive theory–based behavioral change techniques (eg, goal setting, self-reward, problem solving) (see Table 1 for the outline of the intervention videos) [30,31]. At the end of the baseline visit, participants were sent the first video and shown how to open the video by clicking the play button. Since all participants knew how to use WeChat, we did not provide any guidance around using WeChat. In addition to sending brief videos, study staff called the study participants every 2 weeks to ask if they had questions regarding the video content and gave them an opportunity to discuss any challenges encountered in their diabetes self-management efforts. The phone calls typically lasted about 15 minutes.

**Table 1. Outline of the intervention content.**

<table>
<thead>
<tr>
<th>Week</th>
<th>Education materials (A)</th>
<th>Social cognitive theory–based behavioral materials (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Overview of diabetes</td>
<td>Goals for life</td>
</tr>
<tr>
<td>2</td>
<td>Healthy diet part 1</td>
<td>Setting goals</td>
</tr>
<tr>
<td>3</td>
<td>Healthy diet part 2</td>
<td>Self-reward, turning goals into habits</td>
</tr>
<tr>
<td>4</td>
<td>Medication management</td>
<td>Social support, developing and making your social support network</td>
</tr>
<tr>
<td>5</td>
<td>Glucose self-monitoring</td>
<td>Problem solving: barriers and setbacks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Problem solving model</td>
</tr>
<tr>
<td>6</td>
<td>Exercise and diabetes</td>
<td>Problem solving: behavioral triggers and stimulus control</td>
</tr>
<tr>
<td>7</td>
<td>Building muscles with strength training</td>
<td>Problem solving: emotional eating</td>
</tr>
<tr>
<td>8</td>
<td>Grocery shopping at a Chinese grocery store</td>
<td>Problem solving: cravings for white rice, noodle, bun, dumplings etc</td>
</tr>
<tr>
<td>9</td>
<td>Stress and diabetes</td>
<td>Problem solving: eliminating negative self-talk</td>
</tr>
<tr>
<td>10</td>
<td>Chinese holidays and eating out</td>
<td>Problem solving: anticipating high-risk situations</td>
</tr>
<tr>
<td>11</td>
<td>Attending doctor appointments</td>
<td>Problem solving: lapse and relapse</td>
</tr>
<tr>
<td>12</td>
<td>Navigating the US health care system</td>
<td>Problem solving: coping with lapses and setting new goals</td>
</tr>
</tbody>
</table>

**Measures**

Unless specified otherwise below, measurements were obtained at baseline, 3 months, and 6 months.

**Sociodemographic Data**

At baseline only, we collected data on age, gender, income, education, marital status, employment status, and English proficiency. English proficiency was measured by 1 question “how well do you speak English,” and limited English proficiency was defined as speaking English less than very well.
Primary Outcomes

Feasibility was measured as the percentage of those screened and eligible who enrolled in the study, retention rates at 3- and 6-month follow-up, and the video watch rate. At the end of each video, participants were asked 2 brief questions via WeChat: (1) how much of the video did you watch? (part of the video vs the entire video) and (2) how helpful was the video? (not at all helpful, somewhat helpful, or extremely helpful). If participants responded to these 2 questions, we considered that they watched the video. The number of responses was used as a proxy measure to estimate the video watch rate. Acceptability was measured by a 10-item patient satisfaction scale used in a prior study [32]. Participants were provided with 9 statements regarding their experience and satisfaction to which they provided their level of agreement, using a 5-point Likert scale (1=strongly agree to 5=strongly disagree). Participants also responded to a single 11-point Likert-scaled item reflecting their overall satisfaction with the intervention (0=not at all satisfied to 10=totally satisfied).

Secondary Outcomes

HbA1c Levels

Baseline HbA1c was abstracted from the medical record if a result was available within 3 months prior to enrollment. If a baseline HbA1c result was not available, point-of-care A1CNOW testing was performed. Follow-up HbA1c was obtained from the electronic record. Because of COVID-19 interruptions in the delivery of ambulatory care, many participants did not seek routine care during the study midpoint (3 months follow-up) and HbA1c data were not available for them. However, ambulatory care delivery returned to normal as the study concluded, and HbA1c data were available for most participants at the 6-month follow-up.

Self-efficacy

Self-efficacy was measured with the Stanford 8-item Self-Efficacy for Diabetes scale [33,34] on which participants report confidence in their ability to manage various diabetes self-care behaviors. Each item was rated using a 10-point Likert scale (from 1=not at all confident to 10=totally confident). The final score was the mean across the 8 items, with higher scores reflecting higher self-efficacy.

Dietary Intake

Dietary intake was measured with the 8-item Starting The Conversation scale [35], which asks participants to report the frequency with which they consumed various foods and drinks over the past few months (eg, fruits, vegetables, sodas, desserts). The final score was the sum of 8 items, with a possible range of 0-16. Lower scores reflect more healthy eating behaviors.

Physical Activity

Physical activity was measured with the International Physical Activity Questionnaire (short version) [36]. Participants were asked whether they engaged in any vigorous, moderate, or mild level of physical activity over the past 7 days and the duration for each exercise intensity. Results were calculated in total MET-minutes/week [37], with higher scores reflecting a higher level of physical activity.

Statistical Analyses

For primary outcomes, we used descriptive statistics to summarize demographics, retention rates at 3 and 6 months, the video watch rate, and intervention satisfaction scores. For secondary outcomes, we used paired 2-sided t tests to identify changes over time. Changes in means and their 95% CIs were presented. We performed all data analyses using SPSS (version 25.0, IBM Corp).

Results

Characteristics of the Sample Population

As shown in Table 2, the sample consisted of 30 middle-aged adults or older Chinese immigrants who were primarily married women with a high school education or less, an annual household income of less than US $25,000, and who reported limited English proficiency.
Table 2. Sample characteristics (N=30).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>61 (7)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>21 (70)</td>
</tr>
<tr>
<td>Male</td>
<td>9 (30)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Currently married or living as married</td>
<td>19 (63)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>7 (24)</td>
</tr>
<tr>
<td>Widowed</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Single or never married</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Educational attainment, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school education or less</td>
<td>19 (63)</td>
</tr>
<tr>
<td>Some college or technical school</td>
<td>9 (30)</td>
</tr>
<tr>
<td>College graduate or more</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Annual household income, n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;US $25,000</td>
<td>24 (80)</td>
</tr>
<tr>
<td>US $25,000-US $55,000</td>
<td>3 (10)</td>
</tr>
<tr>
<td>US $55,000</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Declined to answer or don’t know</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Employed full time</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Part-time (one job)</td>
<td>14 (47)</td>
</tr>
<tr>
<td>Part-time (multiple jobs)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Not employed, not working</td>
<td>7 (23)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (3)</td>
</tr>
<tr>
<td>English proficiency, n (%)</td>
<td></td>
</tr>
<tr>
<td>Very well</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Well</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Not well</td>
<td>18 (60)</td>
</tr>
<tr>
<td>Not at all</td>
<td>8 (27)</td>
</tr>
<tr>
<td>Number of years living in the United States, mean (SD)</td>
<td>13 (7)</td>
</tr>
<tr>
<td>Duration of self-report of having type 2 diabetes, mean (SD)</td>
<td>9 (7)</td>
</tr>
</tbody>
</table>

Feasibility and Acceptability Outcomes

We report feasibility in the following 3 ways.

Recruitment

A total of 30 participants were recruited from January 16 to February 27, 2020, prior to the onset of the COVID-19 pandemic in New York City. We called 70 potential patients and were able to reach 45 participants (64%). Of these 45 patients, 38 were eligible and 30 enrolled (79%) in this study. Thus, we needed to screen 1.5 patients to enroll 1 participant in the study (45 screened/30 enrolled).

Retention Rates

The retention rate was 100% (30/30) at 3-month follow-up and 97% (29/30) at 6-month follow-up. One participant moved back to mainland China and was lost to follow-up at the 6-month follow-up.

Video Watch Rate

The mean video watch rate was 92% (SD 4%), indicating that on average, each video was watched by 92% (28/30) of the sample. The video watch rate over the 12-week intervention ranged from 83% to 100%. Almost all (99.6%) reported
watching the entire video when they watched a video and 86% (26/30) agreed that the videos were very helpful.

**Acceptability**

Out of a possible score of 10 with higher scores reflecting greater satisfaction, the mean overall satisfaction with the intervention was 9.9 (SD 0.6). Table 3 summarizes participants’ responses to each satisfaction item. All participants agreed or strongly agreed that it was very easy to receive and view diabetes videos and that the videos provided very helpful information on diet and physical activity. All participants strongly agreed or agreed that the diabetes videos enhanced their confidence to manage their T2D. Of note, all strongly agreed or agreed that they preferred video-based diabetes education over in-person face-to-face education in their doctor’s office.

### Table 3. Satisfaction survey results (N=30).

<table>
<thead>
<tr>
<th>To what extent do you agree with the following statements?</th>
<th>Strongly agree, n (%)</th>
<th>Agree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Disagree or strongly disagree, n (%)</th>
<th>Not applicable, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>It was easy to receive and view the WeChat diabetes videos from the research team.</td>
<td>22 (73)</td>
<td>8 (27)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I found this program to be helpful for providing me more information about healthy diet.</td>
<td>27 (90)</td>
<td>3 (10)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I found this program to be helpful for providing me more information about physical activity.</td>
<td>28 (93)</td>
<td>2 (7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I found this program to be helpful at motivating me to take my diabetes medication as prescribed.</td>
<td>24 (80)</td>
<td>5 (17)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>I found this program to be helpful at motivating me to check my blood sugar as recommended.</td>
<td>21 (70)</td>
<td>6 (20)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>I found this program to be helpful at increasing my confidence to manage my diabetes.</td>
<td>27 (90)</td>
<td>3 (10)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I would be willing to join similar programs in the future to help me manage my diabetes.</td>
<td>27 (90)</td>
<td>3 (10)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I would recommend this program to my friends/family that have diabetes.</td>
<td>23 (77)</td>
<td>7 (23)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I prefer to receive diabetes education via WeChat than scheduling appointment and going to doctor’s office.</td>
<td>24 (80)</td>
<td>6 (20)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

**Secondary Outcomes**

Table 4 shows the changes in the secondary outcomes over time. Compared to baseline, there were significant improvements at 3 months in self-efficacy, while no changes were observed in dietary and physical activity behaviors. Between baseline and 6 months, significant improvements were observed in HbA1c, self-efficacy, dietary behavior, and physical activity.

### Table 4. Changes in secondary outcomes over time.

<table>
<thead>
<tr>
<th></th>
<th>0 month (baseline), mean (SD)</th>
<th>3 months, mean (SD)</th>
<th>6 months, mean (SD)</th>
<th>0-3 months change (95% CI)</th>
<th>P value</th>
<th>3-6 months change (95% CI)</th>
<th>P value</th>
<th>0-6 months change (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemoglobin A1c</td>
<td>7.3 (1.3)</td>
<td>N/A</td>
<td>6.9 (1.3)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>~0.5 (~0.8 to 0.2)</td>
</tr>
<tr>
<td>Self-efficacy (score range: 0-10)</td>
<td>8.0 (1.4)</td>
<td>8.7 (0.8)</td>
<td>8.9 (0.9)</td>
<td>0.7 (0.2 to 1.2)</td>
<td>.01</td>
<td>0.2 (~0.01 to 0.5)</td>
<td>.06</td>
<td>0.9 (0.4 to 1.3)</td>
<td>.001</td>
</tr>
<tr>
<td>Dietary intake (score range: 0-16)</td>
<td>5.1 (2.3)</td>
<td>5.2 (2.0)</td>
<td>3.4 (1.7)</td>
<td>0.1 (~0.6 to 0.8)</td>
<td>.79</td>
<td>~1.9 (~2.6 to 1.1)</td>
<td>&lt;.001</td>
<td>~1.7 (~2.5 to 1.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physical activity (MET-mins/week)</td>
<td>1431.6 (803.6)</td>
<td>1834.0 (1372.8)</td>
<td>2355.3 (1798.1)</td>
<td>404.7 (~290.0 to 1099.5)</td>
<td>.24</td>
<td>623.7 (47.7 to 1199.8)</td>
<td>.04</td>
<td>1008.1 (225.5 to 1790.7)</td>
<td>.01</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.

**Discussion**

**Principal Findings**

To the best of our knowledge, this is the first study examining the feasibility and acceptability of leveraging a free social media platform to deliver culturally and linguistically tailored, asynchronous DSME to underserved Chinese immigrants with T2D. The results of this study demonstrated high feasibility and acceptability of this intervention. The retention rate was comparable to or better than that previously reported in in-person diabetes interventions in Chinese immigrants [8,9,38]. The video watch rate was high over the 12-week intervention, with an
adherence rate higher than most in-person DSME interventions in Chinese immigrants [6,8,9,38]. For example, in a study of 145 Chinese immigrants with T2D, Chesla and colleagues [8] examined the effect of a 6-session intervention program and found that the cumulative percentages of participants who attended 4, 5, or 6 sessions were 92%, 79%, and 58%, respectively. Similarly, in another in-person diabetes prevention program in Chinese immigrants, the average session attendance was 77% [38]. Several factors may explain the higher engagement observed in this study, including culturally and linguistically tailored intervention content, bilingual study staff, and remote delivery of the intervention via a commonly used social media app to Chinese immigrants, which allows participants to access the intervention videos at a time and place convenient to them. In addition, the study staff called participants every 2 weeks to check whether they had any questions with regard to the video content, which may help build a trusting relationship with participants and thus enhance retention and engagement.

The intervention in this study promises for improving glycemic control and key diabetes psychosocial and behavioral outcomes. The reduction in HbA1c levels was both statistically and clinically significant, with an effect size similar to in-person but more labor-intensive DSME programs [39]. We also found that participants reported higher self-efficacy for managing T2D and better adherence to diet and physical activity, which have been considered as critical factors in improving glycemic control and diabetes outcomes [11,40]. It is possible that the effect of our intervention was mediated by improvements in self-efficacy and adherence to self-management behaviors. The small sample size of this study precluded the possibility of mediation analyses. Future large randomized controlled trials may consider exploring the mechanism of this social media–based DSME intervention.

The literature regarding mobile health–based interventions has been rapidly growing over the past few decades. However, most published studies have focused on developing and designing sophisticated applications or technologies to serve well-educated English-speaking populations [41]. Use of mobile technologies to deliver health education to underserved populations, particularly marginalized low-income immigrants with limited English proficiency, is largely untested [41-43]. Our data suggest that leveraging a communication app widely used by an underserved immigrant community is feasible for delivering asynchronous DSME among Chinese immigrants. The intervention is acceptable and promising to improve diabetes outcomes and related health behaviors among low-income Chinese immigrants.

The data in this study need to be interpreted cautiously, and additional research will be required to confirm the results, given the small sample and pretest-posttest study design. In addition, the video watch rate and program satisfaction were measured by self-reported questions that could reflect response bias. Nonetheless, this study is the first to examine the use of a free social media platform to increase access to culturally tailored DSME among underserved Chinese immigrants. Future large-scale randomized controlled trials are needed to explore whether this approach can be used for other chronic disease management interventions or in other high-risk immigrant populations in the United States. Use of a freely used communication platform enhances future scalability and minimizes potential digital literacy concerns.

Conclusion

Underserved racial and ethnic minority and immigrant populations bear disproportionately high burden of T2D and face numerous barriers to accessing culturally appropriate DSME. In this study, we demonstrate the feasibility, acceptability, and potential efficacy of an asynchronous intervention that employs a free social media platform to deliver culturally and linguistically tailored DSME videos to underserved low-income Chinese immigrants. These findings add to the scarce literature on the use of mobile health interventions in underserved populations. Future studies are required to confirm the efficacy of the intervention in a randomized controlled trial.
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Abstract

Background: The COVID-19 pandemic has accelerated the adoption of digital tools to support individuals struggling with their mental health. The use of a digital intervention plus human coaching (“dual” intervention) is gaining momentum in increasing overall engagement in digital cognitive behavioral interventions (dCBIs). However, there is limited insight into the methodologies and coaching models used by those deploying dual interventions. To achieve a deeper understanding, we need to identify and promote effective engagement that leads to clinical outcomes versus simply monitoring engagement metrics. Motivational interviewing (MI) is a collaborative, goal-oriented communication approach that pays particular attention to the language of change and is an effective engagement approach to help people manage mental health issues. However, this approach has been traditionally used for in-person or telephonic interventions, and less is known about the application of MI to digital interventions.

Objective: We sought to provide a dual intervention approach and address multiple factors across two levels of engagement to operationalize a dCBI that combined cognitive behavioral therapy–based techniques and MI-based interactions between the digital health coach (DHC) and user.

Methods: We reviewed hundreds of digital exchanges between DHCs and users to identify and improve training and quality assurance activities for digital interventions.

Results: We tested five hypotheses and found that: (1) users of a dual digital behavioral health intervention had greater engagement levels than users of a noncoached intervention (P<.001); (2) DHCs with a demonstrated competency in applying MI to digital messages had more engaged users, as measured by the DHC-to-user message exchange ratio (P<.001); (3) the DHC-to-user message exchange ratio was correlated with more engagement in app activities (r=0.28, 95% CI 0.23-0.33); (4) DHCs with demonstrated MI proficiency elicited a greater amount of “change talk” from users than did DHCs without MI proficiency (H=25.12, P<.001); and (5) users who were engaged by DHCs with MI proficiency had better clinical outcomes compared to users engaged by DHCs without MI proficiency (P=.02).

Conclusions: To our knowledge, this pilot was the first of its kind to test the application of MI to digital coaching protocols, and it demonstrated the value of MI proficiency in digital health coaching for enhanced engagement and health improvement. Further research is needed to establish coaching models in dCBIs that incorporate MI to promote effective engagement and optimize positive behavioral outcomes.

(JMIR Form Res 2022;6(5):e34552) doi:10.2196/34552
KEYWORDS
digital health; mHealth; cognitive behavioral therapy; motivational interviewing; COVID-19; mental health

Introduction

Background
Over the last several decades, digital technologies have drastically transformed health care delivery and clinical care. From electronic medical records to wearable devices and mobile apps, digital tools have enhanced disease diagnoses and treatment, access to care, and population health management [1,2]. The COVID-19 pandemic has further accelerated digital health adoption, as consumers have increasingly turned to digital health solutions such as telemedicine and digital trackers for medical emergencies or to treat/manage a chronic or mental health condition [3]. While the United States has a long history of mental health concerns, access to treatment has become critical, as the increased psychological strain due to the pandemic has exacerbated this crisis and driven behavioral health referrals to record levels [4,5]. Given the limited availability of mental health providers and the widespread population needs, the possibility of deploying digital behavioral health solutions to wider audiences demands rigorous consideration [6].

Digital cognitive behavioral interventions (dCBIs) have the potential to address unmet behavioral health needs by offering scalable, cost-effective solutions, increasing reach and availability, and allowing consumers to engage and progress at their own pace [7-9]. However, the clinical success of dCBIs is dependent on ample user engagement, and these programs have often faced low levels of adherence and high levels of attrition [10,11]. Researchers in the digital engagement literature have presented nuanced and comprehensive discussions regarding the complexity of different types of engagement, as well as how to view, define, and measure them [10,12-14]. For example, Cole-Lewis et al [13] proposed that engaging with the digital intervention features such as the number of logins, clicks, and time spent (“Little e”), are a critical precursor to engagement in health behaviors such as physical activity or smoking (“Big E”). Yardley et al [12] recognized engagement as multifaceted, presenting two different levels: (1) micro-level engagement—the moment-to-moment engagement with the intervention, including intervention use (eg, number of activities completed) and the user experience (eg, level of user interest and attention when completing activities); and (2) macro-level engagement—the depth of involvement with the behavior change process (eg, extent of motivation for changing behavior) and the link of this engagement to the behavioral goals of the intervention. These definitions help bring clarity to how users interact with a digital solution; however, the engagement metrics presented in the literature fail to include the effects of a key component of many dCBIs: a digital health coach (DHC).

The use of a digital intervention plus human coaching (ie, a “dual” intervention) is gaining momentum in increasing the overall engagement in and clinical effectiveness of dCBIs. In dual programs, the DHC provides support and guidance using asynchronous, chat-based communication. There is substantial evidence in the literature that the addition of health coaching support successfully reinforces adherence to the intervention and improves clinical outcomes for those experiencing mental health issues [7-9,15,16]. However, among those interventions that have specifically measured engagement with a DHC (as opposed to measuring engagement with app features), evaluations are often focused solely on volume, such as the number of messages sent to and from the coach [7,17]. As a result, there is limited insight into methodologies and coaching models used by those deploying dual interventions. To achieve a deeper understanding, we need to establish and promote “effective engagement” versus simply more engagement, with “effective engagement” defined empirically as sufficient engagement with the intervention to achieve the intended outcomes [12].

Motivational interviewing (MI) has been studied for multiple decades and is an effective engagement approach to help people manage mental health issues such as anxiety and depression [18-21]. MI is a collaborative, goal-oriented communication approach that pays particular attention to the language of change [22]. It is the most evidence-based health coaching approach to date with over 1400 clinical trials, standardized and validated tools that measure proficiency and fidelity to the approach, and congruency with the prevailing science of self-determination, self-efficacy, stages of change, and self-perception theories [22-24]. The most compelling research in MI demonstrates that an MI-proficient practitioner can minimize client “sustain talk” (ie, barriers and challenges to change) while evoking “change talk” (ie, desire, ability, reasons, and need for change) [25]. This results in the strengthening of the client’s commitment to change and, in turn, an increase in targeted behaviors and clinical outcomes, such as adopting the practice of CBT exercises and gaining improved mood as a result [25]. However, as this approach has been predominantly used for in-person or telephonic interventions to date, less is known about the application of MI to digital interventions.

Objective
To date, there is a dearth of literature regarding how or if an MI-based health coaching approach can be successfully integrated into digital coaching and whether it is effective in increasing engagement, eliciting change talk, and improving outcomes in digital settings. Given the evidence supporting MI as an effective approach for engaging people in behavior change, we hypothesized that if a DHC were to incorporate MI into digital messages, they would better engage and activate the user. Therefore, the purpose of this pilot study was to define and articulate an MI-based digital coaching protocol for dCBIs targeting anxiety and depression to better understand the extent to which a dual intervention approach can increase user engagement. A secondary objective was to assess the impact of full proficiency in MI on behavioral health outcomes.
Methods

Dual Intervention Model

First, we sought to develop and provide the equivalent of a “dual intervention.” The dual intervention model delivered two concurrent interventions within a mobile app-based dCBI: (1) cognitive behavioral therapy (CBT)-based techniques (eg, relaxation, cognitive reframing, mindfulness); and (2) MI-based interactions between the DHC and the user, including identifying strategies and goals outside the app activities. The mobile app was developed from evidence-based approaches to behavioral health (CBT and mindfulness) by a large health plan in northeast United States that is part of an integrated health care delivery system. The app delivers anxiety or depression programming to users. Individuals choose which program to enroll in, and access to a DHC is dependent upon the client’s health care benefits package or relationship with the health care organization. The coach-enhanced dCBI has been evaluated in diverse care settings including primary care, adolescent care, women’s health, and patient-centered specialty medical homes [26,27].

DHCs received approximately 90 hours of training through an in-house health coach academy. The curriculum was based on national coaching standards and the proprietary health plan Health Coaching Model, which includes a foundation of MI along with other evidence-based health coaching strategies. The model is designed to support coaches in partnering with and empowering their clients to self-manage health behaviors, reach their health and wellness goals, be more productive and resilient, achieve better clinical outcomes, and enhance their overall well-being. After foundational training, the DHCs received an additional training curriculum specific to incorporating MI into the digital coaching platform. A mixed methods training was used with a combination of asynchronous and synchronous training, feedback, mentoring, and assessment using the standardized and validated Motivational Interviewing Competency Assessment (MICA) tool, which was adapted for digital coaching [28]. As DHCs began their interactions with members, they received ongoing skill-building training and quality assurance review assessments, paired with strength-based mentoring and monthly feedback on their digital user interactions.

Ethics Approval

This quality improvement project was approved by the UPMC Quality Improvement Review Committee (QRC Project ID 2809).

Testing the Dual Intervention: Five Hypotheses

Building on the model of engagement by Yardley et al [12], we reviewed hundreds of digital exchanges between DHCs and users on an ongoing basis to improve training and quality assurance activities for our mobile app-based dCBI. During this process, we sought to address multiple factors across two levels of engagement to operationalize engagement metrics that incorporated both CBT-based app activities and DHC interactions. Thus, we organized our five hypotheses around micro (ie, engagement within the app) and macro (ie, engagement around behavior change) engagement levels (Table 1) [12].

Table 1. Five dual intervention hypotheses.

<table>
<thead>
<tr>
<th>Engagement</th>
<th>Hypotheses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microengagement</td>
<td></td>
</tr>
<tr>
<td>Hypothesis 1 (H1)</td>
<td>Users of a dual dCBI(^b) (coaching plus techniques) will have greater engagement than users of a self-guided (techniques only) intervention.</td>
</tr>
<tr>
<td>Hypothesis 2 (H2)</td>
<td>DHCs(^b) with a demonstrated competency in applying MI(^c) to digital messages will have more engaged users compared to DHCs without MI proficiency, as measured by DHC-to-user message exchange ratio.</td>
</tr>
<tr>
<td>Hypothesis 3 (H3)</td>
<td>DHC-to-user message exchange ratio (engagement metric) will be correlated with engagement in app activities (number of techniques, days in app in 30 days).</td>
</tr>
<tr>
<td>Macroengagement</td>
<td></td>
</tr>
<tr>
<td>Hypothesis 4 (H4)</td>
<td>DHCs with demonstrated MI proficiency will elicit a greater amount of “change talk” from users than DHCs without MI proficiency.</td>
</tr>
<tr>
<td>Hypothesis 5 (H5)</td>
<td>Users who were engaged by DHCs with MI proficiency will have better clinical outcomes, indicated by validated mood assessments, as compared to users engaged by DHCs without MI proficiency.</td>
</tr>
</tbody>
</table>

\(^a\)dCBI: digital cognitive behavioral intervention.  
\(^b\)DHC: digital health coach.  
\(^c\)MI: motivational interviewing.

Hypothesis 1

There is evidence to show that coaching support in a digital intervention can positively impact engagement [16,29-31]. We sought to validate this research by analyzing whether there were substantial differences in engagement in app activities between users who participated in a coach-enhanced program and users who participated in the same intervention but self-guided (without a DHC). Self-guided users were selected from a client who opted to not include DHCs as part of their benefits package.
To evaluate baseline differences between groups and programs, a chi-square statistic was used to test the difference in the proportion of coached users in groups and programs.

**Hypothesis 2**
To test this hypothesis, we randomly selected 50 transcripts with a 30-day exchange period between DHCs and users, intentionally using a cross-section of DHCs across a continuum of experience and training. We then assessed the MI skillset of the DHC using the MICA [25], a standardized, validated tool to assess the competency of clinicians in using the MI approach [25]. For this study, we adapted the MICA scoring methodology by classifying the composite (total) MICA score into quartiles to accommodate the somewhat low DHC-to-user exchanges that occurred in some transcripts (Table 2). Higher MICA scores (and quartiles) indicate a more skilled coach: quartile 4 equates MI proficiency; quartile 3 equals a client-centered level; and quartiles 1 and 2 are considered below client-centered. Two experienced MICA coders double coded 25% of the transcripts to ensure interrater reliability using the quartile method. We also examined the corresponding message ratio between the user and DHC by measuring the ratio of the number of messages from the coach to the number of messages from the user. A lower ratio signifies more interaction from the user (which is preferable).

**Table 2.** Motivational interviewing competency assessment quartiles.

<table>
<thead>
<tr>
<th>MICA² Score</th>
<th>Quartile</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0-3.9 (very low)</td>
<td>1</td>
<td>Below client-centered</td>
</tr>
<tr>
<td>4.0-5.9 (low)</td>
<td>2</td>
<td>Below client-centered</td>
</tr>
<tr>
<td>6.0-7.9 (medium)</td>
<td>3</td>
<td>Client-centered</td>
</tr>
<tr>
<td>8.0-10.0 (high)</td>
<td>4</td>
<td>MI² proficient</td>
</tr>
</tbody>
</table>

²MICA: Motivational Interviewing Competency Assessment.
²MI: motivational interviewing.

**Hypothesis 3**
We examined 1128 transcripts during the users’ initial 30-day period of using the app. Inclusion criteria were “coach-engaged users,” defined as users who sent at least one message to their assigned coach. High coach engagement was defined as users who responded with at least one message to every two messages from the DHC (ie, a DHC user ratio of 2.0 or less, N=413). App engagement metrics included the number of techniques and days in app in a 30-day period and were evaluated as dependent measures against coach engagement metrics.

**Hypothesis 4**
As previously discussed, change talk is a client utterance during a coaching session that is associated with clinical outcomes in traditional MI-based health coaching interventions [25,32]. A standardized and validated scoring system using the validated Motivational Interviewing Skill Code (MISC) was used to determine a change talk score based on the type of change talk (preparatory or mobilizing) and the strength of the change talk [33].

**Hypothesis 5**
This analysis examined differences between clinical outcomes for users who engaged with DHCs with MI proficiency and those who engaged with DHCs without MI proficiency. Anxiety and depression scores were measured within the app via the Generalized Anxiety Disorder 7-item scale (GAD-7) [34] and the Patient Health Questionnaire 8-item scale (PHQ-8) [35]. Clinical success was defined as a reduction of four points [36,37]. Because of this indicator, any user with a baseline score of four or less was not used for this analysis. The groups for DHC proficiency were based on the MICA quartiles, and the first two quartiles were grouped together because the n for quartile 1 was very small, and quartiles 1 and 2 were also similar in terms of ability (ie, less than client-centered). Fisher exact test was used to assess an association between DHC capability and rate of success.

**Results**

**Hypothesis 1**
During this pilot window, there was a total of 4628 users (Table 3). Out of 3218 users that were enrolled in the anxiety dCBI, 62% (1995/3218) were in the coach-enhanced program. Out of 1410 depression dCBI users, 60% (846/1410) were in the coach-enhanced program ($\chi^2=2.4; P=.12$). Users were between 16 and 87 years of age (mean 40, SD 14) and 70% were female. dBCI app engagement was measured via two metrics: the number of app activities (“techniques”) completed by the user and the total number of days that the user was active in the app [33].
Table 3. Coached versus noncoached engagement.

<table>
<thead>
<tr>
<th></th>
<th>Noncoached</th>
<th>Coached</th>
<th>Statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Users, n</td>
<td>1223</td>
<td>1995</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>42 (10)</td>
<td>38 (15)</td>
<td>9.068</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender, n (% female)</td>
<td>773 (64)</td>
<td>1556 (78)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Techniques, mean (SD)</td>
<td>0.96 (2.77)</td>
<td>5.82 (10.7)</td>
<td>0.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Days in app, mean (SD)</td>
<td>3.67 (6.37)</td>
<td>11.1 (10.7)</td>
<td>0.42</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Users, n</td>
<td>570</td>
<td>840</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>43 (10)</td>
<td>39 (15)</td>
<td>6.007</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender, n (% female)</td>
<td>342 (60)</td>
<td>605 (72)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Techniques, mean (SD)</td>
<td>1.23 (2.64)</td>
<td>5.3 (9.1)</td>
<td>0.31</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Days in app, mean (SD)</td>
<td>4.07 (6.9)</td>
<td>10.2 (10.6)</td>
<td>0.34</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Users, n</td>
<td>1793</td>
<td>2835</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>42 (10)</td>
<td>39 (15)</td>
<td>8.161</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender, n (% female)</td>
<td>1115 (62)</td>
<td>2161 (76)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Techniques, mean (SD)</td>
<td>1.05 (2.7)</td>
<td>5.67 (10.3)</td>
<td>0.39</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Days in app, mean (SD)</td>
<td>3.8 (6.5)</td>
<td>10.8 (10.7)</td>
<td>0.40</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

### Hypothesis 2

A Pearson product-moment correlation examined the relationship between the MICA quartile and message ratio and found that higher MICA quartiles had a lower message ratio with their users ($r=-0.79$, 95% CI–0.87 to –0.66). A Kruskal-Wallis nonparametric statistic was also calculated to detect differences in message ratios based on the MICA quartile group (Table 4). The P value for the Kruskal-Wallis test was significant ($P<.001$); the mean message ratio improved with increasing MI proficiency, indicating that coaches who were more skilled experienced more interaction/engagement with their users.

Table 4. Coach quartile and average message ratio.

<table>
<thead>
<tr>
<th>MICA&lt;sup&gt;b&lt;/sup&gt; score quartile</th>
<th>Message transcripts (N=50)</th>
<th>Average message ratio&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Standard deviation</th>
<th>Median</th>
<th>Correlation ratio</th>
<th>P value (Kruskal-Wallis test group differences)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>3.83</td>
<td>0.99</td>
<td>3.58</td>
<td>0.79</td>
<td>$P&lt;.001$</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>2.55</td>
<td>0.70</td>
<td>2.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>1.95</td>
<td>0.31</td>
<td>1.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>1.44</td>
<td>0.36</td>
<td>1.33</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Average message ratio is better when exchange number is lower.

<sup>b</sup>MICA: Motivational Interviewing Competency Assessment.

### Hypothesis 3

A Pearson product-moment correlation was used to examine differences in app engagement between users who had high engagement with their assigned DHC and those who had low engagement with their DHC (Table 5). Users who were more engaged with their coach completed a greater number of techniques ($r=0.28$, 95% CI 0.23-0.33) and spent more days in the app ($r=0.37$, 95% CI 0.32-0.42). A Kruskall-Wallis nonparametric test evaluated group differences in app engagement metrics within high and low coach engagement and found that both techniques and days in app were significant ($P<.001$). Overall, app engagement increased with greater coach engagement, indicating greater rates of response to coach messages.
Table 5. Coach engagement and app engagement.

<table>
<thead>
<tr>
<th>Coach engagement</th>
<th>Participants (N=1128)</th>
<th>Average number of techniques</th>
<th>Standard deviation</th>
<th>Median</th>
<th>Correlation ratio</th>
<th>Kruskal-Wallis test (group differences)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of techniques</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low&lt;sup&gt;a&lt;/sup&gt;</td>
<td>715</td>
<td>7.46</td>
<td>9.4</td>
<td>5</td>
<td>0.28</td>
<td>92.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High&lt;sup&gt;b&lt;/sup&gt;</td>
<td>413</td>
<td>15.56</td>
<td>18.3</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Days in the app</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low&lt;sup&gt;a&lt;/sup&gt;</td>
<td>715</td>
<td>15.43</td>
<td>9.73</td>
<td>15</td>
<td>0.37</td>
<td>174.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High&lt;sup&gt;b&lt;/sup&gt;</td>
<td>413</td>
<td>23.15</td>
<td>8.71</td>
<td>28</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Low engagement=digital health coach (DHC):user message ratio>2.0
<sup>b</sup>High engagement=DHC:user message ratio<2.0

**Hypothesis 4**

The average change talk score increased as the MI proficiency increased for the DHCs. A Kruskal-Wallis nonparametric statistic was calculated to determine whether there were substantial differences in change talk in user responses between users who interacted with an MI-proficient DHC and those who interacted with DHCs below MI proficiency (Table 6). The test indicated that there was a difference in change talk scores with higher MI proficiency (H=25.12, df=2; P<.001).

Table 6. Change talk score by the Motivational Interviewing Competency Assessment (MICA) score<sup>a</sup>.

<table>
<thead>
<tr>
<th>MICA score</th>
<th>Transcripts (N=30)</th>
<th>Min</th>
<th>25th percentile</th>
<th>Median</th>
<th>75th percentile</th>
<th>Max</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>10</td>
<td>3</td>
<td>5</td>
<td>7.5</td>
<td>8</td>
<td>12</td>
<td>7.2</td>
<td>2.86</td>
</tr>
<tr>
<td>Medium</td>
<td>10</td>
<td>11</td>
<td>14</td>
<td>17</td>
<td>18</td>
<td>20</td>
<td>15.8</td>
<td>3.16</td>
</tr>
<tr>
<td>High</td>
<td>10</td>
<td>25</td>
<td>27</td>
<td>35.5</td>
<td>45</td>
<td>51</td>
<td>36.6</td>
<td>9.57</td>
</tr>
</tbody>
</table>

<sup>a</sup>Kruskal-Wallis (group differences): P<.001.

**Hypothesis 5**

Users who were engaged by DHCs with MI proficiency had a higher success rate (Table 7; P=.02). This result was also significant for users in the anxiety program (P=.03), while the results for users in the depression program trended toward significance (P=.06); this cohort had a much lower volume, particularly those users interacting with a highly skilled DHC. A Cochran-Mantel-Haenszel (CMH) trend test was also used to determine whether there was a linear trend between DHC proficiency and success. The CMH trend test showed similar results for the overall and anxiety discussion groups (P=.02 and P=.007, respectively). These findings indicate that there was an increased rate of clinical success among users who engaged with more skilled DHCs.
Table 7. Program success based on MICA quartile.

<table>
<thead>
<tr>
<th>Reduction</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
<th>Overall independence $P$ value (CMH$a$ test)</th>
<th>Trend $P$ value (CMH test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression and anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MICA$^b$ quartiles 1 and 2</td>
<td>36 (46)</td>
<td>43 (54)</td>
<td>.02</td>
<td>.02</td>
</tr>
<tr>
<td>MICA quartile 3</td>
<td>37 (62)</td>
<td>23 (38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MICA quartile 4</td>
<td>21 (75)</td>
<td>7 (25)</td>
<td>.006</td>
<td>.03</td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MICA quartiles 1 and 2</td>
<td>23 (41)</td>
<td>33 (59)</td>
<td>.03</td>
<td>.006</td>
</tr>
<tr>
<td>MICA quartile 3</td>
<td>20 (56)</td>
<td>16 (44)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MICA quartile 4</td>
<td>19 (73)</td>
<td>7 (27)</td>
<td>.06</td>
<td>.16</td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MICA quartiles 1 and 2</td>
<td>13 (57)</td>
<td>10 (43)</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>MICA quartile 3</td>
<td>17 (71)</td>
<td>7 (29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MICA quartile 4</td>
<td>2 (100)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$a$CMH: Cochran-Mantel-Haenszel
$^b$MICA: Motivational Interviewing Competency Assessment.

**Discussion**

**Principal Findings**

The emergence of digital health interventions has afforded the opportunity to address behavioral health crises in the United States by improving access to care and reaching more people who are struggling with mental health issues. Evidence continues to demonstrate that dCBIs can effectively help people manage anxiety and depression, and these effects increase with greater intervention engagement [9,15,30,38]. While DHCs are emerging as important mediators to this, it remains critical to better understand how to strengthen the impact of DHCs by focusing on the quality of engagement rather than simply on quantity (i.e., volume of messages sent). This pilot study tested the hypothesis that systematically applying an evidence-based coaching approach (MI) to digital coaching protocols would enhance dCBI engagement and outcomes.

First, our results underscored the importance of a dual intervention approach, as our findings were consistent with literature demonstrating that combining technology with coaching elicits greater app engagement compared to self-guided interventions [30,31]. Moreover, we validated that a standardized MI coaching protocol can be effectively integrated into a digital intervention. MI is considered a best practice communication approach with extensive evidence supporting its ability to positively impact behavioral outcomes [18-20]. Given the historical use of MI for in-person or telephonic interventions, it is encouraging to see that not only can it be applied to an asynchronous chat but also that increased user engagement with a DHC was correlated with spending more days in the app and completing more app techniques. This is critical, as evidence suggests a dose-effect relationship between intervention engagement and health improvement [13]. Therefore, the more a user practices app techniques and interacts with their DHC, the more CBT they receive, and the better they ultimately feel. We found these effects were even greater when a user interacted with a DHC who was fully proficient in MI.

An additional question we aimed to answer was what level of MI proficiency a digital coach needs to be effective. An MI-proficient DHC empowers and activates the user while a client-centered DHC engages and responds to user needs in a supportive way. DHCs in this pilot who empowered and activated users had more interactions and elicited a greater amount of “change talk,” which allowed the DHC to strengthen motivation and the desire to change by evoking, reflecting, affirming, summarizing, or elaborating on the change talk. This in turn allowed for more dialogue in the direction of change and empowered the user by increasing language that indicates a sense of self-efficacy and personal agency. As a result, users with more highly skilled coaches completed more app activities, spent more days in the app, and had better clinical outcomes. While these benefits were demonstrated among client-centered DHCs, we found that MI-proficient DHCs produced the greatest outcomes.

**Implications for Practice**

The success of dCBIs is dependent on robust user engagement. Unfortunately, these programs often demonstrate low levels of engagement and high dropout rates [31,39]. Results from this pilot suggest that developing an MI-proficient DHC skill set is critical to enhancing dCBI engagement, health behavior change, and behavioral health outcomes. Reaching MI proficiency depends not only on initial comprehensive training but also on ongoing competency assessment, feedback, mentoring, and skill building [40]. Unfortunately, while organizations are investing in bringing digital tools into their clinical workflows, they are not investing the time or resources to reach this level of proficiency among those delivering the intervention. While employing DHCs who are client-centered may help to move the needle, MI proficiency may be necessary to optimize the return on the digital health investment.
Conclusion

DHCs have emerged as a new care role that can extend our reach and ability to support individuals struggling with their mental health. To our knowledge, this pilot was the first of its kind to test the application of MI to digital coaching protocols, demonstrating the value of MI proficiency in digital health coaching for enhanced engagement and health improvement. To have a significant impact on the field of dCBIs, organizations investing in digital health have key decisions to make regarding DHC training and support, as clinical behavioral health outcomes may depend on making a stronger commitment to strengthen the exchange between users and DHCs.
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Abstract

Background: Increasing youth mental health problems over time correlate with increasing rates of social media use (SMU); however, a proposed contributory relationship remains unproven. To better understand how SMU impacts mental health requires a more nuanced understanding of the relationship between different patterns of SMU and specific individual factors. Studies suggest that more active forms of SMU may offer mental health benefits when compared with more passive forms. Furthermore, the literature suggests important differences in patterns of SMU and affective states among those identifying as racial and ethnic minorities.

Objective: Using ecological momentary assessment (EMA), this study aims to investigate potential differences in affective states during active and passive forms of SMU and whether such differences vary by race and ethnicity.

Methods: We recruited patients seeking care at a large urban adolescent medicine clinic who exhibited at least mild depressive symptoms based on Patient Health Questionnaire-9 (PHQ-9) scores. Participants completed an enrollment survey and a 7-day EMA protocol, receiving 5 EMA questionnaires per day, which assessed real time SMU behaviors and affective states using the Positive and Negative Affect Schedule–Expanded form subscales. To correct for nonindependent data with EMA responses clustered within individuals, data were analyzed using mixed-effects modeling, allowing for a random intercept at the individual level to examine associations between EMA-reported SMU and affective states while adjusting results for age, gender, race and ethnicity, PHQ-9 score, and EMA response rate.

Results: A racially and ethnically diverse group of 55 adolescents aged 14 to 19 years provided a total of 976 EMA responses, averaging 17.76 (SD 8.76) responses per participant, with a response rate of 51.15%. Participants reported higher mean levels of negative affect during active SMU ($F_{1,215}=3.86; \ SE=0.05; t_{215}=1.96; P=.05$) and lower mean levels of positive affect during passive SMU ($F_{1,369}=3.90; \ SE=0.09; t_{369}=−1.98; P=.049$). However, within different racial and ethnic groups, higher levels of negative affect during moments of active SMU were seen only among Black non-Hispanic participants: $F_{1,81}=6.31; \ SE=0.05; t_{81}=2.51; P=.01)$. Similarly, lower levels of positive affect during passive SMU were seen only among White non-Hispanic participants ($F_{1,295}=10.52; \ SE=0.13; t_{295}=−3.24; P=.001$).

Conclusions: Although in aggregate, adolescents with depressive symptoms experienced more negative affect during active SMU and less positive affect during passive SMU, these mean outcomes were driven solely by greater negative affect during active SMU by Black non-Hispanic participants and lower positive affect during passive SMU by White non-Hispanic participants. Differences in intentionality, content, context, and expectations of SMU among youths across racial and ethnic groups may result
in different affective outcomes. Exploration of the interactions among cultural differences in SMU strategies and characteristics will be critical to furthering our understanding of the impact of SMU on youth mental health.

(JMIR Form Res 2022;6(5):e30900) doi:10.2196/30900
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Introduction

Background

Social media use (SMU), the use of “internet-based networks that enable users to interact with others, verbally and visually,” [1] is exceedingly popular among youths as it combines their desire to connect with peers with their interest in engaging technologies. Increasing rates of SMU over time [2-4] have been correlated with rising rates of youth mental health problems [5-7]; however, a proposed contributory relationship remains unproven. Much attention has been paid to the potential link between SMU and rates of major depression [8], with the latter having increased dramatically in the United States and abroad over the past one to two decades, particularly among adolescents and young women [9,10]. Although some evidence suggests that children and adolescents with high-frequency SMU experience increased rates of mental health problems and greater depressive symptoms, the overall data are inconclusive, with some studies demonstrating no difference or even suggesting minor psychological benefits [11,12]. A recent study examined 6 systematic reviews from the past decade, 3 large-scale national cohort studies, and 5 diary and ecological momentary assessment (EMA) studies examining associations between SMU and adolescent mental health [13]. Although some studies demonstrated negative associations with small effect sizes, the larger picture revealed a combination of mixed, null, and positive associations between SMU and mental health. One of the reviews demonstrated that SMU accounted for only 0.4% of the variation in well-being, paling in comparison with factors such as family socioeconomic status, family history of depression or anxiety, and exposure to adverse childhood experiences, which account for 5% to 20% of the differences in mental health symptoms [14,15]. Another large-scale review examined >80 key studies, systematic reviews, and meta-analyses, concluding that there exists a small, negative association between SMU and psychological well-being but emphasizing the ongoing need for higher-quality data with a more nuanced view of different types of SMU and the role of potential confounders [12]. Variations in the relationships between SMU and mental health outcomes may have resulted from how SMU was defined and measured, what mental health symptoms were considered, and the potential influence of confounders. When SMU is considered as a binary or duration-of-use variable, without discriminating among user characteristics or their specific SMU behaviors, a more granular and useful understanding of how SMU can affect mental health may be lost.

Most SMU studies thus far have relied on retrospective self-reports, which may experience recall bias. Studies that incorporate EMA, which allows for in-the-moment data collection by asking participants to report on recent lived experiences, can produce more reliable and complete data, capturing specific patterns of SMU [16].

Patterns of SMU Characteristics

Some recent studies have taken a more nuanced look at different patterns of SMU and their relationship with specific mental health outcomes [17,18]. Evidence suggests that certain SMU characteristics may help determine whether one experiences any SMU-related negative mental health consequences. For instance, individuals who report using greater numbers of social media platforms or longer durations of SMU are more likely to experience depression or other mental health problems [19-21]. Similarly, individuals whose SMU comprises more negative interactions or who perceive themselves to be less popular or successful than their peers on social media experience decreased levels of happiness [22-25].

Regarding individual patterns of use, SMU that is active rather than passive has been associated with improved mental health outcomes [26-29]. Active SMU, which is characterized by the act of engaging in direct interactions with other users, sharing life experiences, or creating new content, is associated with decreased depressive symptoms in adults. As a potential explanation, active SMU is theorized to lead to an improved sense of well-being by increasing one’s social capital among acquaintances and eliciting more emotional support and positive feedback from friends [30]. An alternative explanation is that individuals who are less depressed may be more likely to engage in active SMU.

On the other hand, passive SMU, characterized by the act of lurking or observing while maintaining low engagement with other users, is associated with higher levels of depressive symptoms [28,29,31,32]. Passive SMU may result in more instances of upward social comparison, in which one negatively evaluates oneself in comparison with the perceived realities of others [33]. Alternatively, individuals who are more depressed may be more likely to engage in passive SMU. Therefore, when studying the relationship between SMU and mental health outcomes, distinguishing between active versus passive SMU is likely an important consideration.

Individual Characteristics

Overview

At present, it remains unclear how the characteristics of individuals using social media may affect their frequency or type of SMU or lead to different mental health outcomes. Although there are reasons to hypothesize a contributory link between certain types of SMU and declining mental health (eg, SMU that displaces face-to-face social interactions and leads
to increased social isolation and loneliness), underlying mental or behavioral health issues may actually drive high-frequency SMU. In fact, young people with certain behavioral health conditions—especially attention-deficit/hyperactivity disorder, social anxiety disorder, autism spectrum disorder, and depression—use screen media more and are predisposed to problematic interactive media use, characterized by a clinically relevant decline in one’s functional status [34-42]. Underlying mental health conditions may also amplify or otherwise alter the effects of SMU. Therefore, youths with depression may be at an increased risk of experiencing mental health problems related to SMU, and research focusing on this group could reveal important susceptibilities.

**Differences in SMU by Race and Ethnicity**

Multiple studies have suggested that race/ethnicity may be an important moderator of the impact of SMU on mental health. Different experiences using social media networks may confer different levels of risk by race/ethnicity for mental health outcomes. Although adolescents of different racial/ethnic groups do not differ in their total number of social media ties (ie, friends on social media platforms), Black youths report a higher number of weak ties (ie, low perceived level of closeness) and White youths report a higher number of strong ties (ie, high perceived level of closeness). Furthermore, when considering past patterns of SMU among college students, Black and Latinx students reported more web-based social media content creation than White students, despite having historically less access to the internet [43,44]. Increased content creation, as an active form of SMU, may contribute to some mental health benefits. Therefore, social media platforms may provide different levels of social support and mental health protection for these groups [45].

Conversely, minority groups face potential exposure to racist and/or discriminatory content during SMU. Among Black young adults, SMU on certain platforms is associated with increased anticipatory race-related stress, bodily alarm responses, and anger expression, in part mediated by individual experiences of perceived racism and everyday discrimination [46]. Higher levels of discrimination during SMU are associated with increased symptoms of depression and anxiety among young Latino adults, although not among young Latina adults [47]. SMU may expose Black individuals and other racial/ethnic minority groups to discriminatory content not experienced by their White peers, resulting in poorer mental health outcomes [48,49].

**Goals of This Study**

This study has 3 aims. The first is to investigate, within a sample of youths with depression, momentary associations between SMU and three types of affective states: positive affect, negative affect, and sadness. The second aim is to investigate whether adolescents’ active and passive SMU are related to these affective states. The third aim is to determine whether there are racial/ethnic differences in momentary affective states during SMU and in the associations between SMU and affect.

**Methods**

**Participants, Design, and Study Procedures**

**Overview**

This study used EMA survey data from a clinical sample of patients aged 14 to 19 years recruited from a large urban adolescent medicine clinic during the period from August 2016 to March 2018. Patients seeking well care were asked to complete the Patient Health Questionnaire-9 (PHQ-9), and those with a score of ≥5, indicating at least mild depression as per PHQ-9 scoring guidelines [50], were eligible for inclusion. The data for this study were collected to answer a series of questions investigating youth media use behaviors and individual user characteristics, with this study answering specific questions about the role of racial/ethnic differences in use behaviors and affective experiences during SMU.

**Ethics Approval**

The institutional review board of Boston Children’s Hospital approved this study (Institutional Review Board protocol number IRB-P0019244), and participants were assured of their confidentiality. All participants or parents of minor participants provided written informed consent. Once enrolled, participants completed surveys at the time of enrollment and EMA questionnaires multiple times a day for the next 7 days.

**Enrollment Survey**

After completing the PHQ-9 as a screener for inclusion, qualifying participants completed an enrollment survey that assessed key demographic information. Consistent with the most recent US national census questionnaire, race/ethnicity/ancestry (hereafter referred to as race/ethnicity) was assessed with a single item that asked, “Which of the following best describes you?” with the ability to select all answers that apply from the following options: (1) White/Caucasian; (2) Hispanic, Latino/a, or Spanish; (3) Black; (4) African American; (5) Asian or Asian American; (6) Middle-Eastern or North African; (7) Native American/American Indian/Alaskan Native; (8) Native Hawaiian/Other Pacific Islander; or (9) other; please specify. For the purpose of our analyses, participants were grouped by self-identified race/ancestry (eg, White, Black or African American, biracial) and ethnic background (ie, Hispanic or non-Hispanic origin). The 3 primary groups identified were Black non-Hispanic, White non-Hispanic, and Hispanic.

**EMA Assessment**

**Overview**

For the week following enrollment and based on standard EMA protocol, participants received 5 daily EMA assessments administered at random intervals sent to their personal smartphones (or 1 provided to them) using MetricWire [51] software package. Notifications for surveys were sent from 8 AM to 10 PM on weekdays, from 6 AM to 8 AM, and then again from 3 PM to 10 PM on weekdays. Each EMA survey assessed whether participants engaged in a series of social behaviors, including SMU, texting/asynchronous messaging,
making voice/video calls, or having face-to-face conversations and concurrent affective states.

Capturing Real Time SMU

SMU behaviors reported in EMA surveys were characterized with respect to frequency and type of use. For the purpose of this study, SMU was defined as any behavior for which the participant indicated using a web-based platform that allows for interaction and communication. This included behaviors such as checking a social network, checking a web-based bulletin board or asynchronous messaging (eg, text, email, Snapchat, or WhatsApp), and real time messaging (eg, web-based chats, Skype, FaceTime, telephone calls, and messaging or chatting while playing a video game). Whenever a participant reported an instance of SMU, they were asked to answer follow-up questions about whether they were interacting or messaging with anyone to further characterize their behaviors. Active SMU was defined as any moment of reported SMU that included direct engagement with another person or persons via posting, responding to a post, messaging, or chatting. Conversely, passive SMU was defined as use that did not include direct engagement with another person (eg, reading posts or scrolling without commenting). A final term, any SMU, was used to describe any moment that comprised either active or passive SMU.

Capturing Real Time Affective States With the Positive and Negative Affect Schedule–Expanded Form Subscales

Each EMA survey assessed emotional affect using subscales of the Positive and Negative Affect Schedule–Expanded form, which measured participants’ positive affect, negative affect, and sadness [52,53]. As a tool, the Positive and Negative Affect Schedule–Expanded form is widely used and well-validated for measuring an individual’s emotional states that fluctuate over time. The subscales for positive affect (eg, attentive, alert, excited, and enthusiastic) and negative affect (eg, hostile, irritable, ashamed, and distressed) each comprise 10 items with potential responses ranging from 0 to 4 (0=very slightly or not at all and 4=extremely). The sadness subscale comprises 5 items, with potential responses ranging from 0 to 4. These subscales vary independently, meaning that negative affect does not necessarily increase when positive affect decreases and vice versa.

Statistical Modeling and Analysis

Real Time Affective States During SMU

We used the EMA responses to compare reported levels of positive affect, negative affect, and sadness during SMU moments and non-SMU moments. To correct for nonindependence of the data with EMA responses clustered within an individual, we used mixed-effects modeling, allowing for a random intercept at the individual level to examine associations between SMU and EMA-reported affective scores while adjusting the results for age, gender, race/ethnicity, PHQ-9 score, and EMA response rate. We used similar procedures to examine differences in affect during active and passive SMU.

Real Time Affective States During SMU by Race/Ethnicity

To investigate the differences in the associations between SMU and affect by race/ethnicity, the abovementioned mixed-effects models active, passive, or any SMU were analyzed separately with the inclusion of an interaction term, race/ethnicity×SMU behavior. As this was an interaction between a 2-category (race/ethnicity) and 3-category variable (active or passive SMU vs any other behavior), it was represented in the model by 2 interaction terms. When either of these 2 variables was significant at \( P < .10 \), pairwise contrasts based on estimated means adjusted for the covariates were compared to determine the direction of the interaction.

Results

Sample Characteristics

The sample was mostly female and comprised similar percentages of Black non-Hispanic, White non-Hispanic, and Hispanic participants (Table 1). Approximately 5% (3/55) of participants were excluded from the analysis because of a lack of EMA data. Overall, participants responded to more than half of the EMA prompts. The average PHQ-9 score from enrollment revealed moderate amounts of depressive symptoms with a normal distribution. On the basis of the EMA survey data, participants reported SMU during 14.2% (139/976) of EMA responses, texting/asynchronous messaging during 13.8% (135/975) of EMA responses, making a voice/video call during 2.4% (23/975) of EMA responses, and having a face-to-face conversation during 19% (185/975) of EMA responses.
Table 1. Sample characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participants (N=55)</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>17.42 (1.50; 14-19)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>37 (67)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Black non-Hispanic</td>
<td>16 (29)</td>
</tr>
<tr>
<td>White non-Hispanic</td>
<td>15 (27)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>15 (27)</td>
</tr>
<tr>
<td>Mixed race or other</td>
<td>8 (15)</td>
</tr>
<tr>
<td>PHQ-9a score, mean (SD)</td>
<td>11.27 (5.26)</td>
</tr>
<tr>
<td><strong>EMAb responses (N=976)</strong></td>
<td></td>
</tr>
<tr>
<td>EMA on SMUc (total), n (%)</td>
<td></td>
</tr>
<tr>
<td>Active SMU</td>
<td>95 (9.7)</td>
</tr>
<tr>
<td>Passive SMU</td>
<td>41 (4.2)</td>
</tr>
<tr>
<td>Response rate (%)</td>
<td>51.15</td>
</tr>
<tr>
<td>EMA responses per participant, mean (SD)</td>
<td>17.76 (8.76)</td>
</tr>
</tbody>
</table>

aPHQ-9: Patient Health Questionnaire-9.
bEMA: ecological momentary assessment.
cSMU: social media use.

**EMA Outcomes**

**Affect During SMU**

When comparing moments with active, passive, or any type of SMU with non-SMU moments using generalized linear modeling, there were some observed differences in overall real time affective states (Table 2). During moments of any SMU, participants reported higher overall levels of both negative affect ($F_{1,131}=5.30; \ SE=0.04; t_{131}=2.30$ [2-tailed]; $P=0.02$) and sadness ($F_{1,39}=4.59; \ SE=0.08; t_{39}=2.14; P=0.04$). During moments of active SMU, participants reported higher overall levels of negative affect ($F_{1,215}=3.86; \ SE=0.05; t_{215}=1.96; P=0.05$) and trended toward higher levels of sadness. However, during moments of passive SMU, participants instead reported lower levels of positive affect ($F_{1,369}=3.90; \ SE=0.09; t_{369}=-1.98; P=0.049$) without apparent differences in negative affect or sadness.
### Table 2. Effects of SMU\(^a\) type on mean affect scores\(^b\).

<table>
<thead>
<tr>
<th>SMU type and affect type</th>
<th>Coefficient</th>
<th>SE</th>
<th>( t ) test ((df))^(c)</th>
<th>Significance, (P) value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Any</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative affect</td>
<td>0.08</td>
<td>0.04</td>
<td>2.30 (131)</td>
<td>.02</td>
<td>0.01 to 0.16</td>
</tr>
<tr>
<td>Positive affect</td>
<td>−0.10</td>
<td>0.10</td>
<td>−0.94 (55)</td>
<td>.35</td>
<td>−0.30 to 0.11</td>
</tr>
<tr>
<td>Sadness</td>
<td>0.16</td>
<td>0.08</td>
<td>2.14 (39)</td>
<td>.04</td>
<td>0.01 to 0.32</td>
</tr>
<tr>
<td><strong>Active</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative affect</td>
<td>0.09</td>
<td>0.05</td>
<td>1.96 (215)</td>
<td>.05</td>
<td>0.00 to 0.18</td>
</tr>
<tr>
<td>Positive affect</td>
<td>−0.04</td>
<td>0.13</td>
<td>−0.30 (40)</td>
<td>.77</td>
<td>−0.31 to 0.23</td>
</tr>
<tr>
<td>Sadness</td>
<td>0.17</td>
<td>0.10</td>
<td>1.74 (154)</td>
<td>.08</td>
<td>−0.02 to 0.04</td>
</tr>
<tr>
<td><strong>Passive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative affect</td>
<td>0.03</td>
<td>0.06</td>
<td>0.46 (256)</td>
<td>.64</td>
<td>−0.09 to 0.14</td>
</tr>
<tr>
<td>Positive affect</td>
<td>−0.18</td>
<td>0.09</td>
<td>−1.98 (369)</td>
<td>.049</td>
<td>−0.35 to 0.001</td>
</tr>
<tr>
<td>Sadness</td>
<td>0.04</td>
<td>0.11</td>
<td>0.39 (17)</td>
<td>.70</td>
<td>−0.20 to 0.28</td>
</tr>
</tbody>
</table>

\(^a\)SMU: social media use.

\(^b\)The above results are from mixed-effects modeling with adjustments for age, sex, race/ethnicity, Patient Health Questionnaire-9 score, and ecological momentary assessment response rate.

\(^c\)2-tailed.

#### Affect During SMU by Race/Ethnicity

Using generalized linear modeling with the addition of a race×SMU type interaction term, there were some observed differences in reported affective states by race/ethnicity during moments of active and passive SMU compared with all other moments. During the moments of active SMU, the race×active SMU interaction term approached significance (Table 3). Among different racial/ethnic groups, Black non-Hispanic participants reported higher levels of negative affect during moments of active SMU (\(F_{1,81}=6.31; SE 0.05; t_{81}=2.51; P=.01\)), which was not observed for participants from other racial/ethnic groups. Notably, a similar trend in the direction of change that did not rise to the level of significance was seen for Hispanic participants, whereas no such trend was observed for White non-Hispanic participants.

During the moments of passive SMU, the race×passive SMU interaction term was also found to be significant (Table 3). Within different racial/ethnic groups, White non-Hispanic participants reported lower levels of positive affect during moments of passive SMU (\(F_{1,295}=10.52; SE 0.13; t_{295}=-3.24; P=.001\)), a finding not seen in Black non-Hispanic or Hispanic participants.

---
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Table 3. Group differences in mean affect during SMU\textsuperscript{a} versus all other moments\textsuperscript{b}.

<table>
<thead>
<tr>
<th>Affect and race/ethnicity\textsuperscript{a}</th>
<th>Coefficient</th>
<th>Mean difference</th>
<th>SE</th>
<th>( t ) test ((df))</th>
<th>Significance, ( P ) value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative affect (during active SMU)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race and ethnicity x active SMU (1)</td>
<td>0.125</td>
<td>( N/A \textsuperscript{c} )</td>
<td>0.07</td>
<td>1.89 (132)</td>
<td>.06</td>
<td>–0.01 to 0.26</td>
</tr>
<tr>
<td>Race and ethnicity x active SMU (2)</td>
<td>0.012</td>
<td>( N/A \textsuperscript{c} )</td>
<td>0.11</td>
<td>0.12 (132)</td>
<td>.91</td>
<td>–0.20 to 0.22</td>
</tr>
<tr>
<td>Black non-Hispanic</td>
<td>( N/A )</td>
<td>0.13</td>
<td>0.05</td>
<td>2.51 (81)</td>
<td>.01</td>
<td>0.03 to 0.24</td>
</tr>
<tr>
<td>White non-Hispanic</td>
<td>( N/A )</td>
<td>0.01</td>
<td>0.04</td>
<td>0.18 (118)</td>
<td>.86</td>
<td>–0.08 to 0.09</td>
</tr>
<tr>
<td>Hispanic</td>
<td>( N/A )</td>
<td>0.12</td>
<td>0.09</td>
<td>1.33 (144)</td>
<td>.19</td>
<td>–0.06 to 0.30</td>
</tr>
<tr>
<td><strong>Positive affect (during passive SMU)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race and ethnicity x passive SMU (1)</td>
<td>0.405</td>
<td>( N/A \textsuperscript{c} )</td>
<td>0.18</td>
<td>2.24 (677)</td>
<td>.03</td>
<td>0.05 to 0.76</td>
</tr>
<tr>
<td>Race and ethnicity x passive SMU (2)</td>
<td>0.047</td>
<td>( N/A \textsuperscript{c} )</td>
<td>0.24</td>
<td>0.20 (677)</td>
<td>.84</td>
<td>–0.42 to 0.52</td>
</tr>
<tr>
<td>Black non-Hispanic</td>
<td>( N/A )</td>
<td>–0.03</td>
<td>0.12</td>
<td>–0.22 (586)</td>
<td>.82</td>
<td>–0.26 to 0.21</td>
</tr>
<tr>
<td>White non-Hispanic</td>
<td>( N/A )</td>
<td>–0.43</td>
<td>0.13</td>
<td>–3.24 (295)</td>
<td>.001</td>
<td>–0.69 to –0.17</td>
</tr>
<tr>
<td>Hispanic</td>
<td>( N/A )</td>
<td>–0.07</td>
<td>0.20</td>
<td>–0.36 (868)</td>
<td>.72</td>
<td>–0.48 to 0.33</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SMU: social media use.

\textsuperscript{b}The abovementioned results, including the mean differences, are adjusted for age, gender, race/ethnicity, Patient Health Questionnaire-9 score, and ecological momentary assessment response rate. Mean differences represent average affect during SMU type (active or passive) minus average affect during any other activity.

\textsuperscript{c}N/A: not applicable.

**Discussion**

**Principal Findings**

In summary, during moments of active SMU, participants reported higher overall levels of negative affect and sadness. However, this relationship was observed only among Black non-Hispanic participants and was not observed in White non-Hispanic participants. Similarly, during moments of passive SMU, participants reported lower overall levels of positive affect, and this finding was observed only among White non-Hispanic participants and not among Black non-Hispanic or Hispanic participants.

**Considering Different SMU Experiences by Race/Ethnicity**

This study attempts to enrich our understanding of the complex interrelations between SMU and affective states. Previous research has revealed that the association between SMU and indicators of mental health varies considerably among individual youths [54]; however, our understanding of what drives these differences is extremely limited. Our findings indicate that race may be an individual characteristic that determines the associations between SMU and mental health. Using our full sample, we found that certain types of SMU were linked to more sadness and negative affect and less positive affect.

Through follow-up interaction analyses, we discovered that these results hold true only for specific racial/ethnic groups in our sample.

Differences in media and SMU by ethnicities were well-documented during the emergence of mobile and social media, as minority youths (ie, Black, Hispanic, and Asian) were shown to consume 4.5 hours a day more media than their White peers and were more likely to be early users of social networking sites [55]. The size, closeness, and racial homogeneity of web-based social networks may differ across racial and ethnic groups. Although Black and White youths were shown to have similar numbers of friends on Facebook (when it was the dominant social media platform for youths), Black youths had weaker ties among those relationships, indicating an effort to diversify their social network and potentially increase their social capital [45]. Social media offers ethnic minorities a dualistic environment: the opportunity to develop a supportive community of similar peers tempered by increased levels of cyberaggression driven by racism [56]. These opposing forces shape the web-based communication of Black youths into experiences that likely vary greatly from those of White youths. Although our findings provide evidence that racial/ethnic differences are apparent in SMU and possible mental health effects, this area remains understudied. Additional research may help reveal how web-based experiences translate into different
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Our findings regarding differences in affect during active and passive SMU may be most informative in enhancing our understanding of different ethnic/racial groups’ experiences in web-based interactions. For White youths in our sample, passive SMU was linked to lower levels of concurrent positive affect. This result is consistent with other research showing that lurking, scrolling, and other passive uses of social media are linked to more symptoms of depression [29]. It is notable that lower levels of positive affect more aptly describe classic symptoms of depression (e.g., fatigue, difficulty in concentrating, and loss of interest) than increases in negative affect, which include feelings of hostility and irritability. Therefore, the findings for our White non-Hispanic participants are in line with prior studies in this area that used mostly White samples, which are likely not generalizable to more diverse populations [57]. Overall, our study supports the idea that for this subsample of users, passive SMU is linked to indicators of depression.

However, considering that our participants were determined to be at least mildly depressed before the study, this result may be better understood as indicating that young people who are depressed are more likely to engage in passive SMU when experiencing lower levels of positive affect. Entertainment has been identified as the highest-rated motivation for SMU [58,59]. It seems that White youths with depression are likely to turn toward social media for entertainment and distraction when experiencing low levels of positive affect. Being actively engaged with others may not be congruent with such an affective state. Although this interpretation is consistent with our findings, our methods did not test the contributory relationship of this association. Additional research is necessary to fully reveal the complex interplay between SMU and momentary affect.

For Black non-Hispanic participants in our study, interacting directly with other people while using social media (active SMU) was associated with higher levels of negative affect. This finding is somewhat counter to other research showing that the active use of media is protective against symptoms of depression [26]. Although feelings of hostility and irritability are not necessarily indicators of depression, youths with depression have been shown to have higher levels of hostility both on the web and offline [60]. In our study, active SMU may have elicited an increase in negative affect among Black non-Hispanic youths who are depressed rather than providing a type of social support that could reduce negative symptoms.

Such a response by Black non-Hispanic adolescents may be explained by the dual nature of SMU for minority youths. The risk of experiencing racism-based cyberaggression, blatant acts of racism, microaggressions, and other forms of systemic oppression on social media, which can be further amplified by platform-based algorithms, may lead to different SMU experiences for minority-identifying individuals than for their White peers [61,62]. Lower levels of minority representation and fewer minority voices on social media, in general, may contribute to a less welcoming social media environment, leading to more negative affective experiences.

Even in web-based community building and activism, the positive side of the dual nature of SMU for minorities may hold experiences that could be more upsetting for Black non-Hispanic youths as they can include being exposed to, sharing experiences about, and building solidarity and organizing against racism and inequality. Previous research has demonstrated that Black and Hispanic participants report higher rates of active SMU in the form of political activism and that Black participants are more likely to engage actively with news stories posted on social media [63,64]. Considering the potential for exposure to race-related or underrepresentative news and political content on social media, it is reasonable to expect that activism and responses related to this material might contribute to greater negative affect. Although this interpretation may explain our findings, our study did not test it directly. Additional research is necessary to determine what aspects of active SMU might differ by race/ethnicity and translate into more negative affect for Black non-Hispanic youths.

Again, it is important to remember that our study did not test the direction of effect. Black non-Hispanic youths may turn to active SMU when they are experiencing higher levels of negative affect or active SMU may increase their negative affect or both. Given that Black non-Hispanic youths may have web-based social networks with a wider variety of relationship types (strong and weak) [45] than their White non-Hispanic peers, they may be more likely to have web-based social resources to cope with high levels of negative affect. Future research should examine how youths of different ethnicities differ in their motivations for and expectations of SMU to help understand whether and why minority youths are at a higher risk for poorer mental health outcomes.

**Research, Clinical, and Industry Implications**

On the basis of these findings, researchers should investigate the possibility that SMU is not experienced uniformly. One’s racial/ethnic identity may be an important mediator of affective experiences during SMU. Although depression and anxiety have often been a major focus of research on the effects of SMU, there may be value in studying affect in greater detail, given the relationship between lower positive affect and depression and between higher negative affect driven by irritability/hostility and activist solidarity.

From a clinical standpoint, as associations between SMU and behavioral health conditions become more clear, clinicians will need to become comfortable with assessing and providing counseling on problematic interactive media use behaviors as they do with other well-established health risk behaviors. It may be clinically useful to consider how affective states may drive school or homework avoidance and/or excessive interactive media use. Conversely, we need to better understand individuals’ intentions and the context of SMU, as this may be a modifiable factor that can influence affective outcomes. Our society has grown increasingly dependent on the use of digital communication for critical life activities, from education to employment and communication to interpersonal connections and relationships. If differences exist in the overall experience and impact of SMU among different racial/ethnic groups, it will
be important to understand these differences and translate them into effective screening and equitable treatment of patients.

If it is found that the design of social media platforms may contribute to inequitable SMU experiences or unhealthy behavioral outcomes, technology companies will have the opportunity to respond with design changes that promote greater equity and more positive mental health outcomes. In 2019, the social media platform Instagram started testing the potential value of hiding like counts to reduce user exposure to social evaluations that might threaten users’ self-esteem. Instagram’s chief executive officer Adam Mosseri promised, “We will make decisions that hurt the business if they help people’s well-being and health.” [65] In May 2021, after 2 years of testing, Instagram announced that although removing likes was beneficial for some users, it annoyed others, and it did not meaningfully depressurize their platform [66]. As a result, Instagram and parent company Facebook decided to offer users the option of turning off likes but leaving them viewable to others by default. Similar observations of different affective experiences of SMU by various racial/ethnic groups and considerations of design changes could improve digital wellness.

Limitations
The study’s limitations include the relatively small sample size, which reduces the generalizability of the results. However, the sample included a diverse group of participants drawn from a population of patients with evidence of at least mild depression, which is an at-risk group of great clinical interest. In addition, our analyses were performed at the moment level, thereby increasing the statistical power.

Although the overall EMA survey response rate (approximately 50%) was similar to that of other studies using this methodology with adolescents, it does represent a potential selection bias. Participants with higher response rates could provide qualitatively different responses than those with lower response rates. For instance, participants with higher levels of social anxiety exhibited higher EMA response rates. In addition, adolescents may have avoided answering surveys during SMU, especially when they were actively engaged in it. However, EMA measures essentially eliminate recall bias, which likely greatly enhances the reliability of patient reports.

Another limitation of this study was the inability to prove that SMU contributes to mental health problems. Given the dynamic nature of social media, our results may be sensitive to the specific period during which the study was performed. Study participants’ SMU characteristics and affective experiences may be highly dependent on news stories that happened to be trending at a given point, creating the potential for chronology bias.

Future Research
Moving forward, it will be important to measure momentary affective responses to SMU in more detail, with larger populations, with different social media designs, and over longer periods to achieve greater granularity and demonstrate the stability of these findings. Given the significant differences in affective experiences among racial/ethnic groups, future research should broaden to include gender, culture, and other experience-influencing user characteristics.

Conclusions
At a time marked by increasing trends in mental health problems and unprecedented levels of interactive media use among children and adolescents, there is a real urgency to achieve a better understanding of the relationships between different media use behaviors and mental health problems. Identifying helpful and harmful digital design features and risk and protective factors in users will be of paramount importance, as will be the continued study of the role of racial/ethnic identities and other individual factors as potential moderators of media use experiences. As the nature of our social interactions continues to evolve in an increasingly digital landscape, too much must our understanding of the potential influence of these behaviors on the health and well-being of the children, adolescents, and young adults we serve.
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Abstract

Background: As mobile phone uptake in India continues to grow, there is also continued interest in mobile platform–based interventions for health education. There is a significant gender gap in mobile phone access—women’s access to mobile phones is constrained by economic and social barriers. Pregnancy and postpartum care is one of many targets for mobile health (mHealth) interventions that particularly rely upon women’s access to and facility with mobile phone use.

Objective: We aimed to describe the dynamics and patterns of married pregnant and postpartum women’s mobile phone access and use (among both phone owners and nonowners) who participated in an mHealth postpartum care intervention and to identify potential barriers to their participation in mobile platform–based interventions.

Methods: A secondary analysis was performed on mixed methods data obtained for a pilot mHealth intervention for postpartum care of mothers in rural Punjab from July 2020 to February 2021. Two formative sources included exploratory in-depth interviews among postpartum women (n=20; 1-3 months postpartum) and quantitative maternal health survey among women who were pregnant or who had recently given birth (n=102). We also utilized mixed methods intervention assessment data from early postpartum women who participated in the pilot intervention (n=29), including intervention moderator perspectives. Qualitative and quantitative analyses were performed, and pertinent findings were grouped thematically.

Results: The majority of women owned a phone (maternal health survey: 75/102, 74%; demographic survey: 17/29, 59%), though approximately half (53/102, 52%) still reported sharing phones with other family members. Sharing a phone with female family members typically allowed for better access than sharing with male family members. Some households had strict preferences against daughters-in-law having phones, or otherwise significantly restricted women’s phone access. Others reported concerns about phone use–related health hazards for mother and infant during the pregnancy or postpartum period.

Conclusions: These findings suggest nuance regarding what is meant by women’s phone ownership and access—there were numerous additional constraints on women’s use of phones, particularly during pregnancy and the postpartum period. Future
Introduction

Mobile phone use is growing dramatically globally, including in India. India’s subscriber base for mobile devices in 2015 was 867.8 million (64.8% of the country’s population) and was slated to rise exponentially by 2019 due to a 4-fold increase in mobile commerce sales [1]. In the Indian states of Punjab and Haryana alone, over 70% of internet users access wireless networks through mobile devices [2]. Smartphone penetration was predicted to rise to 800 million users before the end of 2019 [1]. Younger people are even more likely to use mobile phones; over 25% of retail transactions in India are web-based using mobile phones, with the highest reported use being in the age group of 18- to 34-year-olds [3].

Mobile phone use has expanded to health care as well in India, with more people opting for telehealth provider interactions [3]. Thus, there is increased possibility for reaching people, including women, with health care information and support using mobile phones through mobile health (mHealth) interventions. mHealth approaches encompass interventions that use some type of mobile phone–based technology to provide health information or services. There have been a plethora of mHealth interventions globally that have targeted pregnancy, maternal, child, and reproductive health using approaches that include text messages, hotlines, and communication platforms that connect women to community health workers, doctors, or each other [4]. mHealth interventions have been shown to successfully improve dietary intake in pregnant women [5] and health service utilization during pregnancy, delivery, the postpartum period, and for child health [4,6]. mHealth interventions have particular potential value for women in the postpartum period in India where postpartum visits are below recommendations [7]. Significant logistical barriers prevent mothers from physically attending postnatal care appointments at facilities or other locations that may be far from their homes, particularly in India [8]. Common logistical challenges, such as difficulty obtaining transportation and with scheduling, are exacerbated in India by rural geographic distances, cultural and linguistic barriers to care, women’s practice of postnatal seclusion, and generally low levels of mobility for married women [9-11]. Further intergenerational and gender-based hierarchical roles structure decision-making in Indian households, particularly for couples living in extended-family households, with decision-making largely outside of the hands of mothers [12], especially those who are young and newly married. Despite women’s physical mobility limitations in this setting, there is broad access to mobile telephones in India with 88% of households nationally owning a mobile phone [13].

Despite high household phone ownership, substantial gender disparities in phone ownership and use exist in India. In fact, South Asia has the largest gender gap in phone ownership of any region globally [14]. A 2019 report [15] highlighted some of these gaps, finding that 75% of men and only 51% of women owned mobile phones in India. This gap is even more pronounced for smartphone ownership, with 37% of men owning smartphones in 2019 compared to only 14% of Indian women [16]. Men are more likely not only to own a phone, but also to make calls, receive calls and text messages, and access the internet [15]. Women phone users may be expected to spend small amounts of time on the phone and to do so mostly within their homes. Unequal gender norms and conceptions of women’s roles in the household impact phone use as well, as phone use may be considered to be associated with risks to women’s purity or reputation, and can also be seen to be in conflict with women’s household responsibilities. Other research has suggested that women are perceived to not need a phone or that their use should be censored [17]. The gender gap in phone use is highest in adolescence and early marriage—when fears about women’s reputations are most pronounced [15].

While there is this large gender gap in ownership of phones, Indian women often do report access to a shared phone within the household [15]. This access to a shared phone, alongside the growing population of women phone owners, has been the basis for numerous mHealth interventions targeting women, including those pertaining to maternal health [4-6,18-25]. However, because men are often the gatekeepers to these shared phones, women often have less access to these phones, either indirectly, because the men take the phones with them and are apart from women while at work, or directly, because men choose to limit how much women use the phone [15,26]. While there is increasing information about the gender gap in phone ownership and its impact on access to phones, we know little about how gender norms and inequalities around mobile phones specifically impact women’s ability to participate in mHealth interventions, including those targeting women themselves.

We aimed to explore how gender, mobile phone access, and mobile phone use patterns intersected to structure women’s participation in an mHealth intervention to improve access to high quality postpartum care and social support for women in rural India.

Methods

We developed an intervention to improve access to postpartum care and social support for women in rural India that included group calls over the phone and additional interaction and content over WhatsApp. We followed a human centered design process;
initial stages included a formative mixed methods phase and a pilot [27] of the intervention, which also included mixed methods evaluation.

We conducted secondary analysis of these data—exploratory in-depth interviews, a maternal health survey, and intervention assessments (Table 1). We developed interview guides and survey questions and pilot tested the tools among respondents from the same population in which we aimed to collect data; respondent feedback was used to improve the interview guides and survey questions. For the quantitative survey, where possible, validated measures were used, such as items from the National Family Health Survey of India [7]; however, we ultimately developed most items, since there were no standardized validated measures for phone use patterns specific to this population of women.

Participants for the exploratory in-depth interviews and for the maternal health survey were recruited from antenatal and birth registries in the study area and over the phone by study team members. In-depth interviews were scheduled and conducted in person (usually lasting 45 minutes and conducted at the participant’s home). The interview guide included questions on conception, women’s experiences across the continuum of perinatal care (ie, antenatal, childbirth, and postnatal), neonatal experiences, and women’s acceptability of and preferences regarding mobile phone–based interventions. Maternal health survey participants were recruited over the phone; the survey was also administered over the phone and included questions regarding mobile phone access and use and regarding recent pregnancy and childbirth care experiences.

Participants for the mHealth postpartum information and social support pilot intervention were recruited from birth registries. Inclusion criteria were having their residence in study area, having given birth within the prior 2 weeks, being <40 years of age, and having a live neonate >1500 grams. Exclusion criteria were complications for the mother during or after childbirth warranting hospital stay and continued medical care at the facility, stillbirth, twins, significant birth defects, inability to provide informed consent, and lack of phone access if they were unwilling to accept a phone from the study team. A study researcher explained the study procedures in detail over the phone, including the risks and benefits of participation. Participants provided verbal consent. Where requested, assent was obtained from the husband or another family member (in alignment with local norms). Participants were sequentially enrolled into 3 groups (total: n=29 women; group 1: n=7, group 2: n=10; group 3: n=12) based on their child’s birth date. They completed a short demographic questionnaire at enrollment that included questions about mobile phone ownership (none, individually owned, shared with another household member), mobile phone type (smart versus feature phone), and willingness to accept a mobile phone from the study team if they did not have their own mobile phones. We conducted a brief phone-based survey on a weekly basis regarding participants’ experience with the intervention, what they liked, what they did not like, and any challenges that they experienced. In-depth interviews were conducted with a subset (n=15) of participants after the 6-week intervention had been completed. Research team members moderating group sessions tracked what worked and what did not work after each group call in a structured text format.

Quantitative data were analyzed descriptively (i.e. frequencies and proportions, by data collection source). For qualitative data, we followed a 2-stage systematic process: (1) deductive and emergent coding, and (2) thematic analysis (the different dimensions and commonalities, their distribution across sociodemographic variables, and the patterns and linkages between themes). Qualitative data were coded in Dedoose cloud-based software. Findings and interpretations were discussed by the full research team.

Results

Phone Owners

The majority of women reported having a phone (maternal health survey: 75/102, 74%; demographic survey: 17/29, 59%). Most had access to a smartphone (87/102, 85% in maternal health survey and 29/29, 100% in demographic survey); in some cases, women themselves owned a feature phone but had access to a household smartphone. However, even when women reported owning a phone, 53 of the 102 women (52%) in the maternal health survey reported they still had to share it with others, typically with other women in the household (such as sister-in-law or mother-in-law). When women reported they did not own a phone but had shared access to one, the owner was most commonly their husband.

The maternal health survey found that almost all phone owners use their phone for voice calls (68/75, 91%) and WhatsApp (57/75, 76%) (Table 2). Only approximately 1 in 5 used it for...
internet (15/75, 20%) or for videos (14/75, 19%), and less than 10% used SMS or texting (6/75, 8%).

<table>
<thead>
<tr>
<th>Type of use</th>
<th>Respondents with phones (n=75, n (%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voice calls</td>
<td>68 (91)</td>
</tr>
<tr>
<td>SMS or text</td>
<td>6 (8)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>57 (76)</td>
</tr>
<tr>
<td>Facebook</td>
<td>21 (28)</td>
</tr>
<tr>
<td>Internet</td>
<td>15 (20)</td>
</tr>
<tr>
<td>Watching videos</td>
<td>14 (19)</td>
</tr>
<tr>
<td>Other</td>
<td>17 (23)</td>
</tr>
</tbody>
</table>

Nonphone Owners

Of the 102 respondents to our maternal health survey, 27 (26%) women did not have their own phone. However, even these nonowners had household access to phones, with 11 (41%) reporting daily use ranging from 15 to 60 minutes per day, 5 (19%) reporting only once weekly use, and another 11 (41%) reporting less than weekly use.

Women who participated in the in-depth interviews reported sharing access to phones owned by husbands, sisters-in-law, mothers-in-law, and other family members. They generally reported a single phone (as the shared phone) in the household, though some shared access to multiple household phones as the need arose. Among those who shared a phone, they often reported limited use, in some cases only to receive or make calls to their family. One respondent explained that she could use her mother-in-law’s phone just to make a call but had to give it back right away and that she did not use messaging or any other phone features.

Husband’s Ownership of Phone

For women whose mobile phone access was through their husband, the husband’s work outside the home and his own phone use often precluded women’s phone use, especially during their husband’s working hours. One woman described the various approaches she used to try to participate in the intervention and the barriers she had faced:

_“I have only attended the first call. I attended that call on my neighbor's phone. Now they go for work. This is my husband's number. He is also always at work.”_

Women’s travels to their natal homes, which is common in pregnancy and the postpartum period, limited their access to husbands’ phones. Even in a woman’s natal home, if only men had phones, the woman’s access to their brother or father’s phone would be similarly limited by the hours the male relative was in the home. When women shared phones with another female household member (sister-in-law or mother-in-law) they were more likely to have better access throughout the day.

Communications intended for women who were not the primary owners of a device were sometimes subject to censoring or control by the primary owner. Some women reported that their husband listened to the information and passed it along to her. Other husbands sometimes did not relay messages or contact attempts to their wife, or acted as a barrier to direct contact by conveying messages rather than offering alternative contact numbers for their wives. Additionally, in some cases, husbands left the messaging groups intended to provide information or support for their wife.

Women noted that phone access was more restricted in their husbands’ homes than in their natal homes (before they were married). One woman described how

...before marriage I had my personal phone and used it, but after marriage I have not kept any personal phone.

When asked if she felt she still needed a phone, she replied,

no, not too much. There is always someone or the other at home so I don’t feel the need of it.

Family Attitudes Against Women’s Phone Ownership

Some women said that their family explicitly stated that they would not allow women’s phone ownership. One woman explained that her

in-laws will not agree (with my phone ownership). They do not like if we keep a phone.

Another woman initially was amenable to phone ownership, then consulted her husband and declined, stating that

it is looked down upon if women in the family (keep a phone). No women in the family, including the mother and sisters-in-law, keep a phone.

Notably, several women who were unsure about the acceptability of phone ownership explained that they would have to ask for permission from their husband or in-laws to accept a phone or to join a WhatsApp group. Even some women who were phone owners noted they would need to obtain permission to participate in a WhatsApp group.

Beliefs About Phones and Maternal and Child Health

Some mothers articulated beliefs about mobile phones and other electronics being harmful to the health and development of a fetus or young child. One woman explained that

doctors do not permit use of mobile phones during pregnancy and near a child. I don’t have a smartphone but my husband has one, so when he is home I use it a little bit to watch videos...
When asked which doctor had told her this, she said it was a doctor at a dispensary.

Another mother shared that

...[my in-laws] would say that during [pregnancy I should] keep the phone away from me as it affects the baby. Now I keep the ringtone off since she was born. Before that also I would keep vibration off and would keep it away.

Another woman reported that she had not used a mobile phone during pregnancy at all, and that

[my husband] also stopped T.V. and all for me saying that you shouldn’t use anything like this that will affect the baby. Even after she was born I haven’t seen that much. Now that it has been 3-4 months, I have started checking phone a little bit. He didn’t allow me to watch even a little bit and said our safety is in our hands. Tomorrow if any problem arises then also it will affect us. He said that if I will see phone then I will get addicted to it and it will become the habit of the baby. I didn’t use the phone for 9 months.

This concern about the child getting habituated to a phone was shared by another mother as well, who noted that

[my husband] was saying to me also to get a phone but I am not getting one because of the baby. You know that it spoils the habits of the children. Right now my brother-in-law shows [my child] the phone and he keeps on staring at it. I feel that he will get used to it and will have this habit.

Women’s Household Responsibilities

Women reported household responsibilities as a significant and frequent barrier to phone use, which precluded availability even during scheduled weekly times. One woman shared

there was lot of work at home. My mother-in-law is sick already and with two kids, I barely get time for anything.

Participants in our intervention, who had recently given birth, reported childcare and household responsibilities as being substantial barriers to their participation.

Concern for Mobile Fraud

Some women reported that they were concerned that they would receive calls or messages on mobile devices from unknown numbers due to experiences with mobile fraud personally or having heard about people seeking financial information over the phone. One woman mentioned that

actually I may have missed the first 1-2 calls as my sister-in-law was hesitant and she told me so. But then I thought let’s pick up and see what happens. Then we got confident that it’s not a fraud call.
postpartum period, with one woman reporting almost complete avoidance of technology for the duration of her pregnancy and 3 months postpartum. We also identified concerns over potential fraud, as others have found [15], despite the fact that our initial recruitment and interaction for the intervention was through trusted and known institutions. This suggests that fears and myths about fraud over the phone might be a substantial barrier. Our findings extend the literature by describing how women in pregnancy and in the postpartum period may be especially limited in their ability to engage with mobile phones due to beliefs about the health and safety of women using phones while pregnant or infants being close to mobile phones. These types of beliefs act as substantial barriers and must be considered and explored further. Of note, some mHealth intervention designs include the option of providing a mobile phone or smartphone to participants. While this may address economic barriers to a participant’s phone ownership, it does not address, and in fact may grate against, sociocultural barriers to women’s phone use [21].

We also observed surprising phone use patterns in our survey of pregnant and postpartum women. Almost half (11/27, 41%) of nonowners who reported shared access to a phone actually used a phone less than weekly. We are not aware of previous studies characterizing frequency of phone use among women reporting shared access, and a recent meta-analysis of literature on women’s mobile phone access similarly did not address frequency of use [17]. This is an important future avenue to explore in order to better characterize the diversity of experiences represented by Indian women who report shared phone access. Even smartphone owners report relatively low utilization of internet services other than WhatsApp, consistent with prior findings that the gender gap widens with sophistication of task (eg, taking calls vs using WhatsApp vs surfing the web) [15,17,28]. This has important implications for the development of maternal mHealth interventions that may rely on some level of fluency with app interfaces and other more sophisticated tasks.

Limitations

This study had several limitations. First, data came from different data sources, collected from women who were pregnant or had recently given birth, including both participants in our intervention as well as nonparticipants. The data were not collected synchronously, though they were all collected within 6 months of each other. We also included data collected from participants after completion of the intervention pilot. These differences in participant populations and time points of data collection may limit the generalizability of our findings. Additionally, the generalizability of our findings is constrained by the study population being only recruited in rural Punjab, and our observed use patterns and beliefs may not be applicable to women living in urban areas or other regions of India.

Of note, the question addressed by this paper—describing women’s mobile phone use patterns—was not one of our initial research questions. The themes surrounding women’s mobile phone beliefs and use emerged from data being collected for the intervention design and evaluation. While this limits both the specificity and the breadth of our findings, we present only what women organically shared with us in the process of discussing the themes that we probed, with some additional quantitative context provided by our surveys. We are also accordingly constrained by collecting data only from women, whereas truly exploring this question of gender norms surrounding women’s mobile phone use would benefit from the perspectives of other family members. Future exploration of this space can build on our findings by incorporating these familial perspectives as well as additional measures of empowerment to better characterize women’s use of mobile phones especially for mHealth interventions during and after pregnancy.

Conclusion

As mobile technology access continues to expand in India and other countries, mobile platform–based interventions remain a promising avenue for education and information dissemination, particularly for health-related topics that carry significant potential to improve individual and population health and well-being, such as maternal and reproductive health. Pregnancy and postpartum care, in particular, have been targeted due to the high risks to mother and infant during this time, and significant room for improvement in meeting care milestones set by the Indian government and World Health Organization [7,29]. Our findings suggest that additional attention should be paid to women’s phone access beyond reports of ownership or access to phones, as there may be considerable variation and constraints in the duration and timing of women’s access, beliefs around mobile phone health hazards, and women’s degree of facility with mobile phone functions. A better understanding of these nuanced factors will facilitate maternal mHealth intervention design and success, and may have implications for other health topics, although more research is needed.
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Abstract

Background: Several treatments for anxiety are available, which can make treatment decisions difficult. Resources are often produced with limited knowledge of what information is of interest to consumers. This is a problem because there is limited understanding of what people want to know when considering help for anxiety.

Objective: This study aimed to examine the information needs and preferences concerning treatment options for anxiety by assessing the following: what information people consider to be important when they are considering treatment options for anxiety, what information people have received on psychological and medication treatment in the past, how they received this information in the past, and whether there are any differences in information needs between specific samples and demographic groups.

Methods: Using a web-based survey, we recruited participants from a peer-support association website (n=288) and clinic samples (psychology, n=113; psychiatry, n=64).

Results: Participants in all samples wanted information on a broad range of topics pertaining to anxiety treatment. However, they reported that they did not receive the desired amount of information. Participants in the clinic samples rated the importance of information topics higher than did those in the self-help sample. When considering the anxiety treatment information received in the past, most respondents indicated receiving information from informational websites, family doctors, and mental health practitioners. In terms of what respondents want to learn about, high ratings of importance were given to topics concerning treatment effectiveness, how it works, advantages and disadvantages, what happens when it stops, and common side effects.

Conclusions: It is challenging for individuals to obtain anxiety-related information on the range of topics they desire through currently available information sources. It is also difficult to provide comprehensive information during typical clinical visits. Providing evidence-based information on the web and in a brochure format may help consumers make informed choices and support the advice provided by health professionals.

(JMIR Form Res 2022;6(5):e31338) doi:10.2196/31338
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Introduction

Background

Anxiety disorders are one of the most common classes of mental health problems in the community [1]. Several treatment options are available for anxiety, which can make treatment decisions difficult for consumers. A way to support the treatment decision-making process is by providing high-quality information [2]. However, information about many health treatments (including treatment for anxiety) is seldom addressed and is difficult to access using currently available resources [3]. The internet is an important source of support, especially with the recent COVID-19 pandemic [4]. Unfortunately, available information on the internet tends to focus on descriptions of health problems and treatment options and provides little research-based evaluation of treatment options [5]. Professionals commonly produce resources for the public with limited knowledge of what information is of interest to consumers [3]. Indeed, existing resources often focus on a narrow range of options (ie, one or two) while overlooking others [5,6]. Making a wide range of information available to those seeking treatment for a health problem is an important step that can be taken to support treatment decision-making in individuals with different information needs and preferences.

There is a limited understanding of what people want to know when considering help for anxiety disorders, which is problematic because many people have unanswereds questions not covered by currently available materials [7-9]. A recent systematic review of 12 studies on information and decision-making needs for mental health problems, such as depression and schizophrenia, revealed that basic facts, treatment, and coping were the most frequently cited information needs [10]. Tlach et al [10] emphasized the importance of discussing these topics with one’s health care provider to gather information and make informed decisions. Liebherz et al [3] conducted a web-based study of a German sample of individuals with anxiety disorders that examined patients’ information and decision-making needs and how they might inform the development of patient decision aids. These authors found that individuals with anxiety disorders reported receiving insufficient information from health care providers. Previous work by our research group has explored information needs and preferences concerning treatment options for depression, anxiety, and stress in young adults from community and college samples [7-9]. Our findings suggested that people dealing with these mental health issues want information on a broad range of topics to support their treatment decisions. Cunningham et al [8] also reported that individuals differ widely in the information they want and how they prefer to receive this information. By determining information preferences, health care providers can understand how to best deliver information to consumers.

Objectives

This study addresses the following gap in the literature: there is a limited understanding of what persons with anxiety want to know about anxiety treatment. Furthermore, increasing health care providers’ understanding of patient information needs will enhance the shared decision-making process. In this study, we evaluated the information needs of adults (aged ≥18 years) seeking support and treatment information for problems with anxiety. We built on earlier research exploring information needs by our research group by recruiting individuals seeking information on the web or from mental health treatment clinics and asking questions about the amount of information individuals had received on different topics. Our goal was to examine the following questions: (1) What information do people consider to be important when they are considering treatment options for anxiety? (2) What information have people received on psychological and medication treatment in the past? (3) How did they receive this information in the past? (4) Are there any differences in information needs between specific samples and demographic groups?

Methods

Participants and Procedures

Clinical Recruitment

Individuals referred by their family physician for anxiety problems to either a hospital-based anxiety clinic offered through psychology or a hospital-based psychiatric consultation service were invited to participate. Participants recruited from each clinic (before treatment) were provided with information explaining the study’s procedures and a URL address they could use to access and complete a web-based survey. The response rates for the psychology and psychiatry samples were 23.2% (113/487) and 21.3% (64/300), respectively.

Website Recruitment

To provide a comparison with those seeking treatment for anxiety in hospital-based clinics, we also recruited a self-help sample from visitors to the Anxiety Disorders Association of Manitoba (ADAM) website (a local peer-support association). This website is widely visited by public members searching for information concerning anxiety disorders and treatment or peer-support services provided by the ADAM. Typically, more than 2000 visitors visit the ADAM website per month. A link to the survey was posted on the ADAM website, inviting interested people to click on a link to the survey.

The web-based consent form was the first webpage viewed by the participants when they visited the survey URL address. The consent form described the study’s purpose and highlighted that the choice to participate would not have an impact on the care they received from the treatment settings. Participants were asked to click “yes, I consent” (and then taken to the survey) or “no, I do not consent” (asked to close the browser).

Ethics Approval

This study was approved by the University of Manitoba Psychology and Sociology Research Ethics Board (protocol 2018:011) and St Boniface Hospital Research Review Committee (RRC/2018/1753).

Measures

Information Needs Questions

Many of the questions in this section of the survey were adapted from previous research by our group on information needs and...
preferences concerning mental health issues [7,9], allowing for the replication and extension of this work. Participants were first asked, “If you were having anxiety problems and considering getting help, what information would be important to you in considering the kinds of help available?” They were presented with a list of 20 information topics, including treatment options (eg, medication and psychological treatments) and information related to treatment, such as cost and side effects. These topics were rated on a scale from 0 (not at all important) to 8 (very important). Following these questions, participants were asked if they had previously received psychological treatment for anxiety. If they answered yes, they were presented with 12 information topics and asked what specific information they had received in the past regarding psychological treatment, along with an additional question regarding the information received about the use of medication. These questions were rated on a scale ranging from 0 (none) to 8 (just the right amount). If they answered no, they skipped to the next set of questions, which addressed whether participants had previously received medication treatment for anxiety problems. If they answered yes to this question, they were asked which of the 13 information topics regarding medication treatment they had received information about in the past (eg, cost and how long it takes to produce results), along with an additional question about the amount of counseling or therapy information they had received. These questions were rated on a scale ranging from 0 (none) to 8 (just the right amount). If they answered no, they skipped to the final section, where they were asked, “When you have been considering treatment options for anxiety in the PAST, how much information did you receive from each of following sources?” The 10 items in this section were rated on a scale from 0 (none) to 8 (a lot).

Sample Characteristics
Participants were asked to provide information concerning their gender, age, marital status, education level (ie, sum of years of education in high school, college, university, and apprenticeship categories), the main activity in the past 12 months (ie, work and school), and country of birth. In addition, they were asked if they had previously been diagnosed with an anxiety disorder by a health care professional. They were also asked if they had previously received psychological or medication treatment or if there was a time when they felt they would have benefited from either treatment but did not receive it. Finally, they were asked about their experience with self-help approaches (eg, exercise and meditation).

Anxiety Symptoms
Participants’ current level of anxiety symptoms was assessed using the PROMIS (Patient-Reported Outcomes Measurement Information System) Anxiety Scale (short form), which is a validated measure of anxiety symptoms [11]. The survey uses the following introductory statement: “In the past 7 days...” This is followed by 8 items rated on a 5-point rating scale ranging from 1 (never) to 5 (always). This scale has good internal consistency with a Cronbach $\alpha$ of .93 reported in previous work [11], similar to the internal consistency found for these items in this study (Cronbach $\alpha=.92$). This scale also has good validity (divergent, $r=.72$, and convergent, $r=.80$).

Statistical Analysis

Overview
We computed and tabulated descriptive statistics for sociodemographic variables and responses to questions about information experiences and preferences. Sociodemographic data obtained from different groups of respondents were compared using 1-way ANOVA tests for means and chi-square tests for proportions. CIs for mean ratings on the survey items were reported, allowing for convenient comparisons within and across different survey questions and groups of respondents.

In addition, we computed a composite information importance score, which reflected the number of topics receiving a high rating ($\geq 6$) for topic importance, and 2 composite information received scores, which reflected the number of topics pertaining to counseling or therapy or medication treatment that participants felt they had received their desired (or appropriate) amount of information in the past (rating $\geq 6$ for the amount of information received). This cutoff of 6 was selected, as the ratings were on a 9-point scale from 0 (not at all important) to 8 (very important). Therefore, a rating of 6 through 8 was considered a high rating of importance and suggested a strong interest in receiving this type of information. These composite scores were used as outcome variables in forced-entry multiple linear regression analyses that included the following predictors: gender, age, birthplace, marital status, education level, anxiety symptoms, anxiety diagnosis, and treatment experience. We ran separate regressions for the self-help and (combined) clinic samples, given that, as outlined in the Sample Characteristics Results section, the self-help group differed from the clinic samples on a variety of measures. The regressions conducted on the combined clinic sample included an additional predictor, namely, whether the individual was recruited from the psychology or psychiatric clinic.

Power
Before data collection, we conducted an a priori power analysis to determine the sample size required for a power of 0.80, a significance level of .05, and an effect size of Cohen $d=0.50$. The analysis yielded an intended sample size of 102. The medium effect size was selected based on the Cochrane collaboration review of the effects of decision aids for the treatment of health issues [12]. The goal of this study was to enroll a sample of 100 from each clinical group and, for comparison, enroll 200 nonclinical participants. Given that there was some difficulty enrolling participants from the psychiatry sample, we conducted a sensitivity power analysis after data collection. These analyses were on the ANOVAs, used to compare the demographic characteristics, and on the regressions, used to predict information importance sum scores, to determine the effect detectable given the sample sizes included in the study analyses. For the ANOVA, using a power of 0.80, a significance level of .05, and a total sample size of 465 led to a detectable effect size of Cohen $d=0.14$. For the self-help regression analyses, using a power of 0.80, a significance level of .05, and a self-help sample size of 283 led to a detectable effect size of Cohen $d=0.06$. For the clinic regression, analyses using a power of 0.80, a significance level of .05, and a clinic sample size of 170 led to a detectable effect size of Cohen $d=0.10$. 
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Results

Sample Characteristics

Most participants in all 3 groups were Canadian born. Most had previously been diagnosed with an anxiety disorder, and most reported that they felt they could have benefited from counseling or therapy from a professional for anxiety in the past but had not received it. Despite these similarities, there were several differences in the sample characteristics, particularly between the self-help sample and the 2 clinic samples (Table 1). The mean age of the self-help sample (32.2, SD 9.0 years; range 18-77 years) was significantly lower than that of the clinic samples (mean\textsubscript{psychology} 38.2, SD 13.9 years; range 18-80 years; mean\textsubscript{psychiatry} 37.6, SD 14.9 years; range 18-65 years; F\textsubscript{2,458}=14.8; P<.001; \eta^2_p=0.06). Compared with the clinic samples, the self-help sample also had the highest proportion of men (138/288, 47.9%; \chi^2\textsubscript{2}=14.4; P=.001), had more individuals who reported being married (\chi^2=22.6; P<.001), were more likely to have been working full-time in the year before completing the survey (\chi^2=55.0; P<.001), and reported more years of education (an average of 5 years after high school, compared with 2 years in the clinic samples; F\textsubscript{2,458}=32.1; P<.001; \eta^2_p=0.13). Compared with the clinic samples, a higher proportion of the self-help sample also indicated that there was a time when they felt that medication for anxiety would have been helpful, but they did not receive it (\chi^2=24.9; P<.001). Both the self-help and psychology samples reported more symptoms of anxiety (a PROMIS T score >50) compared with the psychiatry sample (\chi^2=8.3; P=.02). Finally, compared with the self-help and psychiatry samples, a higher proportion of the psychology sample reported that they had received counseling or therapy (\chi^2=10.9; P=.004) and medication (\chi^2=10.7; P=.005) for anxiety in the past.

Table 1. Sociodemographic characteristics of survey respondents.\textsuperscript{a}

<table>
<thead>
<tr>
<th></th>
<th>Self-help sample (n=288)</th>
<th>Psychology sample (n=113)</th>
<th>Psychiatry sample (n=64)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>32.2 (9)</td>
<td>38.2 (13.9)</td>
<td>37.6 (14.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women, n (%)</td>
<td>150 (52.1)</td>
<td>79 (69.9)</td>
<td>39 (60.9)</td>
<td>.001</td>
</tr>
<tr>
<td>Born in Canada, n (%)</td>
<td>268 (93.1)</td>
<td>104 (92)</td>
<td>60 (93.8)</td>
<td>.87</td>
</tr>
<tr>
<td>Married or living with someone in a marital-like relationship, n (%)</td>
<td>179 (62.2)</td>
<td>44 (38.9)</td>
<td>26 (40.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>17.1 (4)</td>
<td>14.3 (3)</td>
<td>14.2 (3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Working full-time in last year, n (%)</td>
<td>184 (63.8)</td>
<td>34 (30.1)</td>
<td>16 (25)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>With PROMIS\textsuperscript{b} T score &gt;50, n (%)</td>
<td>173 (60.1)</td>
<td>75 (66.4)</td>
<td>28 (43.8)</td>
<td>.02</td>
</tr>
<tr>
<td>Previously received a diagnosis of an anxiety disorder, n (%)</td>
<td>219 (76)</td>
<td>88 (77.9)</td>
<td>42 (65.6)</td>
<td>.17</td>
</tr>
<tr>
<td>Have received counseling or therapy from a professional for anxiety, n (%) yes</td>
<td>196 (68.1)</td>
<td>95 (84.1)</td>
<td>43 (67.2)</td>
<td>.004</td>
</tr>
<tr>
<td>Was there a time when counseling or therapy from a professional for anxiety would have been helpful, but you did not receive it? n (%) yes</td>
<td>228 (79.2)</td>
<td>85 (75.2)</td>
<td>49 (76.6)</td>
<td>.67</td>
</tr>
<tr>
<td>Have received medication from a physician for anxiety, n (%) yes</td>
<td>207 (71.9)</td>
<td>97 (85.8)</td>
<td>45 (70.3)</td>
<td>.005</td>
</tr>
<tr>
<td>Was there a time when medication from a physician for anxiety would have been helpful, but you did not receive it? n (%) yes</td>
<td>170 (59)\textsuperscript{b}</td>
<td>41 (36.3)</td>
<td>22 (34.4)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Values in italics are significantly different from corresponding values in other samples.

\textsuperscript{b}PROMIS: Patient-Reported Outcomes Measurement Information System.

Information Importance

Table 2 provides the mean importance ratings given by those considering anxiety treatment in the future for 20 information topics concerning it. All 3 samples rated nearly all the information topics as important (mean ratings of \geq 6). The mean ratings of importance and proportion of each sample that rated each topic as important were slightly higher in the clinic samples than in the self-help sample. In addition, the clinic samples rated the importance of information pertaining to the goal or outcome, common side effects, serious side effects, and advantages and disadvantages of treatment significantly more highly than members of the self-help sample.
Table 2. Ratings of the importance of information topics when considering the kinds of help available for anxiety problems.\(^a\)

<table>
<thead>
<tr>
<th>Information topic</th>
<th>Weighted mean rating</th>
<th>Self-help sample (n=288)</th>
<th>Psychology sample (n=113)</th>
<th>Psychiatry sample (n=64)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean rating (95% CI)</td>
<td>With a mean rating ≥ 6, n (%)</td>
<td>Mean rating (95% CI)</td>
<td>With a mean rating ≥ 6, n (%)</td>
</tr>
<tr>
<td>Effectiveness of treatment</td>
<td>6.6</td>
<td>6.4 (6.2-6.7) 219 (76.0)</td>
<td>6.9 (6.6-7.2) 74 (83.6)</td>
<td>6.8 (6.4-7.3) 54 (84.4)</td>
</tr>
<tr>
<td>How treatment works</td>
<td>6.6</td>
<td>6.3 (6.1-6.5) 228 (79.2)</td>
<td>7.0 (6.7-7.3) 97 (85.8)</td>
<td>6.9 (6.5-7.3) 54 (84.4)</td>
</tr>
<tr>
<td>Advantages and disadvantages of treatment</td>
<td>6.6</td>
<td>6.3 (6.1-6.5) 216 (75.0)</td>
<td>7.0 (6.7-7.3) 94 (83.2)</td>
<td>6.9 (6.6-6.3) 53 (82.8)</td>
</tr>
<tr>
<td>What happens when treatment stops</td>
<td>6.5</td>
<td>6.3 (6.1-6.5) 213 (74.0)</td>
<td>6.8 (6.5-7.1) 90 (79.6)</td>
<td>6.9 (6.4-7.3) 53 (82.8)</td>
</tr>
<tr>
<td>Common side effects of treatment</td>
<td>6.5</td>
<td>6.1 (5.9-6.3) 193 (67.0)</td>
<td>7.0 (6.7-7.3) 98 (86.7)</td>
<td>7.1 (6.7-7.5) 55 (85.9)</td>
</tr>
<tr>
<td>Goal or outcome of treatment</td>
<td>6.5</td>
<td>6.1 (5.9-6.3) 181 (62.9)</td>
<td>7.1 (6.8-7.3) 101 (89.4)</td>
<td>6.8 (6.4-7.2) 53 (82.8)</td>
</tr>
<tr>
<td>How long treatment continues</td>
<td>6.3</td>
<td>6.1 (5.9-6.3) 205 (71.2)</td>
<td>6.6 (6.2-6.9) 87 (77.0)</td>
<td>6.6 (6.2-7.1) 51 (79.7)</td>
</tr>
<tr>
<td>All available treatments</td>
<td>6.3</td>
<td>6.1 (5.9-6.4) 202 (70.1)</td>
<td>6.7 (6.4-7.1) 85 (75.2)</td>
<td>6.4 (6.0-6.9) 45 (70.3)</td>
</tr>
<tr>
<td>Uncommon but serious side effects of treatment</td>
<td>6.3</td>
<td>6.0 (5.7-6.2) 216 (75.0)</td>
<td>6.6 (6.3-7.0) 87 (77.0)</td>
<td>6.8 (6.3-7.2) 52 (81.3)</td>
</tr>
<tr>
<td>How long it takes for treatment to produce results</td>
<td>6.2</td>
<td>6.0 (5.8-6.3) 222 (77.0)</td>
<td>6.4 (6.0-6.7) 85 (75.2)</td>
<td>6.7 (6.3-7.1) 51 (79.7)</td>
</tr>
<tr>
<td>Cost of treatment to you</td>
<td>6.2</td>
<td>6.0 (5.7-6.2) 181 (62.8)</td>
<td>6.6 (6.2-7.0) 85 (75.2)</td>
<td>6.4 (5.8-7.0) 48 (75)</td>
</tr>
<tr>
<td>What you have to do as part of the treatment</td>
<td>6.2</td>
<td>6.0 (5.8-6.3) 205 (71.2)</td>
<td>6.5 (6.1-6.9) 87 (77.0)</td>
<td>6.5 (6.0-7.0) 50 (78.1)</td>
</tr>
<tr>
<td>Available counseling or psychological treatments</td>
<td>6.1</td>
<td>5.8 (5.6-6.0) 184 (63.9)</td>
<td>6.6 (6.2-6.9) 83 (73.5)</td>
<td>6.5 (6.0-7.0) 45 (70.3)</td>
</tr>
<tr>
<td>Available medication treatments</td>
<td>5.7</td>
<td>5.6 (5.4-5.8) 179 (62.2)</td>
<td>6.0 (5.6-6.4) 68 (60.2)</td>
<td>5.6 (5.0-6.2) 35 (54.5)</td>
</tr>
<tr>
<td>Self-help treatment</td>
<td>5.6</td>
<td>5.7 (5.5-5.9) 164 (56.9)</td>
<td>5.6 (5.1-6.0) 63 (55.8)</td>
<td>5.2 (4.7-5.8) 29 (45.3)</td>
</tr>
<tr>
<td>Exercise</td>
<td>5.6</td>
<td>5.6 (5.4-5.8) 156 (54.2)</td>
<td>5.6 (5.2-6.0) 62 (54.9)</td>
<td>5.3 (4.7-5.8) 28 (43.8)</td>
</tr>
<tr>
<td>Meditation</td>
<td>5.5</td>
<td>5.6 (5.4-5.8) 170 (59.0)</td>
<td>5.5 (5.0-5.9) 62 (54.9)</td>
<td>5.2 (4.6-5.8) 31 (48.4)</td>
</tr>
<tr>
<td>Herbal remedies</td>
<td>5.0</td>
<td>5.2 (4.9-5.4) 170 (59.0)</td>
<td>4.6 (4.1-5.1) 48 (42.5)</td>
<td>4.6 (3.6-5.0) 23 (35.9)</td>
</tr>
<tr>
<td>Cost of treatment to health care system</td>
<td>4.7</td>
<td>5.0 (4.7-5.3) 167 (58.0)</td>
<td>4.3 (3.8-4.9) 43 (38.1)</td>
<td>4.3 (3.6-5.0) 24 (37.5)</td>
</tr>
<tr>
<td>Marijuana</td>
<td>4.7</td>
<td>4.7 (4.4-5.0) 135 (46.9)</td>
<td>4.5 (3.9-5.0) 52 (46.0)</td>
<td>4.7 (4.0-4.4) 28 (43.8)</td>
</tr>
</tbody>
</table>

\(^a\)Information was considered important if it received a mean rating of ≥6 on a scale ranging from 0 (not important) to 8 (very important). The second column provides the weighted average (across samples) of the ratings for each topic. Values in italics denote a CI that differs from the corresponding CI of one or both of the other samples.

\(^b\)Denotes that the CI for a clinic sample is nonoverlapping with the CI of the self-help sample (at 2 decimal places).

\(^c\)Denotes a CI for the self-help sample that is nonoverlapping with the CI of both clinic samples (at 2 decimal places).

Information Received Among Those With Counseling or Therapy Experience

Table 3 provides ratings of the amount of information that respondents with psychological treatment experience had received when deciding to start this form of treatment for anxiety. Overall, the findings highlight that individuals in all 3 samples received, at best, a moderate amount of information on the different topics (all mean ratings ≤5.0). No topic received the highest rating, confirming that participants were generally dissatisfied with the amount of information they received. Thus, respondents in the self-help sample reported accessing significantly more information than those in the psychiatry sample on 9 of the 12 topics and significantly more information than the psychology sample on all the topics. Moreover, whereas the proportion of individuals in the self-help sample who felt that they had received an appropriate amount of information (rating≥6) ranged from 22% to 52% across topics, the proportion of individuals in the 2 clinical samples who felt this way was much lower, ranging from 2% to 27% across topics. All groups reported receiving the largest amount of information regarding available medication treatments, what the consumer has to do as part of the treatment, the goal or outcome of treatment, how...
treatment works, and how long treatment takes to produce results.

Table 3. Ratings of how appropriate the amount of information received was when making decisions about starting counseling or therapy for an anxiety problem.\(^a\)

<table>
<thead>
<tr>
<th>Information topic</th>
<th>Weighted mean rating</th>
<th>Self-help sample (n=194)</th>
<th>Psychiatry sample (n=41)</th>
<th>Psychology sample (n=94)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean rating (95% CI)</td>
<td>With a mean rating ≥6, n (%)</td>
<td>Mean rating (95% CI)</td>
<td>With a mean rating ≥6, n (%)</td>
</tr>
<tr>
<td>Available medication treatments</td>
<td>4.4</td>
<td>5.0 (4.7-5.2)(^b) 101 (52.1)</td>
<td>3.4 (2.9-3.8) 20 (21)</td>
<td>3.7 (3.3-4.2) 3 (7.3)</td>
</tr>
<tr>
<td>What you have to do as part of the treatment</td>
<td>4.3</td>
<td>4.7 (4.5-5.0)(^b) 80 (41.2)</td>
<td>3.8 (3.3-4.2) 25 (27)</td>
<td>3.6 (3.0-4.2) 7 (17.1)</td>
</tr>
<tr>
<td>Goal or outcome of treatment</td>
<td>4.3</td>
<td>4.6 (4.3-4.9) 80 (41.2)</td>
<td>3.8 (3.4-4.2)(^c) 23 (25)</td>
<td>4.0 (3.4-4.6) 8 (19.5)</td>
</tr>
<tr>
<td>How treatment works</td>
<td>4.2</td>
<td>4.6 (4.3-4.8) 64 (33.0)</td>
<td>3.5 (3.1-3.9)(^c) 19 (20)</td>
<td>3.8 (3.1-4.5) 7 (17.1)</td>
</tr>
<tr>
<td>How long it takes for treatment to produce results</td>
<td>4.0</td>
<td>4.5 (4.2-4.8) 70 (36.1)</td>
<td>3.1 (2.7-3.5)(^c) 13 (14)</td>
<td>3.8 (3.1-4.4) 8 (19.5)</td>
</tr>
<tr>
<td>Effectiveness of treatment</td>
<td>4.0</td>
<td>4.7 (4.4-5.1)(^b) 87 (44.8)</td>
<td>2.9 (2.5-3.3) 14 (15)</td>
<td>3.2 (2.6-3.9) 3 (7.3)</td>
</tr>
<tr>
<td>Cost of treatment to you</td>
<td>3.9</td>
<td>4.5 (4.2-4.8)(^b) 74 (38.1)</td>
<td>3.1 (2.6-3.6) 21 (22)</td>
<td>3.2 (2.3-4.0) 8 (19.5)</td>
</tr>
<tr>
<td>How long treatment continues</td>
<td>3.8</td>
<td>4.3 (4.0-4.6)(^b) 43 (22.2)</td>
<td>3.0 (2.6-3.4)(^c) 14 (15)</td>
<td>3.3 (2.6-4.0) 6 (14.6)</td>
</tr>
<tr>
<td>Advantages and disadvantages of treatment</td>
<td>3.7</td>
<td>4.4 (4.1-4.7)(^b) 56 (28.9)</td>
<td>2.7 (2.3-3.1) 9 (10)</td>
<td>3.0 (2.3-3.8) 7 (17.1)</td>
</tr>
<tr>
<td>Common side effects of treatment</td>
<td>3.7</td>
<td>4.3 (4.0-4.6)(^b) 93 (47.9)</td>
<td>2.7 (2.3-3.2) 15 (16)</td>
<td>3.1 (2.4-3.8) 5 (12.2)</td>
</tr>
<tr>
<td>What happens when treatment stops</td>
<td>3.5</td>
<td>4.2 (3.8-4.5)(^b) 70 (36.1)</td>
<td>2.5 (2.1-2.9) 7 (8)</td>
<td>2.7 (1.9-3.5) 4 (9.8)</td>
</tr>
<tr>
<td>Cost of treatment to health care system</td>
<td>2.9</td>
<td>3.8 (3.4-4.2)(^b) 83 (42.8)</td>
<td>1.7 (1.3-2.2) 9 (10)</td>
<td>1.4 (0.77-2.0) 1 (2.4)</td>
</tr>
</tbody>
</table>

\(^a\)Only participants who received previous psychological treatment for anxiety were included in the analyses. The weighted mean collapses across samples. The amount of information received was considered appropriate if it received a mean rating ≥6 on a scale with the following anchors: 0 (none), 2 (too little), 4 (moderate amount), 6 (quite a bit), and 8 (just right amount). Values in italics denote a CI that differs from the corresponding CI for one or both of the other samples.

\(^b\)Denotes that the CI for the self-help sample is nonoverlapping with that of both clinic samples.

\(^c\)Denotes a clinic sample CI that is nonoverlapping with the CI of the self-help sample.

Information Received Among Those With Medication Experience

Table 4 provides ratings of the amount of information that respondents who had previously undergone medication treatment for anxiety had received when deciding to start this form of treatment. Once again, individuals in all 3 samples reported receiving, at best, a moderate amount of information on the different topics. None of the topics received a mean rating >4.8, suggesting that the participants were generally dissatisfied with the amount of information received. All groups reported receiving the greatest amount of information on how long it takes for treatment to produce results, the goal or outcome of treatment, what the consumer has to do as part of the treatment, how treatment works, and common side effects. Respondents in the self-help sample provided higher ratings than the other 2 groups regarding the amount of information available about counseling or psychological treatments, the cost to the consumer and the health care system, and treatment effectiveness.
Table 4. Ratings of how appropriate the amount of information received was when making decisions about starting medication for an anxiety problem.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Information topic</th>
<th>Weighted mean rating</th>
<th>Self-help sample (n=204)</th>
<th>Psychology sample (n=94)</th>
<th>Psychiatry sample (n=43)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean rating (95% CI)</td>
<td>With a mean rating ≥6, n (%)</td>
<td>Mean rating (95% CI)</td>
<td>With a mean rating ≥6, n (%)</td>
</tr>
<tr>
<td>How long it takes for treatment to produce results</td>
<td>4.6 4.8 (4.6-5.1)</td>
<td>102 (50)</td>
<td>4.1 (3.7-4.5)\textsuperscript{b} 32 (34)</td>
<td>4.5 (3.8-5.2) 13 (30.2)</td>
</tr>
<tr>
<td>Goal or outcome of treatment</td>
<td>4.4 4.8 (4.6-5.1)</td>
<td>86 (42.2)</td>
<td>3.8 (3.3-4.2)\textsuperscript{b} 23 (24)</td>
<td>4.1 (3.5-4.7) 8 (18.6)</td>
</tr>
<tr>
<td>What you have to do as part of the treatment</td>
<td>4.2 4.4 (4.2-4.7)</td>
<td>53 (26)</td>
<td>3.8 (3.4-4.3)          24 (26)</td>
<td>3.8 (3.2-4.4) 11 (25.6)</td>
</tr>
<tr>
<td>How treatment works</td>
<td>4.1 4.4 (4.2-4.7)</td>
<td>61 (29.9)</td>
<td>3.5 (3.1-3.9)          18 (19)</td>
<td>4.1 (3.4-4.8) 10 (23.3)</td>
</tr>
<tr>
<td>Common side effects of treatment</td>
<td>4.1 4.4 (4.2-4.7)</td>
<td>67 (32.8)</td>
<td>3.6 (3.2-4.1)\textsuperscript{b} 23 (25)</td>
<td>3.7 (3.0-4.4) 11 (25.6)</td>
</tr>
<tr>
<td>Effectiveness of treatment</td>
<td>4.1 4.6 (4.3-4.8)</td>
<td>86 (42.2)</td>
<td>3.2 (2.8-3.6)          16 (17)</td>
<td>3.6 (2.8-4.3) 7 (16.3)</td>
</tr>
<tr>
<td>Available counseling or psychological treatments</td>
<td>4.0 4.5 (4.2-4.7)\textsuperscript{c}</td>
<td>88 (43.1)</td>
<td>3.3 (2.9-3.8)          24 (26)</td>
<td>3.3 (2.6-3.9) 7 (16.3)</td>
</tr>
<tr>
<td>Advantages and disadvantages of treatment</td>
<td>4.0 4.6 (4.3-4.9)</td>
<td>82 (40.2)</td>
<td>2.8 (2.3-3.2)\textsuperscript{b} 12 (13)</td>
<td>3.5 (2.8-4.3) 11 (25.6)</td>
</tr>
<tr>
<td>How long treatment continues</td>
<td>3.9 4.3 (4.0-4.6)</td>
<td>49 (24)</td>
<td>3.0 (2.6-3.5)\textsuperscript{b} 18 (19)</td>
<td>3.7 (3.1-4.3) 7 (16.3)</td>
</tr>
<tr>
<td>Cost of treatment to you</td>
<td>3.8 4.7 (4.4-5.0)\textsuperscript{c}</td>
<td>80 (39.2)</td>
<td>2.5 (2.0-2.9)          9 (10)</td>
<td>2.5 (1.7-3.3) 6 (14)</td>
</tr>
<tr>
<td>Uncommon but serious side effects of treatment</td>
<td>3.8 4.2 (3.9-4.4)</td>
<td>51 (25)</td>
<td>3.1 (2.6-3.5)\textsuperscript{b} 17 (18)</td>
<td>3.4 (2.7-4.1) 12 (27.9)</td>
</tr>
<tr>
<td>What happens when treatment stops</td>
<td>3.7 4.3 (4.0-4.6)\textsuperscript{c}</td>
<td>76 (37.3)</td>
<td>2.6 (2.1-3.1)          16 (17)</td>
<td>3.1 (2.3-3.8) 10 (23.3)</td>
</tr>
<tr>
<td>Cost of treatment to health care system</td>
<td>2.9 3.9 (3.6-4.3)\textsuperscript{c}</td>
<td>94 (46.1)</td>
<td>1.5 (1.1-1.9)          7 (7)</td>
<td>1.5 (0.8-2.1) 3 (7)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Only participants who received previous medication treatment for anxiety were included in the analyses. The weighted mean collapses across samples. The amount of information received was considered appropriate if it received a mean rating ≥6 on a scale with the following anchors: 0 (none), 2 (too little), 4 (moderate amount), 6 (quite a bit), and 8 (just right amount). Values in italics denote a CI that differs from the corresponding CI for one or both of the other samples.

\textsuperscript{b}Denotes a clinic sample CI that is nonoverlapping with the CI of the self-help sample.

\textsuperscript{c}Denotes that the CI for the self-help sample is nonoverlapping with that of both clinic samples.

**Amount of Information Received From Different Sources**

Table 5 indicates the amount of information respondents received from different sources when considering anxiety treatment options. The internet was the highest-rated source, followed by family doctors. In line with the previously discussed findings, the self-help sample indicated receiving more information from 8 of the 10 sources than the clinic samples. Respondents in all samples indicated receiving the least amount of information from nurses.
Table 5. Ratings regarding the amount of information received from different sources.\(^a\)

<table>
<thead>
<tr>
<th>Information topic</th>
<th>Weighted mean rating</th>
<th>Self-help sample (n=286) Mean rating (95% CI) With a mean rating ≥6, n (%)</th>
<th>Psychology sample (n=113) Mean rating (95% CI) With a mean rating ≥6, n (%)</th>
<th>Psychiatry sample (n=64) Mean rating (95% CI) With a mean rating ≥6, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet</td>
<td>4.3</td>
<td>4.7 (4.5-5.0)(^b) 103 (36.0)</td>
<td>3.9 (3.4-4.4) 32 (28.3)</td>
<td>3.4 (2.9-4.0) 12 (18.8)</td>
</tr>
<tr>
<td>Family physician</td>
<td>3.6</td>
<td>3.6 (3.3-3.8) 74 (25.9)</td>
<td>3.8 (3.3-4.3) 33 (29.2)</td>
<td>3.6 (2.9-4.2) 16 (25)</td>
</tr>
<tr>
<td>Counselor or therapist</td>
<td>3.6</td>
<td>4.3 (4.0-4.6)(^b) 117 (40.9)</td>
<td>2.5 (2.0-2.9) 17 (15.0)</td>
<td>2.7 (2.0-3.4) 14 (21.9)</td>
</tr>
<tr>
<td>Psychiatrist</td>
<td>3.1</td>
<td>3.7 (3.4-4.1)(^b) 109 (38.1)</td>
<td>2.3 (1.9-2.8) 17 (15.0)</td>
<td>2.1 (1.4-2.7) 7 (10.9)</td>
</tr>
<tr>
<td>Friend</td>
<td>3.1</td>
<td>3.6 (3.3-3.9)(^b) 63 (22.0)</td>
<td>2.5 (2.0-3.0) 16 (14.2)</td>
<td>2.1 (1.5-2.6) 7 (10.9)</td>
</tr>
<tr>
<td>Psychologist</td>
<td>3.1</td>
<td>3.7 (3.3-4.0)(^b) 103 (36.0)</td>
<td>2.1 (1.7-2.6) 16 (14.2)</td>
<td>2.1 (1.4-2.8) 8 (12.5)</td>
</tr>
<tr>
<td>Book (eg, self-help book)</td>
<td>3.0</td>
<td>3.6 (3.3-3.9)(^b) 86 (30.1)</td>
<td>2.1 (1.7-2.6) 12 (10.6)</td>
<td>1.9 (1.3-2.5) 5 (7.8)</td>
</tr>
<tr>
<td>Family member (who is not a partner or spouse)</td>
<td>2.6</td>
<td>2.9 (2.6-3.1) 49 (17.1)</td>
<td>2.3 (1.9-2.8) 14 (12.4)</td>
<td>1.9 (1.3-2.5)(^c) 6 (9.4)</td>
</tr>
<tr>
<td>Partner or spouse</td>
<td>2.3</td>
<td>2.8 (2.5-3.1)(^b) 49 (17.1)</td>
<td>1.5 (1.1-1.9) 8 (7.1)</td>
<td>1.4 (0.81-1.9) 5 (7.8)</td>
</tr>
<tr>
<td>Nurse</td>
<td>1.7</td>
<td>2.1 (1.8-2.3)(^b) 32 (11.2)</td>
<td>1.1 (0.73-1.5) 7 (6.2)</td>
<td>1.3 (0.71-1.9) 5 (7.8)</td>
</tr>
</tbody>
</table>

\(^a\)The weighted mean collapses across samples. The amount of information received was considered *appropriate* if it received a mean rating ≥6. Values in italics denote a CI that differs from the corresponding CI for one or both of the other samples.

\(^b\)Denotes that the CI for the self-help sample is nonoverlapping with that of both clinic samples.

\(^c\)Denotes a clinic sample CI that is nonoverlapping with the CI of the self-help sample.

**Predictors of Information Importance and Information Received**

Table 6 describes the regression analyses examining the predictors of the number of information topics considered *important* by participants (information importance composite score) and the number of topics for which an *appropriate* amount of information was received regarding either counseling or therapy or medication treatments (information received composite scores). The results are presented separately for the self-help sample and the combined clinical samples. The partial correlations (\(pr\)) reported in the table, when squared, indicate the unique proportion of the variance in a given outcome variable that is accounted for by each predictor when all other predictors and their shared variance have been accounted for in the relevant model.

In the self-help sample, gender and marital status were significant predictors of all 3 outcome variables. Men and married participants were more likely than women and unmarried participants (respectively) to rate a higher number of information topics as being important and feel that they had received an appropriate amount of information about both counseling or therapy and medication treatments after accounting for other predictors. Being born in Canada emerged as an additional predictor of the number of topics found to be important, and both younger age and higher educational attainment emerged as additional predictors of how appropriate the amount of information received regarding medication treatment was found to be.

Gender was a less important predictor in the regressions performed on the combined clinic sample. Indeed, after accounting for other predictors, men were only more likely than women to report that they had received an appropriate amount of medication information. In contrast, years of education proved to be a somewhat more important predictor in the combined clinic (vs self-help) sample, with higher educational attainment predicting the number of topics found to be important and how appropriate the amount of information received regarding counseling or therapy (and, to a lesser extent, medication) was found to be.
Table 6. Predictors of composite scores for information importance, information received on counseling or therapy, and information received on medication for the self-help and combined clinic samples.  

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Clinic Sample (0=psychiatry, 1=psychology)</th>
<th>Gender (0=male, 1=female)</th>
<th>Birthplace (0=not Canada, 1=Canada)</th>
<th>Marital status (0=not married, 1=married)</th>
<th>Age</th>
<th>Years of education</th>
<th>Total PROMIS (^b) anxiety score</th>
<th>Anxiety disorder diagnosis</th>
<th>Therapy received or needed (^c)</th>
<th>Meds received or needed (^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self-help sample (n=283)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of important topics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B(^e)</td>
<td>-1.42</td>
<td>4.28</td>
<td>2.3</td>
<td>-0.003</td>
<td>-0.070</td>
<td>-0.020</td>
<td>.470</td>
<td>1.86</td>
<td>-2.20</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pr(^f)</td>
<td>-0.130</td>
<td>0.180</td>
<td>0.180</td>
<td>-0.010</td>
<td>-0.050</td>
<td>-0.020</td>
<td>0.030</td>
<td>0.100</td>
<td>-0.110</td>
<td></td>
</tr>
<tr>
<td>Right amount of counseling or therapy information</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>-1.15</td>
<td>1.11</td>
<td>1.57</td>
<td>-0.003</td>
<td>-0.070</td>
<td>-0.020</td>
<td>1.49</td>
<td>-</td>
<td>-0.450</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pr</td>
<td>-0.180</td>
<td>0.090</td>
<td>0.200</td>
<td>-0.160</td>
<td>0.270</td>
<td>0.180</td>
<td>0.110</td>
<td>-</td>
<td>-0.030</td>
<td></td>
</tr>
<tr>
<td>Right amount of medication information</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>-2.11</td>
<td>2.18</td>
<td>2.03</td>
<td>-0.090</td>
<td>.310</td>
<td>.090</td>
<td>-0.460</td>
<td>1.38</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pr</td>
<td>-0.240</td>
<td>0.120</td>
<td>0.200</td>
<td>-0.020</td>
<td>-0.050</td>
<td>0.290</td>
<td>-0.020</td>
<td>0.080</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td><strong>Combined clinic samples (n=170)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of important topics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>-0.135</td>
<td>0.187</td>
<td>3.14</td>
<td>1.06</td>
<td>.040</td>
<td>.295</td>
<td>.050</td>
<td>-0.402</td>
<td>.035</td>
<td>2.65</td>
</tr>
<tr>
<td>P value</td>
<td>.88</td>
<td>.84</td>
<td>.07</td>
<td>.25</td>
<td>.21</td>
<td>.05</td>
<td>.47</td>
<td>.72</td>
<td>.98</td>
<td>.06</td>
</tr>
<tr>
<td>pr</td>
<td>-0.010</td>
<td>0.020</td>
<td>0.140</td>
<td>0.090</td>
<td>0.100</td>
<td>0.150</td>
<td>0.060</td>
<td>-0.030</td>
<td>0.002</td>
<td>0.150</td>
</tr>
<tr>
<td>Right amount of counseling or therapy information</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>.450</td>
<td>.020</td>
<td>-0.350</td>
<td>.120</td>
<td>-0.010</td>
<td>.160</td>
<td>.002</td>
<td>.450</td>
<td>-</td>
<td>.270</td>
</tr>
<tr>
<td>P value</td>
<td>.34</td>
<td>.97</td>
<td>.72</td>
<td>.80</td>
<td>.71</td>
<td>.03</td>
<td>.97</td>
<td>.49</td>
<td>-</td>
<td>.76</td>
</tr>
<tr>
<td>pr</td>
<td>0.080</td>
<td>0.003</td>
<td>-0.030</td>
<td>0.020</td>
<td>-0.030</td>
<td>0.190</td>
<td>0.004</td>
<td>0.060</td>
<td>-</td>
<td>0.030</td>
</tr>
<tr>
<td>Right amount of medication information</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>-0.117</td>
<td>-2.26</td>
<td>.360</td>
<td>1.40</td>
<td>-0.060</td>
<td>.249</td>
<td>-0.020</td>
<td>1.81</td>
<td>2.90</td>
<td>-</td>
</tr>
<tr>
<td>P value</td>
<td>.90</td>
<td>.02</td>
<td>.20</td>
<td>.13</td>
<td>.06</td>
<td>.08</td>
<td>.81</td>
<td>.13</td>
<td>.18</td>
<td>-</td>
</tr>
<tr>
<td>pr</td>
<td>-0.010</td>
<td>-0.210</td>
<td>0.020</td>
<td>0.130</td>
<td>-0.170</td>
<td>0.150</td>
<td>-0.020</td>
<td>0.130</td>
<td>0.120</td>
<td>-</td>
</tr>
</tbody>
</table>

\(^a\)The number of important topics was defined as the number of topics that received a rating of \(\geq 6\) for topic importance. The number of topics for which the right amount of counseling or therapy or medication information was provided equaled the number of topics receiving a rating of \(\geq 6\) for amount of information received. Values in italics are significant at \(P < .05\).

\(^b\)PROMIS: Patient-Reported Outcomes Measurement Information System.

\(^c\)Therapy received or needed refers to the number of individuals who indicated that they had previously received counseling or therapy for anxiety in the past or who felt they would have benefited from doing so.

\(^d\)Medication received or needed refers to the number of individuals who indicated that they had previously received medication for anxiety in the past or who felt they would have benefited from doing so.

\(^e\)B: unstandardized beta.

\(^f\)Clinic sample membership is not applicable to the analyses within the self-help sample.

\(^g\)pr: partial correlation.

### Discussion

#### Principal Findings

This study addressed a gap in the literature in that it is one of the first to explore anxiety treatment information needs and one of the first to assess these needs in samples enrolled via different routes (ie, from psychology or psychiatry clinics vs on the web). Although individuals from both clinic and self-help samples are seeking information, we can speculate that they are likely at different points on their treatment-seeking journey.
Specifically, whereas individuals in the clinic samples may have been actively engaging or preparing to engage in a specific form of treatment, individuals in the self-help sample may have still been seeking information about various treatment options, either for themselves or for another person (eg, family member or friend).

The 2 clinical samples comprised individuals with similar demographic characteristics. They also had a higher proportion of women than the self-help sample. This is congruous with the idea that women are more likely than men to seek treatment for mental health problems [13], even if men desire such information. The clinic samples were also significantly older than the self-help sample, which may simply reflect the fact that younger people are more regular users of the internet [14] and may therefore have been more likely to view our survey link posted on the ADAM website. Previous research also suggests that younger people are more likely to participate in shared decision-making [15], which may make them more interested in accessing information about topics such as anxiety and its treatment. Interestingly, most of the self-help sample reported a previous diagnosis of an anxiety disorder and had either received or felt they would have benefited from counseling or therapy and/or medication for anxiety in the past. This suggests that they may have been interested in participating in the survey because of their personal struggles regarding how best to manage symptoms of anxiety.

Not surprisingly, the psychology sample had the highest proportion of individuals with counseling or therapy experience. People who have previously received therapy may be more likely to continue to seek out therapy in the future, given that they tend to behave in a way consistent with their past behavior [16]. Interestingly, the psychology sample also had the highest proportion of individuals who had previously received medication treatment for anxiety. A possible explanation for this finding may be that the clinic from which the psychology sample was recruited has a long waitlist, and some individuals may have tried medication or another treatment for their anxiety before they were seen by this service. Finally, although more than three-quarters of individuals in each sample felt that they had not received counseling or therapy in the past when it might have been beneficial to do so, members of the self-help sample were more likely than those recruited through clinics to report feeling that they might have benefited from receiving medication in the past. This supports the view expressed earlier in the Discussion section that members of the self-help group were more ambivalent about what the best course of treatment for anxiety is likely to be. Overall, the sample differences described above support the view that people currently seeking treatment differ from those currently accessing information in terms of their information needs.

All 3 samples viewed information on a wide range of topics as important, consistent with our group’s earlier work involving information needs related to stress, anxiety, and depression [7,9]. This is also consistent with the information needs for people with other health issues such as cancer [17]. The ratings of the importance of specific information topics in this study were also similar to those in our earlier research. The mean ratings of topic importance and proportion of individuals who rated a topic as important were slightly higher in the clinic samples than in the self-help sample. These findings may be related to the fact that those in the clinic samples were actively seeking or engaged in a course of treatment. In their Stages of Change model, Prochaska and DiClemente [18] outlined several stages of behavior change, including precontemplation (more than 6 months until intended action), contemplation (action in the next 6 months), preparation (action in the next month), action (action begins), maintenance (at least 6 months into an action), and termination (during which an individual will not return to old habits). As suggested above, the clinic samples may be quite far along in this process, having made a decision to seek treatment (preparation) and having met with health care providers, such as family physicians, to obtain a clinic referral (action). The discussions that they may have had with health care providers may have helped reflect on the kind of information they would want concerning anxiety treatment. In contrast, members of the self-help sample may primarily be at the precontemplation or contemplation stages and be focused on finding general information for themselves or on behalf of another person.

An area unique to this study was the examination of the amount of information previously received. Overall, the self-help sample provided higher ratings regarding the amount of information received when considering starting counseling or therapy or medication treatment for anxiety. The fact that the psychology clinic sample reported greater treatment experience than the self-help group and that both clinic samples had likely had more opportunities to speak with health care providers about anxiety treatment may have meant that these groups had a better sense of whether they had received the right amount of information on the different topics at the time of the survey, compared with the self-help group. If so, this would suggest that despite seeing a mental health treatment provider, these individuals may still feel inadequately informed about treatment options. In contrast, if the self-help sample was at an earlier stage of the information gathering or treatment-seeking process, they may have (1) been less certain about how much information was actually available on certain topics, (2) had less need for information, or (3) sought information from fewer sources. These factors, alone or in combination, might have led them to feel more satisfied with the amount of information they received. In either case, it is important to note that none of the groups provided high ratings for the appropriateness of the amount of information they received.

It is noteworthy that the clinic samples did not report feeling adequately informed about medical treatments if they were currently seeking counseling or therapy or vice versa. This suggests that people are not necessarily given a choice when starting a treatment, despite the efficacy of both therapy and medication in treating anxiety problems [19-21]. An important clinical implication of these findings is that health care providers need to have more in-depth discussions with their patients about a broad range of topics, including different treatment options, to help their patients decide on the best course of action.

Respondents in the self-help sample indicated that they had received more information from a range of different sources than the clinic samples. Again, this might suggest that members
of the self-help group are interested in gathering much information, whereas the clinic samples are at a stage where they have a better idea of the type of information they want or need and where to obtain it. We also found that in the self-help sample, being a man and being married positively predicted the number of information topics rated as important and the appropriateness of the amount of counseling or therapy and medication treatment information received. Men in this sample may have had less treatment experience than women, which could have influenced their ratings in these areas. It may also be that married people are often interested in gathering information to help them understand or support a spouse who is struggling with anxiety, rather than for themselves. In such cases, it may be useful to include the spouse in an initial treatment session designed to provide psychoeducation about anxiety and its treatment.

All 3 study groups reported that their family physicians were important sources of information. This is not surprising given that the family physician is likely to be one of the first health care providers one sees when struggling with mental health problems such as anxiety. However, it does speak of the importance of family physicians engaging in continuing education to ensure that the information they provide is current and that they can address their patients’ questions. Given the range of topics identified as being of interest, one can imagine how difficult it would be to review all of these topics in a typical primary care visit of 10 to 15 minutes or even in a specialist visit of 20 to 50 minutes. More importantly, from the patient’s perspective, it would be very challenging to process and remember large amounts of information if presented orally, especially for those struggling with anxiety. For these reasons, it would be helpful for health care providers to deliver information in the form of patient-oriented brochures or web-based information that can be reviewed over a longer period and revisited as needed [3,5,8]. A limitation of paper-based formats is that it would take considerable space to address all the topics identified as important in this study and to provide context regarding the quality of the available scientific evidence. An advantage of websites is that they can incorporate drop-down menus and links that allow the consumer to obtain more detailed information about topics of interest. However, research by our group suggests that internet sources are of variable quality [22]. This is of concern, given that all 3 groups in this study reported that the internet was an important source of information. More effort should also be made to ensure that high-quality print and web-based resources are available. Ensuring that the reading level of these materials is low and the clarity of the writing is high is important to ensure that less well-educated members of the public can process them.

Limitations

Although this study addresses gaps in the literature by assessing what information people view as important in considering help for anxiety and what anxiety information they have received in the past, it is not without limitations. A limitation of this study is that it examined the objectives from a quantitative methods perspective. Other useful information may be obtained by collecting open-ended responses in semistructured interviews and using a qualitative approach to data analysis. Another limitation is that this sample may not generalize to individuals not seeking help or information, as many individuals with anxiety do not seek help [23]. A third limitation is that participants in the clinic and self-help samples were individuals in the process of seeking help or information; therefore, the generalizability of the results to all individuals with anxiety problems may be limited. Furthermore, the clinic participants who responded to the survey may not truly reflect those seeking treatment within each clinic. Compared with those who did not participate, those who did were likely individuals who desired more information and aimed to engage in various methods of obtaining information, such as completing a survey related to anxiety treatment. Another limitation of the information needs questions is that they did not undergo a series of reliability and validity tests. This could be a subject of future research. Finally, we were unable to determine the response rate for the self-help sample. Some individuals may have clicked on the link to the survey but decided not to complete it. This is an issue because it is not possible to determine how the sample of respondents compared with the total population of those visiting the website.

Implications

These results indicate that people are interested in a wide range of information topics on anxiety treatment. This is similar to the information needs for people with other health issues such as cancer [17]. However, individuals often do not receive the amount of information that they desire. Health care providers’ understanding of information needs and preferences for persons with anxiety (and other health problems) provides a better appreciation of the patient-preferred role in the treatment decision-making process. This study also demonstrated differences in preferences for the amount of information among individuals. A way to deal with such differences is to produce information focused on each topic and allow consumers to choose their areas of interest. Our research group is currently developing evidence-based materials to treat anxiety. Another issue raised by the findings of this study is that persons with anxiety may not be provided information on different treatment options when seeking treatment. This leads to the question of whether there are any barriers to discussing different options with their health care providers. A hypothesis is that there is a lack of high-quality, evidence-based information that can be used by consumers and health care providers to allow consumers to make informed decisions. Another hypothesis is that health care provider knowledge may vary across providers. For example, general health care providers may not have the in-depth knowledge of treatment options that specialists do [24]. Overall, increasing public knowledge and the use of health information results in more positive attitudes toward help-seeking [2].

Conclusions

This study fills an important gap in the literature by examining the information needs of people with anxiety. The results suggest that people with anxiety are interested in information developed to answer important questions concerning anxiety treatment. Information needs for other common mental health problems have been found to be similar [7,9,25]. Of particular interest to consumers is information about treatment goals and
effectiveness and what happens when the treatment stops [7,9,25]. The wide range of topics judged to be important by individuals with anxiety suggests that it would be very difficult to address these information needs via oral communication during health care visits or using currently available materials. Therefore, it is imperative that high-quality, evidence-based resources be created to assist individuals in making decisions about treatment for problems with anxiety.
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Abstract

Background: Affective characteristics are associated with depression severity, course, and prognosis. Patients’ affect captured by clinicians during sessions may provide a rich source of information that more naturally aligns with the depression course and patient-desired depression outcomes.

Objective: In this paper, we propose an information extraction vocabulary used to pilot the feasibility and reliability of identifying clinician-recorded patient affective states in clinical notes from electronic health records.

Methods: Affect and mood were annotated in 147 clinical notes of 109 patients by 2 independent coders across 3 pilots. Intercoder discrepancies were settled by a third coder. This reference annotation set was used to test a proof-of-concept natural language processing (NLP) system using a named entity recognition approach.

Results: Concepts were frequently addressed in templated format and free text in clinical notes. Annotated data demonstrated that affective characteristics were identified in 87.8% (129/147) of the notes, while mood was identified in 97.3% (143/147) of the notes. The intercoder reliability was consistently good across the pilots (interannotator agreement [IAA] >70%). The final NLP system showed good reliability with the final reference annotation set (mood IAA=85.8%; affect IAA=80.9%).

Conclusions: Affect and mood can be reliably identified in clinician reports and are good targets for NLP. We discuss several next steps to expand on this proof of concept and the value of this research for depression clinical research.

(JMIR Form Res 2022;6(5):e34436) doi:10.2196/34436
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Introduction

Background

Depression is associated with affective characteristics generally insensitive to change [1-3]. Evolutionary theories suggest that affective insensitivity to context or inflexibility to change is an adaptive response that helps preserve energy, a core evolutionary function of depressed mood [3,4]. Unfortunately, contextually insensitive affect appears to have long-term costs for mood, with persistently low reactivity to negative and positive stimuli predicting a poorer depression course with some consistency [5]. Despite these advancements in affective science for understanding depression, these theories have yet to be integrated into clinical practice [6]. Further, clinical practice is still in need of clinical markers that better capture patient-desired outcomes. Current practice guidelines for depression use a symptom management approach to gauge recovery [7]; however, patients place less value on symptom reduction as an outcome and more value on achieving psychological well-being [8]. Based on work consistently showing links between affective flexibility and psychological well-being [2], this paper outlines how clinician-documented affect, which is observed during mental health encounters, may assist in tracking patient-desired depression outcomes over time.

One promising avenue to test this hypothesis is to use data from sequential clinical notes stored in electronic health records (EHRs). EHRs provide temporal information regarding a patient’s affective functioning. As a result, these notes can be used to map a trajectory of outcomes relevant to the depression course. EHRs include significant data from clinical interviews, clinician observations of patients’ affective demeanor, which can capture affective behavior (eg, patient appears unresponsive, incongruent with the emotional content of a verbal report, or agitated), self-reported experiences, and manifestations of physiological affective activation (eg, increased breathing rate and perspiration). Given that affective dysregulation (protracted low mood or anhedonia) is a core aspect of depression, clinicians likely capture relevant affective information in clinical notes and mental health assessment templates, although this is an empirical question that we will revisit in this paper. This information that is already being recorded, through systematic extraction and evaluation, could aid in the development of a measure that incrementally improves how we assess depression, which can ultimately improve clinical practice.

Using data available in the EHR to improve how we capture the depression course and depression outcomes offers mental health care providers a creative solution for bridging clinical science with practice. One way to make use of the EHR and provide a unique opportunity for efficient large-scale investigation is through the development of analytics tools, such as natural language processing (NLP; a method to extract meaningful data from clinical notes) and machine learning (a process to make sense of the data extracted through predictive analyses), both of which can assist with clinical decision-making and make an endeavor, such as the one we are proposing, feasible.

NLP as a Tool for Understanding Depression

NLP research focuses on developing computational models for understanding natural language [9]. NLP, in its many forms, is used to perform information extraction, which is the extraction of predefined information from texts such as clinical notes [10]. Using tools built around ontologies (controlled vocabularies), like SNOMED-CT (Systematized Nomenclature of Medicine-Clinical Terms) [11], NLP has enabled researchers to automate the capture of information in clinical narratives [10]. This data mining of EHRs can be useful for detecting patterns in patient care, such as choice of treatments, adherence, and changes in functioning and well-being over time [12], which can predict patient treatment habits and their symptom outcomes [13], as well as patient outcomes [14].

The application of analytics tools (eg, NLP) has enabled accurate and efficient determination of longitudinal outcomes. For example, a study by Perlis et al [15] applied NLP using notes from 127,504 patients with a billing diagnosis of major depressive disorder. The NLP classification was developed by a panel of expert clinical psychiatrists who reviewed 5198 patient narrative records to define a classification including 34 terms from the clinical annotations that could distinguish patients who were no longer depressed from those who had treatment-resistant depression. The study found that the NLP models were superior to those relying on billing data alone in classifying a patient’s current mood and longitudinal outcome.

Given that information extraction is based on the extraction of predefined information, the first step in developing a new NLP system is defining the constructs of interest. Specifically, we are interested in what constructs may be relevant to the depression course and outcomes. Currently, the gold standard in clinical practice is monitoring of depression symptom severity. However, this does not adequately capture patient-desired outcomes [8]. Given that depression is conceptualized as an affective disorder based on its 2 core symptoms of protracted negative affect and anhedonia [16], we focused on affective functioning in this study. We expect that affect information would be prevalent in mental health care notes because most major types of therapies for depression tackle some aspect of affective functioning, given that depression is an affective disorder.

Using Affective Theories of Depression and Empirical Evidence to Guide NLP Development

In this study, we drew from depression and affective theory and research to predetermine our main constructs, affect and its characteristics. First, it is important to define the distinctions between emotions and affect. Emotions are immediate and often quick responses to stimuli and environmental changes or events, while affect may be a more diffuse response over the course of minutes and even an hour. Relative to emotions and affect, moods are generally thought to be longer, slower moving, and less tied to specific objects or elicitors [17]. In our analyses, we define affect as encompassing fleeting emotions and states that may be captured during a therapeutic session or clinic visit, while moods are defined as capturing long-lasting affective states that may last days or weeks.
The next key step in developing an NLP tool is understanding how depression may impact affective characteristics. This will help generate a set of adjectives that are expected to be seen in notes when affect is described. For example, anecdotally, people struggling with depression complain that their emotional world is undifferentiated, flat, dull, and empty [18], and behavioral observations from inpatient settings document that depression can diminish motivated activity to the point of immobility, even catatonia in severe cases [19], while others have characterized depression as a syndrome marked by inflexibility and stereotypy in cognition, behavior, and physiology [20]. Results from a meta-analysis of 19 laboratory studies on currently depressed individuals revealed a pattern that was termed “emotion context insensitivity” [21,22], in which major depressive disorder was characterized by reduced emotional reactivity to both positively and negatively valenced stimuli, with the reduction larger for positive stimuli (d=−0.53) than for negative stimuli (d=−0.25). Importantly, the meta-analysis revealed similar depression-related differences in emotional reactivity across the following 3 major emotion-response systems: self-reported experience, expressive behavior, and peripheral physiology, reinforcing our current interest in capturing clinician-reported patient affect during clinical sessions. In clinical depression, emotions and affect are often incongruent with mood, in that depressed mood seems to facilitate flat, context insensitive affect, rather than particularly sad emotions [21], a disconnect which seems to strengthen as depression becomes more severe [23].

Our Study

While the Veterans Affairs (VA) EHR contains information about patient clinical and functional characteristics at the time of a visit, much of it is stored in text notes and is not easily extracted or summarized and readily available to clinicians. Thus, NLP could provide a useful solution to making this information accessible and usable. To facilitate the development of an NLP tool that could be applied to affect information in mental health clinical notes, we conducted a series of 3 pilot studies with the following goals: (1) to identify the major constructs associated with depression as indicated by theory and empirical findings to date; (2) to determine if the targeted constructs can be reliably found in the EHR; and (3) to test the feasibility and reliability of an initial NLP system.

Methods

Requesting and Extracting Data

Ethics Statement

The Institutional Review Boards at the Department of VA Research and Development (VA R&D) and the University of South Florida approved this study protocol (approval number: IRBPro000029453) and granted waivers of individual consent based on the absence of individually identifying data. The Department of VA provided a waiver of Health Insurance Portability and Accountability Act authorization for research conducted in this study.

Data Source and Cohort Selection

The sample for this pilot was extracted from a larger study. We obtained data from the VA Corporate Data Warehouse (CDW), an administrative data source that contains electronic medical records of all Veteran patients who receive care through the VA. The patient cohort included Operation Enduring Freedom/Operation Iraqi Freedom Veteran patients aged 18 to 66 years at the time of their initial elevated Patient Health Questionnaire-9 (PHQ-9) score (≥10) indicative of probable depression, which was recorded anytime during fiscal years 2006 to 2016. During data extraction, we excluded patients who were diagnosed with bipolar disorder, personality disorders, psychotic disorders, and pervasive developmental disorders (to be consistent with the National Committee on Quality Assurance measure of quality of care, the Healthcare Effectiveness Data and Information Set), as well as substance abuse and dependence. The rationale for the exclusion criteria is the divergent treatment practices in the presence of these disorders relative to unipolar depression treatment in the absence of these conditions.

Measures

Structured Medical Record Data

Patient (N=109) demographic data extracted from the CDW included age, gender, race, and Hispanic ethnicity. Depressive disorder diagnoses and comorbid posttraumatic stress disorder (PTSD), other anxiety disorders, and adjustment disorders were all captured through ICD-9 (International Classification of Diseases, Ninth Revision) codes. PHQ-9 scores obtained during health care visits at the VA were extracted. Finally, we extracted mental health services data associated with a depressive disorder diagnosis, including note and provider type.

Unstructured Medical Record Data

Mental health clinical notes (N=147) were randomly selected for our sample of VA (N=109). Two annotators (including ARD) were trained, and they independently annotated each document using Extensible Human Oracle Suite of Tools (eHOST) annotation software developed as part of the VA Consortium for Healthcare Informatics Research project [24]. Notes were grouped into 3 sets so that spot checks could be performed on agreement scores to ensure consistency. An iterative process leading to an agreement of at least 0.70 was used.

Annotation Guidelines

To support the completion of the annotation process, we developed annotation guidelines and a schema based on depression and affective theories and the literature. The annotation guidelines were developed like those traditionally used for chart review but included more explicit detail about the specific text strings that should be coded (Table 1).
Mood is a diffuse construct encompassing emotional experiences (defined by behavioral, psychological, physiological, and cognitive aspects) over the course of days/weeks. It is often not context specific like affect, and it can be impacted by pervasive affect and vice versa. This class captures patients’ self-report or clinicians’ observations.

**NLP Procedure**

As a proof of concept, we conducted a pilot of a simple NLP system using a named entity recognition approach on 147 documents using the final annotations as a reference set. The NLP system, implemented in the Python programming language, first parsed the note for sentences and then checked each sentence for occurrences of the terms or phrases identified as “mood” or “affect” in the text. After the initial NLP extraction, each occurrence was recorded in a data set and compared to the annotated reference set. An error analysis was performed by the clinical psychologist. If an instance found by NLP was not originally in the reference set, but was deemed valid, it was added to the reference set and was counted as a true positive.

Table 1. Affect characteristics as identified in clinical notes.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Affect</th>
<th>Mood</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Definition</strong></td>
<td>A superordinate category for all valenced states [25]. Often used interchangeably with affect is emotion, a subtype of affect, which refers to coordinated responses that occur when an organism encounters meaningful stimuli. Can be indexed by cognitive, experiential, central and peripheral physiological responses, and overt behavior.</td>
<td>Mood is a diffuse construct encompassing emotional experiences (defined by behavioral, psychological, physiological, and cognitive aspects) over the course of days/weeks. It is often not context specific like affect, and it can be impacted by pervasive affect and vice versa.</td>
</tr>
<tr>
<td><strong>Characteristics</strong></td>
<td>Descriptive: Blunted, broad, flat, restricted, constricted, less constricted, mood/topic congruent, appropriate to thought/speech content, inappropriate to content, wide ranging, reactive, euthymic, dysthymic, intensity, neither increased nor decreased, irritable, nervous, anxious, sad, angry, tense, labile, within normal limits Behavioral: Crying, laughing, smiling Physiological: Sweating, rapid respiration Timeline of emotional experiences: affect is defined by being observed or expressed during the session.</td>
<td>Descriptive: Depressed/low, dysphoric, anxious, irritable, euphoric, angry Timeline of emotional experiences: mood is defined by a timeline that expands beyond the session.</td>
</tr>
<tr>
<td><strong>Examples (from notes)</strong></td>
<td>“patient appeared sad even when talking about his daughter’s accomplishments,” “patient teared when remembering his lost mother,” “affect is constricted and at times tearful,” “affect is reserved, but reactive,” “affect is tightly controlled, comes across as somewhat blunted,” “affect: tearful at times when appropriate,” “affective expression was serious and melancholic,” “appears sad,” “broader range of affect than yesterday,” “congruent, less flat,” “consistent with mood and topics discussed,” “crying easily,” “difficulty controlling his temper,” “easily tearful,” “easily emotional,” “easily aggravated,” “episodically tearful during the session today,” “expressed frustration and anger multiple times during the assessment,” “feeling emotionally distant,” “his affect seems to be brighter,” “no acute distress noted,” “no emotional response,” “non-labile throughout the session,” “not tearful during the session today,” “patient smiles appropriately,” “poor frustration tolerance,” and “was also able to smile on occasion as appropriate”</td>
<td>“anger/irritable moods,” “anhedonia,” “patient reports anxious mood that varies from daily to weekly,” “anxious, sometimes depressed,” “become anxious in crowds,” “depressed,” “devoid of feeling,” “down moods,” “emotional numbing,” “dysphoric/dysthymic,” “emotionally flattening,” “fluctuations in mood,” “feeling unhappy,” “has mood swings (irritable, anxious, depressed),” “he frequently becomes frustrated,” “he has been in a foul mood,” “I am not depressed, I am just angry,” “improved mood,” “increased anxiety over the past few weeks,” “lack of interest in activities,” “lack of pleasure,” “lacks sexual interest,” “less mood instability,” “little interest or pleasure in doing things,” “mood described as ok,” “mood has remained somewhat depressed,” “mood is described as better,” “mood was neutral,” “not as depressed as he says he feels,” “moody,” “my mood is ok and I am not depressed as much now,” “no mood lability,” and “sustained low/down mood”</td>
</tr>
</tbody>
</table>

**Affect**

Affect is a class that can encompass emotional responses to immediate stimuli and therefore is context dependent. Affect can capture immediate responses as well as responses over the course of minutes to an hour. Affective experience is often multi-component involving behavioral, psychological, physiological, cognitive aspects. This class captures the clinicians’ observations of the patients’ affect (which can be a summation of observations of portrayed emotional behaviors, such as crying and laughing; outward expression of physiological symptoms, such as sweating and rapid respiration; and verbalized cognitions and experiences related to affect, such as expressed distress and worry).

**Mood**

Mood is a diffuse construct encompassing emotional experiences (defined by behavioral, psychological, physiological, and cognitive aspects) over the course of days and weeks. It is often not context specific like affect, and it can be impacted by pervasive affect and vice versa. This class captures patients’ self-report or clinicians’ observations.
## Results

### Structured Medical Record Data

#### Note Characteristics

Out of 147 notes, 64 (43.5%) were written by psychology and 83 (56.5%) by psychiatry mental health providers. The large majority of the notes (119/147, 81.0%) were generated by clinical providers conducting outpatient visits in a VA mental health clinic (ie, specialty clinic), and only 28 (19%) notes were generated in a primary care outpatient setting with an integrated mental health provider. The types of notes are presented in Table 2.

<table>
<thead>
<tr>
<th>Type of note</th>
<th>Value (N=147), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental health consult</td>
<td>16 (10.9)</td>
</tr>
<tr>
<td>Mental health note</td>
<td>38 (25.9)</td>
</tr>
<tr>
<td>Mental health outpatient note</td>
<td>5 (3.4)</td>
</tr>
<tr>
<td>Psychiatry medication management</td>
<td>33 (22.4)</td>
</tr>
<tr>
<td>Psychiatry note</td>
<td>27 (18.4)</td>
</tr>
<tr>
<td>Psychology note</td>
<td>11 (7.5)</td>
</tr>
<tr>
<td>Other types</td>
<td>17 (11.6)</td>
</tr>
</tbody>
</table>

### Patient Characteristics

The notes included in this pilot were extracted from 109 patients. Patients were on average 40.7 years old (SD 8.2 years; range 27-66 years). Moreover, 100 (91.7%) were male and 57 (52.3%) were married. Clinically, all patients had probable depression (PHQ-9 ≥10). Mean depression severity was 16.1, which is indicative of moderately severe depression (SD 4.1; range 10-25). Diagnostic information suggested that 100 (91.7%) patients had received a depression diagnosis in their charts, 97 (89.0%) had a PTSD diagnosis, and 46 (42.2%) had another anxiety or an adjustment disorder diagnosis.

### Unstructured Medical Record Data

#### Annotation Findings

As noted in Table 3, coding reliability was consistently good across our 3 pilots (range of $F$ measure 70%-80%). The language processing data demonstrated that affect characteristics were identified in 123 (83.7%) notes, while mood characteristics were identified in 143 (97.3%) notes. Affect was recorded in 71.9% (46/64) of all notes reported by a clinical psychologist and 92.8% (77/83) of all notes recorded by a psychiatrist. Of those notes reporting any affect during a visit, 37.4% (46/123) were psychology notes and 62.6% (77/123) were psychiatry notes.

### NLP Accuracy

An overall accuracy of 84.4% was achieved by the NLP system relative to a final reference set of annotations of the 2 concepts. Individually, NLP accuracy in identifying “mood” reached 85.8%, while NLP accuracy in identifying “affect” reached 80.9%.

### Discussion

#### Principal Findings

Our preliminary main findings suggest that (1) our theory-driven vocabulary describing affect is indeed captured in patient records with regularity; (2) our vocabulary captured affect in a manner that led to reliable coding by 2 independent coders across 3 pilot samples of clinical notes; and (3) a proof-of-concept NLP system showed good accuracy in capturing affect relative to human coding. Other observations are that affect is frequently present in mental health notes, especially as documented by psychologists and psychiatrists in specialty clinics; clinicians more often documented negative affect, while positive affect was rarely observed in our pilot. Although much of the characteristics were static, in that they were describing emotional expressions specific to the session being documented, on occasion, clinicians did use words suggestive of change, such as comparative adjectives (eg, improved, better, and less). The pilot findings provide preliminary proof of our concept. Affective characteristics of depressed patients that are theoretically relevant to the depression course and outcomes are frequently reported and reliably identifiable in clinical notes. Our findings showed that clinicians regularly report on patient affective characteristics of depressed patients.
characteristics that are theoretically and empirically relevant to depression. Although this stored information is not readily accessible to use for outcome research or treatment planning purposes, it appeared to be reported frequently and in a manner that led to reliable coding. Finally, this initial pilot NLP effort showed that we will be able to reliably identify “mood” and “affect” in patients’ medical records.

This work also provided preliminary evidence that affect is described in a variable yet consistent manner, which likely contributed to affect being reliably extracted. Our initial annotation scheme was developed by extracting affect characteristics gleaned from theory and empirical evidence. Both anecdotal accounts [18] and theory of affective functioning in depression [3,4] describe depressed persons reporting their experience of the world as undifferentiated, dull, and generally in a manner that is unresponsive or insensitive to changing contexts. Similarly, many of the patients captured in our pilot data were described as exhibiting “constricted affect, or tightly controlled, coming across as blunted.” Conversely, few patient accounts could be described as labile. Lability of affect appeared more often related to anger, rather than uncontrollable fits of crying spells, for example. Although crying was the most often cited emotional behavior, it was often described as episodic, and the intensity was rarely recorded and mostly implied by therapists’ use of words such as tearful versus crying spell. In future work, it will be important to evaluate whether signs and evidence of reactivity, even when temporary, are related to depression improvement. This work suggests that evidence of emotional reactivity to emotional stimuli is generally related to a more benign course of depression [5]. Finally, positive affect, although theoretically [26] and empirically [2,22] (meta-analyses showing larger effects for positive than negative affect in relation to depression) relevant to the depression state and course [5], was rarely recorded in clinical notes describing patient affect in the session.

The findings that only one-third of the notes documenting affect were written by a psychologist and only two-thirds of all psychologist-written notes documented affect were moderately surprising. This was in part because the gold standard therapy for depression, cognitive behavioral therapy, focuses on developing affective awareness as a major component of the early stages of the therapy. The capacity to distinguish among negative affects is instrumental in the successful deployment of appropriate affect regulation strategies [27]. The fact that psychologists do not always record affect may be important to monitor, especially for studies evaluating consistency in how patients present across clinicians who see patients within the same day. It may also be important to evaluate whether there are qualitative and quantitative differences in the manner that affect is being recorded by psychology and psychiatry notes. Although the high overall accuracy of our NLP tool was reassuring, future work on a larger corpus of notes should look at variability in accuracy based on note characteristics.

Furthermore, although our pilot work was limited in scope, the richness of language observed to be used in clinical notes suggests that tracking change will also be feasible on a larger scale. Relevant to capturing affective changes over time that may map onto depression progress and outcomes, we also observed in our annotations language that implied change. Specifically, clinicians used comparative adjectives, such as better and less, to describe observed affective change and record noticeable change from prior sessions. Comparative adjectives will be an important new class of annotations in the next step of this area of research, as they will help with tracking affective and mood changes over time, which are both important to understanding the depression course and possibly depression outcomes.

**Implications of This Work for Understanding and Predicting Depression Outcomes**

There is a need for better affective theories that make predictions of the role of affect in the course and outcomes of depression, building on strong evidence showing the implication of affective changes in the course and outcomes of depression [5]. Across various measures of affect, both reduced positive affect and reduced state negative affect predicted a poor depression course. Based on prior work, greater affective responsiveness to sad [21] and amusing [23] laboratory stimuli predicted a more benign course of major depression. Conversely, lack of affective response predicted long-term heightened depression severity. For example, greater endorsement of positive, but not negative, words predicted depressive symptoms 9 months later [28], and people with depression exhibiting the lowest behavioral reactivity to an amusing film showed worse depression severity 1 year later [23]. Affective reactivity to daily life events was predictive of symptomatic change at 1 month after treatment [29]. This body of work suggests that signs of positive and negative affect dysregulation are likely to be germane to the prediction of long-term outcomes in depression.

Finally, affective characteristics also appear to fluctuate with the depressed state and history, such that remitted depressed individuals look more like healthy controls than currently depressed individuals on various measures of affective reactivity (measured through physiological and behavioral measures) [30,31]. Prospective links between affect and depression outcomes make good sense within a functionalist perspective on affect [32], given that affect represents dynamic adjustments to environmental challenges and opportunities across time. Nevertheless, we do not yet know how observable affective characteristics within the context of naturalistic mental health visits are important in predicting the depression course in the context of mental health care. While other studies have demonstrated success using NLP to detect treatment-resistant depression [15], we propose that future work may build on our findings by specifically relating affect-related measures to depression outcomes in adults.

**Future Directions**

Despite research indicating the potential for improvements in depression outcomes, there is a dearth of research on outcome enhancement through the use of analytics tools. Using NLP to develop methods to reliably extract the routine documentation of affect by mental health care providers in clinical notes and structure it for use in health services research is a foundational step. We would like to offer the following suggestions for future research that could help this field move forward:
1. The development of NLP analysis that may predict depression outcomes is the ideal extension of this work. Hence, the evaluation of affect over time is a crucial next step. Specifically, the next meaningful question is as follows: Are we able to detect meaningful change in affect across sequential notes? Practically, is affect reported and recorded in a way that will translate to an observable and clinically meaningful change? Extraction of affect over time within the patient is key for this step. Based on the literature reviewed in this proof of concept and our pilot work, we believe this will be a fruitful endeavor.

2. Another necessary step entails validation of our “measure.” Does our measure converge with measures we assume it intersects with, such as measures of depression symptoms, well-being, and functioning? Such work not only would provide a preliminary validation for this clinical tool, but also may highlight potential discriminant validity. To further validate this tool, collection of patient behaviors during clinical sessions and evaluation of the alignment or misalignment with provider coding of affect would initiate an evaluation of the pieces of information that providers account for when coding a patient’s affective state during a session.

3. Ultimately, our work sets the preliminary steps to developing an NLP tool. Automating the extraction and interpretation of affective information from mental health session notes would provide a monitoring tool that could benefit patients and clinicians alike by highlighting clinically meaningful changes. This information could inform clinical decision-making.
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Abstract

Background: The COVID-19 pandemic has resulted in unprecedented uptake of telepsychology services; however, clinicians have mixed attitudes toward virtual technologies.

Objective: This study (1) explored clinicians’ experiences of and intentions to use video, telephone, and in-person services, and (2) tested the utility of the unified theory of acceptance and use of technology (UTAUT) to predict clinicians’ intentions to offer telepsychology after the COVID-19 pandemic.

Methods: Clinician satisfaction and therapeutic alliance were compared across in-person, video, and telephone services, while technology attitudes and intention to use after the pandemic were compared across video and telephone services among 118 addiction and mental health clinicians during the COVID-19 pandemic.

Results: Clinicians reported more positive experiences with in-person services than both virtual technologies; further, clinicians reported greater positive experiences, attitudes, and intentions to use video services than telephone services across measures. Based on the UTAUT, performance expectancy positively predicted concurrent intentions to use video services ($\beta=0.46; P<.001$) and telephone services ($\beta=0.35; P<.001$) after the pandemic. Social influence ($\beta=0.24; P=.004$) and facilitating conditions ($\beta=0.19; P=.03$) additionally predicted the intention to use telephone services.

Conclusions: Clinicians rated in-person services more positively than virtual technologies, with video services perceived more positively than telephone services. Performance expectancy was the primary facilitator of the uptake of both virtual modalities.

(JMIR Form Res 2022;6(5):e35535) doi:10.2196/35535
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Introduction
The COVID-19 pandemic has triggered an unprecedented shift toward virtual health care delivery [1]. Telepsychology is the provision of addiction and mental health (AMH) care from a physical distance and includes psychiatric evaluations, therapy, psychoeducation, and medication management [2]. While evidence supports the effectiveness of telepsychology [3-7], clinician hesitancy impedes uptake [5,8,9]. Because telepsychology is expected to play a continued role in service...
delivery after the pandemic [1,10,11], it is critical to understand clinicians’ perceptions of and attitudes toward telepsychology. A clinician’s experience with telepsychology may also contribute to uptake. Perceived weakened therapeutic alliance may be a contributor to poor uptake of telepsychology [4,5], with therapists perceiving poorer therapeutic alliance in virtual than in-person settings [12]. In contrast, client ratings of therapeutic alliance are comparable across virtual and in-person services [13-15]. Clinicians also remain divided in their satisfaction with telepsychology services [9,10,16,17].

The unified theory of acceptance and use of technology (UTAUT) [18] predicts uptake of new technology into practice from the following 4 factors: (1) performance expectancy, the degree to which a technology is expected to improve performance; (2) effort expectancy, the user’s self-efficacy with the technology; (3) social influence, the perceived norms of technology use; and (4) facilitating conditions, including availability of training and technology fit [18-22]. The UTAUT is based on the theory of planned behavior, wherein attitudes predict intentions, which predict behavior [23]. While the postpandemic behavior of clinicians cannot yet be measured, their intention to use technology serves as a proxy.

The utility of technology may vary considerably depending on whether the clinician is using telephone or videoconferencing. The literature offers comparisons of telepsychology (either telephone or video) [13,24] to in-person services, but few comparisons between telepsychology modalities. One meta-analysis indicated that videoconferencing was more effective than telephone for depression and posttraumatic stress disorder in veterans [25], yet a comparison between telepsychology modalities is a major gap in the literature. This study directly compared the experiences of different modalities (ie, in-person, telephone, and video) and further explored factors pertinent to the uptake of telephone- and video-based services in an AMH setting. Specifically, we predicted the following: (1) Clinicians would have the most positive experiences (ie, satisfaction and therapeutic alliance) with in-person sessions, followed by videoconferencing and then telephone; (2) Clinicians would have a greater intention to use videoconferencing than telephone after the pandemic; (3) Clinicians would have more positive technology attitudes toward video than telephone; and (4) Greater performance expectancy, effort expectancy, social influence, and facilitating conditions would predict greater clinician intentions to use virtual services after the pandemic.

**Methods**

**Ethics Approval**
This study was approved by the University of Alberta Health Research Ethics Board (Pro00114433).

**Procedures**
Secondary data were obtained from a virtual health program evaluation conducted from November 16 to December 21, 2020, using an online survey within the publicly funded AMH service in Alberta, Canada. Clinicians who provided services using both telephone and videoconferencing during the pandemic were included in the sample (n=118; see Table 1 for available sample characteristics). Included clinicians were in AMH practice for 13.7 years on average. They reported seeing 64.1% of their virtual clients previously in-person, with individual virtual sessions being the most frequent format (69.7%), followed by group (47.0%) and couple/family (25.4%) sessions.
Table 1. Sociodemographic characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (N=118\textsuperscript{a}), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinician profession</strong></td>
<td></td>
</tr>
<tr>
<td>Psychologist</td>
<td>44 (37.3)</td>
</tr>
<tr>
<td>Social worker</td>
<td>22 (18.6)</td>
</tr>
<tr>
<td>Nurse</td>
<td>16 (13.6)</td>
</tr>
<tr>
<td>Occupational therapist</td>
<td>7 (5.9)</td>
</tr>
<tr>
<td>Psychiatrist</td>
<td>6 (5.1)</td>
</tr>
<tr>
<td>Other</td>
<td>22 (18.6)</td>
</tr>
<tr>
<td><strong>Populations served (categories not mutually exclusive)</strong></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>22 (18.6)</td>
</tr>
<tr>
<td>Adolescents</td>
<td>32 (27.1)</td>
</tr>
<tr>
<td>Young adults</td>
<td>39 (33.1)</td>
</tr>
<tr>
<td>Adults</td>
<td>89 (75.4)</td>
</tr>
<tr>
<td>Older adults</td>
<td>17 (14.4)</td>
</tr>
<tr>
<td>Families</td>
<td>18 (15.3)</td>
</tr>
<tr>
<td><strong>Theoretical orientation</strong></td>
<td></td>
</tr>
<tr>
<td>Cognitive behavioral</td>
<td>42 (35.6)</td>
</tr>
<tr>
<td>Integrative/eclectic</td>
<td>23 (19.5)</td>
</tr>
<tr>
<td>Existential/humanistic</td>
<td>6 (5.1)</td>
</tr>
<tr>
<td>Interpersonal/systemic</td>
<td>6 (5.1)</td>
</tr>
<tr>
<td>Other</td>
<td>19 (16.1)</td>
</tr>
<tr>
<td><strong>Prior experience with telepsychology\textsuperscript{b}</strong></td>
<td></td>
</tr>
<tr>
<td>Do not provide therapy</td>
<td>22 (18.6)</td>
</tr>
<tr>
<td>Telephone</td>
<td>70 (59.3)</td>
</tr>
<tr>
<td>Video</td>
<td>21 (17.8)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Of the total 153 clinicians who completed the survey, 35 used only telephone and were excluded from the analysis to focus on the comparison between telephone and video.

\textsuperscript{b}Clinicians who reported “some or quite a lot” were included in this frequency. The remaining participants reported “none or very little.”

**Measures**

Modifications to measures are displayed in Multimedia Appendix 1. Table S1 in Multimedia Appendix 1 provides the internal consistencies reported in previous literature and this study. The below measures were repeated across video, telephone, and in-person, where applicable.

The Agnew Relationship Measure-5 (ARM-5) \cite{26} assessed therapeutic alliance in virtual settings on a scale of 1 (strongly disagree) to 7 (strongly agree), and was modified to reflect perceived therapeutic alliance for telephone, video, and in-person sessions in general (ie, across sessions and clients).

Clinicians rated their satisfaction with telephone, video, and in-person sessions on a custom scale of 1 (not at all satisfied) to 10 (very satisfied).

Clinicians’ intentions to use technology after the pandemic were measured by the question, “Given the choice, I would offer telephone [video] sessions,” on a scale of 1 (strongly disagree) to 7 (strongly agree).

The UTAUT-Therapist Version \cite{22} assessed technology acceptance using 13 items based on the original UTAUT, on a scale of 1 (strongly disagree) to 5 (strongly agree), with subscales for performance expectancy, effort expectancy, social influence, and facilitating conditions.

**Results**

**Differences Between Telephone and Video Services**

Normality assumptions were tested with the Shapiro-Wilk test, and outliers were assessed by boxplots for all analyses. Adjustments based on violated assumptions are described below.

A one-way repeated measures analysis of variance (ANOVA) tested differences in therapeutic alliance among telephone, video, and in-person services. Epsilon ($\varepsilon=0.850$ \cite{27}) adjusted for a violation of the sphericity assumption ($\chi^2_2=22.359$; $p<0.001$).
Therapeutic alliance was significantly different among modalities \((F_{1,700}, 197.163=46.67; P<.001; \text{ partial } \eta^2=0.287)\). Post-hoc analysis with a Bonferroni adjustment revealed that all pairwise differences between modalities were significant \((P<.001)\), with in-person services having the greatest therapeutic alliance followed by video services and then telephone services (Table 2).

<table>
<thead>
<tr>
<th>Variable</th>
<th>In-person, mean (SD)</th>
<th>Video, mean (SD)</th>
<th>Telephone, mean (SD)</th>
<th>Difference</th>
<th>95% CI</th>
<th>LL(^a)</th>
<th>UL(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-person/video</td>
<td>8.97 (1.22)</td>
<td>7.12 (2.33)</td>
<td>5.60 (2.54)</td>
<td>1.81(^d)</td>
<td>1.19</td>
<td>2.42</td>
<td></td>
</tr>
<tr>
<td>In-person/telephone</td>
<td>N/A(^c)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Video/telephone</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>3.36(^d)</td>
<td>2.69</td>
<td>4.02</td>
<td></td>
</tr>
<tr>
<td><strong>Therapeutic alliance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-person/video</td>
<td>6.09 (0.98)</td>
<td>5.50 (1.05)</td>
<td>5.18 (1.08)</td>
<td>0.57(^d)</td>
<td>0.35</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>In-person/telephone</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.91(^d)</td>
<td>0.64</td>
<td>1.19</td>
<td></td>
</tr>
<tr>
<td>Video/telephone</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.34(^d)</td>
<td>0.15</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td><strong>UTAUT(^e) total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>N/A</td>
<td>3.45 (0.95)</td>
<td>3.48 (0.76)</td>
<td>-0.03</td>
<td>-0.13</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>N/A</td>
<td>3.16 (0.78)</td>
<td>2.82 (0.72)</td>
<td>-0.33(^d)</td>
<td>-0.49</td>
<td>-0.17</td>
<td></td>
</tr>
<tr>
<td>Social influence</td>
<td>N/A</td>
<td>3.59 (0.64)</td>
<td>3.18 (0.70)</td>
<td>-0.41(^d)</td>
<td>-0.56</td>
<td>-0.27</td>
<td></td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>N/A</td>
<td>3.61 (0.68)</td>
<td>3.40 (0.71)</td>
<td>-0.21(^d)</td>
<td>-0.34</td>
<td>-0.08</td>
<td></td>
</tr>
<tr>
<td>Intention to use</td>
<td>N/A</td>
<td>4.59 (2.0)</td>
<td>3.62 (2.1)</td>
<td>-0.975(^d)</td>
<td>-1.332</td>
<td>-0.617</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)LL: lower limit.  
\(^b\)UL: upper limit.  
\(^c\)N/A: not applicable. 
\(^d\)P<.001.  
\(^e\)UTAUT: unified theory of acceptance and use of technology.

A one-way repeated measures ANOVA tested differences between clinicians’ satisfaction with in-person, video, and telephone services. There were significant differences in clinician satisfaction across modalities \((F_{2,228}=82.32; P<.001; \text{ partial } \eta^2=0.419; \text{ Table 2})\). Post-hoc analysis with a Bonferroni adjustment revealed that all pairwise differences between modalities were significant \((P<.001)\), with in-person services having the greatest satisfaction, followed by video services and then telephone services.

A paired samples \(t\) test evaluated the difference between clinicians’ intentions to use video and telephone after the pandemic. Clinicians reported significantly greater intention to use video than telephone after the pandemic \((t_{117}=-5.393; P<.001; d=0.50; \text{ Table 2})\).

A paired samples \(t\) test assessed the difference between UTAUT-T total scores for video and telephone. Clinicians reported significantly greater scores for video than telephone \((t_{117}=-4.200; P<.001; d=0.39)\). Paired samples \(t\) tests revealed significant differences in each of the UTAUT predictors in favor of video \((P\leq.001)\), except effort expectancy \((P=.75)\) (Table 2).

**UTAUT Prediction of the Intention to Use**

A multiple regression was performed to predict the intention to use video, with concurrent performance expectancy, effort expectancy, social inclusion, and facilitating conditions. The model significantly predicted the intention to use video \((F_{4,113}=14.072; P<.001; \text{ adjusted } R^2=0.31)\). Performance expectancy was the only unique predictor \((P<.001)\) (Table 3).

A multiple regression was performed to predict the intention to use telephone, with concurrent UTAUT factors. The model significantly predicted the intention to use telephone \((F_{4,113}=24.348; P<.001; \text{ adjusted } R^2=0.44)\). Performance expectancy \((P<.001)\), social influence \((P=.004)\), and facilitating conditions \((P=.03)\) were unique predictors (Table 4).
Table 3. Multiple regression results for the intention to use video after the pandemic.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$B^a$</th>
<th>SE $B^b$</th>
<th>95% CI for $B$</th>
<th>$\beta^c$</th>
<th>$R^2_f$</th>
<th>$\Delta R^2_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>LL $^c$</td>
<td>UL $^d$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model $^h$</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.58</td>
<td>0.31 $^i$</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.77</td>
<td>1.007</td>
<td>−2.77</td>
<td>1.23</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>1.16 $^j$</td>
<td>0.25</td>
<td>0.66</td>
<td>1.7</td>
<td>0.46 $^j$</td>
<td>N/A</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>0.31</td>
<td>0.25</td>
<td>−0.18</td>
<td>0.80</td>
<td>0.15</td>
<td>N/A</td>
</tr>
<tr>
<td>Social influence</td>
<td>0.28</td>
<td>0.27</td>
<td>−0.26</td>
<td>0.82</td>
<td>0.09</td>
<td>N/A</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>−0.10</td>
<td>0.35</td>
<td>−0.79</td>
<td>0.59</td>
<td>−0.04</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$: unstandardized regression coefficient.
$^b$: standard error of the coefficient.
$^c$: LL: lower limit.
$^d$: UL: upper limit.
$^e$: $\beta$: standardized coefficient.
$^f$: $R^2$: coefficient of determination.
$^g$: $\Delta R^2$: adjusted $R^2$.
$^h$: Model: “Enter” method in SPSS Statistics.
$^i$: N/A: not applicable.
$^j$: $P<.001$.

Table 4. Multiple regression results for the intention to use telephone after the pandemic.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$B^a$</th>
<th>SE $B^b$</th>
<th>95% CI for $B$</th>
<th>$\beta^c$</th>
<th>$R^2_f$</th>
<th>$\Delta R^2_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>LL $^c$</td>
<td>UL $^d$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model $^h$</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.46</td>
<td>0.44 $^i$</td>
</tr>
<tr>
<td>Constant</td>
<td>−4.42</td>
<td>0.88</td>
<td>−6.16</td>
<td>−2.67</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>1.02 $^j$</td>
<td>0.25</td>
<td>0.51</td>
<td>1.52</td>
<td>0.35 $^j$</td>
<td>N/A</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>0.26</td>
<td>0.24</td>
<td>−0.21</td>
<td>0.74</td>
<td>0.09</td>
<td>N/A</td>
</tr>
<tr>
<td>Social influence</td>
<td>0.73 $^k$</td>
<td>0.25</td>
<td>0.24</td>
<td>1.23</td>
<td>0.24 $^k$</td>
<td>N/A</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>0.57 $^l$</td>
<td>0.25</td>
<td>0.06</td>
<td>1.07</td>
<td>0.19 $^l$</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$: unstandardized regression coefficient.
$^b$: standard error of the coefficient.
$^c$: LL: lower limit.
$^d$: UL: upper limit.
$^e$: $\beta$: standardized coefficient.
$^f$: $R^2$: coefficient of determination.
$^g$: $\Delta R^2$: adjusted $R^2$.
$^h$: Model: “Enter” method in SPSS Statistics.
$^i$: N/A: not applicable.
$^j$: $P<.001$.
$^k$: $P=.004$.
$^l$: $P=.03$.

**Discussion**

This study explored the differences in clinicians’ perceptions of in-person, video, and telephone services, and the prediction of the intention to use telpyschotherapy after the pandemic. As hypothesized, clinicians had more positive experiences with in-person services, followed by video services and then telephone services across measures. Additionally, clinicians reported greater intention to continue using video services over telephone services. These findings suggest that the perceived utility of technologies varies in AMH care [25], and the merits of and attitudes toward each require consideration when integrating them into routine practice.
Consistent with previous work, this study demonstrated the utility of the UTAUT for predicting the intention to use telephone and video technologies [12,16,22,24]. Specifically, performance expectancy was predictive of the intention to use both video and telephone services, while social influence and facilitating conditions were additionally predictive of the intention to use telephone services. Because telephone services are so different from in-person services (ie, no visual information), the intention to use may be related to how well it fits for a particular service (eg, medication refills [28]) and how much it is supported by the clinician’s profession. Thus, facilitating conditions and social influence may be more relevant to the uptake of telephone services than video services.

The limitations of this study include its cross-sectional design, which prevents causal conclusions. Further, clinicians’ intentions to use telepsychology are a proxy for actual postpandemic technology use. In addition, the study’s small self-selected sample of public AMH clinicians, with underrepresentation of some professions and service settings, limits the generalizability of the findings. For example, our sample did not include urgent settings, where virtual care may present additional challenges [29]. While this study did not include private practitioners, its focus on public health is unique, compared with previous studies focusing primarily on private practice [1,12,16].

In this study, clinicians reported consistently more positive experiences with video services than telephone services, suggesting that the uptake of videoconferencing will face fewer barriers than telephone; however, an overall preference for in-person sessions may result in a return to prepandemic practices. For some clinicians, misgivings about videoconferencing may stem from low performance expectancy. Education on the establishment of a strong therapeutic alliance and the effectiveness of video-based care could decrease clinician hesitancy [3,6,7,30]. Regarding telephone uptake, improved facilitating conditions, such as training, and positive social influence (ie, promotion) may aid uptake. Exploration of how clinicians’ demographic characteristics (eg, age, gender, and prior experience) relate to telepsychology uptake would clarify necessary training or support. For example, those with minimal prior experience may require greater support [24]. In conclusion, while there has been a practice shift to telepsychology during the COVID-19 pandemic, AMH clinicians will likely require ongoing support to maintain this practice change.
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Abstract

Background: India has the greatest burden of tuberculosis (TB). However, over 15% of the people on antitubercular therapy (ATT) in India are nonadherent. Several adherence monitoring techniques deployed in India to enhance ATT adherence have had modest effects. Increased adoption of mobile phones and other technologies pose potential solutions to measuring and intervening in ATT adherence. Several technology-based interventions around ATT adherence have been demonstrated in other countries.

Objective: The objective of our study was to understand the acceptance of mobile phone adherence supports for ATT using self-administered quantitative measures among patients with TB in South India.

Methods: This exploratory study was conducted at a TB treatment center (TTC) at a tertiary care center in Thrissur District, Kerala, India. We recruited 100 patients with TB on ATT using convenience sampling after obtaining written informed consent. Trained study staff administered the questionnaire in Malayalam, commonly spoken in Kerala, India. We used frequency, mean, median, and SD or IQR to describe the data.

Results: Of the 100 participants diagnosed with TB on ATT, 90% used mobile phones routinely, and 84% owned a mobile phone. Ninety-five percent of participants knew how to use the calling function, while 65% of them did not know how to use the SMS function on their mobile phone. Overall, 89% of the participants did not consider mobile phone–based ATT adherence interventions an intrusion in their privacy, and 93% did not fear stigma if the adherence reminder was received by someone else. Most (95%) of the study participants preferred mobile phone reminders instead of directly observed treatment, short-course. Voice calls (n=80, 80%) were the more preferred reminder modality than SMS reminders (n=5, 5%).

Conclusions: Mobile phones are likely an acceptable platform to deliver ATT adherence interventions among individuals with TB in South India. Preference of voice call reminders may inform the architecture of future adherence interventions surrounding ATT in South India.

(JMIR Form Res 2022;6(5):e37124) doi:10.2196/37124
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Introduction

Tuberculosis (TB) continues to be a significant public health problem globally, with an estimated 10 million new cases in 2019 [1]. It contributes significantly to global mortality, with an estimated 1.2 million TB-related deaths in HIV-negative individuals and 208,000 deaths among people living with HIV. Globally, India accounted for 26% of new cases of TB and carries the greatest burden of multidrug-resistant TB (MDR-TB; 27%). It also ranks first among the countries in which more than 15% of patients with TB and their households have catastrophic expenditures (>20% of total annual household income) on health in terms of total TB cases [1].

Management of TB centers around adherence to antibiotic regimens. Treatment adherence reduces the risk of developing MDR-TB while treating TB. Despite the promise of antitubercular therapy (ATT), nonadherence continues to be a significant problem due to various issues including access to medication, duration of treatment, syndemics such as AIDS and substance use disorder, and lack of routine medication taking behavior [2-6]. In India, it is estimated that >15% of patients with TB on ATT are nonadherent during their treatment regimen [7]. Given the importance of adherence in TB treatment, multiple strategies including mobile phone notifications, digital pillboxes, and ingestible sensors have been employed to ensure access to ATT, adherence to therapy, and persistence of adherence [8-11].

Since 2015, India has enacted national TB guidelines to promote mobile technologies such as 99DOTS, Video Directly Observed Therapy (vDOT), or medication event monitoring systems (MEMS) to support ATT adherence. These strategies are generally linked to mobile or smartphones where users are asked to call a phone number uncovered after opening a pill blister pack to note adherence (99DOTS) [12], use the smartphone video camera to connect or record video of ATT ingestion (vDOT), or link an adherence device to access ATT ingestion patterns (MEMS). In parallel with an emphasis on digital health technologies to measure ATT adherence in India has been a rise in mobile phone and smartphone usage. Currently there are over 1 billion mobile phone users and over 600 million internet users in India [13,14]. In contrast, a lack of familiarity with phones, unstable cellular networks outside of large metropolitan centers, and cost of phones continue to be significant barriers to mobile phone uptake in India.

Given the increasing uptake of mobile phones and their critical role in ATT adherence strategies, we undertook this pilot study in Thrissur District, Kerala, India, to explore the acceptability of adherence support for ATT delivered via mobile phones. The results of this study would help in continued research in developing an ATT adherence monitoring using mobile phones and cumulatively could help in the deployment of such a system in the community in future.

Methods

Recruitment

We conducted a descriptive survey study of 100 patients diagnosed with TB actively on ATT at TB treatment centers (TTCs) in a tertiary care center and other neighboring urban TB treatment centers in Thrissur. These centers manage approximately 300 patients initiated on ATT annually. Participants visiting the TTC were screened and enrolled in the study consecutively if they were over 18 years old and enrolled in the directly observed treatment, short-form (DOTS) program for at least 2 weeks. Minors and individuals who did not speak Malayalam or English were excluded. Potential participants were approached by study staff who confirmed eligibility criteria and described study procedures. Written informed consent was obtained from participants. Next, we administered a quantitative questionnaire to the participant in their local language to understand the use of mobile phones, willingness to engage with mobile phone-based ATT adherence support, and the duration and type of mobile support that would be most acceptable to participants. We also collected baseline demographics and clinical details of the participant from the TB registry at the clinic (Multimedia Appendix 1). The survey was adapted from a previous study conducted in Karnataka, India, that sought to understand the acceptance and feasibility of mobile phone–based interventions for ATT adherence [15]. The adapted survey was tested among the study team members for clarity prior to deployment.

Ethical Considerations

Ethical approval for the study protocol and written consent was obtained from the institutional ethics committee of Amala Institute of Medical Sciences, Thrissur (AIMSEC/21/2018).

Data Analysis

Data were entered into Microsoft Excel and analyzed using SPSS (version 23; IBM Corp). The data were described using frequencies and measures of central tendency (mean and median) and dispersion (SDs and IQRs) as appropriate.

Results

Overview

During the study period, we screened 115 individuals, of whom 100 met the inclusion criteria, signed consent forms, and completed all study procedures. We excluded 15 participants with TB who did not speak Malayalam or English. The mean age of our participants was 44.48 (SD 16.40) years; 69 were male, and 80 were residents of Thrissur. Five reported no formal education, while 79 of individuals reported having less than graduate training. Finally, 57 were currently unemployed. General demographics are described in Table 1.
<table>
<thead>
<tr>
<th>Sociodemographic data</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>69</td>
</tr>
<tr>
<td>Female</td>
<td>31</td>
</tr>
<tr>
<td><strong>Marital status, n</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>76</td>
</tr>
<tr>
<td>Unmarried</td>
<td>24</td>
</tr>
<tr>
<td><strong>Area of residence, n</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>20</td>
</tr>
<tr>
<td>Rural</td>
<td>80</td>
</tr>
<tr>
<td><strong>Education level, n</strong></td>
<td></td>
</tr>
<tr>
<td>No formal</td>
<td>5</td>
</tr>
<tr>
<td>School education(^a)</td>
<td>79</td>
</tr>
<tr>
<td>Graduate/university</td>
<td>13</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>3</td>
</tr>
<tr>
<td><strong>Employment status, n</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>43</td>
</tr>
<tr>
<td>Not employed</td>
<td>57</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>44.5 (16.4)</td>
</tr>
<tr>
<td><strong>Native language, n</strong></td>
<td></td>
</tr>
<tr>
<td>Malayalam</td>
<td>99</td>
</tr>
<tr>
<td>Tamil</td>
<td>1</td>
</tr>
<tr>
<td>Hindi</td>
<td>0</td>
</tr>
<tr>
<td>English</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td><strong>Reading and writing literacy, n</strong></td>
<td></td>
</tr>
<tr>
<td>Malayalam</td>
<td>86</td>
</tr>
<tr>
<td>Tamil</td>
<td>3</td>
</tr>
<tr>
<td>Hindi</td>
<td>2</td>
</tr>
<tr>
<td>English</td>
<td>4</td>
</tr>
<tr>
<td>Other</td>
<td>9</td>
</tr>
<tr>
<td><strong>Registration group (n=99), n</strong></td>
<td></td>
</tr>
<tr>
<td>New case(^b)</td>
<td>86</td>
</tr>
<tr>
<td>Relapse(^c)</td>
<td>9</td>
</tr>
<tr>
<td>Default(^d)</td>
<td>2</td>
</tr>
<tr>
<td>Failure(^e)</td>
<td>2</td>
</tr>
<tr>
<td><strong>Type of tuberculosis, n</strong></td>
<td></td>
</tr>
<tr>
<td>Pulmonary</td>
<td>64</td>
</tr>
<tr>
<td>Extrapulmonary</td>
<td>36</td>
</tr>
<tr>
<td><strong>Sputum type, n</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>58</td>
</tr>
<tr>
<td>Negative</td>
<td>42</td>
</tr>
<tr>
<td>Sociodemographic data</td>
<td>Value</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td><strong>HIV status, n</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>3</td>
</tr>
<tr>
<td>Negative</td>
<td>96</td>
</tr>
<tr>
<td>Unknown</td>
<td>1</td>
</tr>
<tr>
<td><strong>Treatment phase, n</strong></td>
<td></td>
</tr>
<tr>
<td>Intensive</td>
<td>57</td>
</tr>
<tr>
<td>Continuation</td>
<td>43</td>
</tr>
<tr>
<td><strong>Category of treatment, n</strong></td>
<td></td>
</tr>
<tr>
<td>Category 1f</td>
<td>87</td>
</tr>
<tr>
<td>Category 2g</td>
<td>7</td>
</tr>
<tr>
<td>DOTS Plush</td>
<td>3</td>
</tr>
<tr>
<td>Non-DOTSi</td>
<td>3</td>
</tr>
<tr>
<td><strong>Travelling to the DOTS center, n</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>64</td>
</tr>
<tr>
<td>No</td>
<td>36</td>
</tr>
<tr>
<td><strong>Distance to the DOTS center (km), mean (SD)</strong></td>
<td>10.8 (11.2)</td>
</tr>
<tr>
<td><strong>Cost of travel to the DOTS center (INR; INR 1=US $0.013), mean (SD)</strong></td>
<td>17.3 (26.2)</td>
</tr>
<tr>
<td><strong>DOTS appointment missed, n</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16</td>
</tr>
<tr>
<td>No</td>
<td>84</td>
</tr>
</tbody>
</table>

aAny schooling less than a college education.
bA patient who has never had treatment for tuberculosis or has taken antituberculosis drugs for less than 1 month.
cA patient previously treated for tuberculosis who has been declared cured or completed in their most recent treatment episode and is presently diagnosed with bacteriologically confirmed or clinically diagnosed tuberculosis.
dA patient who was previously treated for TB but was lost to follow-up for 2 months or more in their most recent course of treatment and is currently diagnosed with either bacteriologically confirmed or clinically diagnosed tuberculosis.
eA patient who has been previously treated for tuberculosis and whose sputum smear or culture was positive at 5 months or later during treatment.
fNew smear-positive patients with pulmonary tuberculosis.
gSputum smear–positive patients who have relapsed, experienced treatment failure, or are receiving treatment after treatment interruption.
hDOTS Plus: DOTS + diagnosis, treatment, and management of multidrug-resistant tuberculosis.
iAny management other than DOTS.

**Tuberculosis Characteristics**

Eighty-six of our study participants were newly diagnosed with tuberculosis within the past 6 months, and 9 had experienced recurrence after category 1 treatment. Over half (n=64) of the participants were diagnosed with pulmonary TB, of whom 58 were diagnosed with sputum-positive TB and others with sputum-negative chest-symptomatic TB. There were 3 participants with an HIV-TB coinfection. Most participants (n=57) were in the intensive phase of ATT (ie, were taking isoniazid, rifampicin, pyrazinamide, and ethambutol for 2 months), and the rest were in the continuation phase (ie, were taking isoniazid and rifampicin for 4 months) of the treatment. Sixty-four of our participants reported traveling to DOTS centers using public or personal transport and reported spending an average of INR 17.3 (US $0.2) to reach the nearest TTC for each visit. Sixteen participants reported that they had missed their DOTS appointments at least once prior to the survey. The TB characteristics are described in Table 1.

**Ownership and Basic Mobile Phone Functionality**

Of the 100 participants, 90 reported routine use of mobile phones, among whom 39 did not have a camera on their phone, 37 did not know how to use the camera, and 54 did not use any phone function other than calling. Of those who used mobile phones, 84 were the primary owner of the phone and owned at least one phone for a median duration of 6 (IQR 3, 10) years (Table 2). The majority (n=95) reported competence with using voice calls, but 65 did not know how to operate the text messaging function on their phone. When asked about participants usage of mobile phones for connecting with health care facilities, 62 among reached out to their health care provider when they were unwell and 34 of them used it to know the
availability of their doctors. Ownership and basic mobile phone functionality are described in Table 2.

Table 2. Ownership and mobile phone functionality.

<table>
<thead>
<tr>
<th>Ownership and mobile phone functionality</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Routine use of mobile phones (daily use), n</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>90</td>
</tr>
<tr>
<td>No</td>
<td>10</td>
</tr>
<tr>
<td><strong>Phone ownership, n</strong></td>
<td></td>
</tr>
<tr>
<td>Own a phone</td>
<td>84</td>
</tr>
<tr>
<td>Own a phone but share it with other family members</td>
<td>1</td>
</tr>
<tr>
<td>Shared a phone owned by another family member</td>
<td>5</td>
</tr>
<tr>
<td>No phone</td>
<td>10</td>
</tr>
<tr>
<td><strong>Duration of phone use (years), median (IQR)</strong></td>
<td>6 (3, 10)</td>
</tr>
<tr>
<td><strong>Use of calling function, n</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>95</td>
</tr>
<tr>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>Not answered</td>
<td>1</td>
</tr>
<tr>
<td><strong>Use of the SMS function in the phone, n</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>34</td>
</tr>
<tr>
<td>No</td>
<td>65</td>
</tr>
<tr>
<td>Not answered</td>
<td>1</td>
</tr>
<tr>
<td><strong>Camera function available in the phone, n</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>61</td>
</tr>
<tr>
<td>No</td>
<td>39</td>
</tr>
<tr>
<td><strong>Use of camera function on phone, n</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>63</td>
</tr>
<tr>
<td>No</td>
<td>37</td>
</tr>
<tr>
<td><strong>Do you use the alarm function?, n</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>49</td>
</tr>
<tr>
<td>No</td>
<td>51</td>
</tr>
<tr>
<td><strong>Other usages of mobile phones, n</strong></td>
<td></td>
</tr>
<tr>
<td>Listen to the radio</td>
<td>16</td>
</tr>
<tr>
<td>Play games</td>
<td>10</td>
</tr>
<tr>
<td>Watch or stream videos</td>
<td>13</td>
</tr>
<tr>
<td>Others</td>
<td>7</td>
</tr>
<tr>
<td>None</td>
<td>54</td>
</tr>
<tr>
<td><strong>In the past, have you used a phone (mobile or landline) for any of the following?, n</strong></td>
<td></td>
</tr>
<tr>
<td>Calls for medical-related complaints to the health care team</td>
<td>62</td>
</tr>
<tr>
<td>Scheduling physician appointments</td>
<td>34</td>
</tr>
<tr>
<td>Coordinate pick up of antitubercular therapy medication</td>
<td>1</td>
</tr>
<tr>
<td>Purchasing medications</td>
<td>2</td>
</tr>
<tr>
<td>Others</td>
<td>2</td>
</tr>
<tr>
<td>No use of phones for any health-related purposes</td>
<td>2</td>
</tr>
</tbody>
</table>
Acceptability of Mobile Phone Interventions for ATT Adherence

Next, we asked participants about their willingness to use mobile phones to receive messages surrounding ATT adherence (Table 3). Eighty-nine participants were accepting of mobile phone ATT adherence supports, and 93 participants did not fear stigma if ATT adherence reminders were received by someone else. Seventy-four participants reported that they would prefer to use mobile phone reminders as a mode of ATT adherence monitoring, and 95 participants preferred mobile phone reminders instead of current DOTS therapy. Additionally, 78 participants reported that they would be willing to discuss their medical care and adherence with their ATT provider using their mobile phone. When asked around ideal methods for reminders, the majority (n=80) preferred telephone call reminders. When asked about the frequency of reminders, 79 participants reported that they would prefer daily reminders. Malayalam was the preferred language for telephone call (n=79) and text message (n=71) reminders, and they would like to receive it during morning hours between 6 AM and 10 AM (n=80).

We additionally asked about participant preferences to engage with a mobile app to manage and promote ATT adherence. Forty participants indicated they would also use such an app for communication with a counselor or health care providers and 52 would seek information on their prescribed pharmacotherapy via the app (Figure 1).
Table 3. Acceptability of mobile phone usage for ATT adherence and preferences.

<table>
<thead>
<tr>
<th>Acceptability of mobile phone usage for ATT adherence</th>
<th>Value, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mobile phones for medication adherence as an intrusion in a person’s life</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9</td>
</tr>
<tr>
<td>No</td>
<td>89</td>
</tr>
<tr>
<td>Do not know</td>
<td>2</td>
</tr>
<tr>
<td><strong>Fear of stigma if ATT adherence reminder received by someone else</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7</td>
</tr>
<tr>
<td>No</td>
<td>93</td>
</tr>
<tr>
<td><strong>Preference if given a choice to select an adherence monitoring method</strong></td>
<td></td>
</tr>
<tr>
<td>Continue current DOTS therapy</td>
<td>20</td>
</tr>
<tr>
<td>Mobile phone reminders</td>
<td>74</td>
</tr>
<tr>
<td>Discontinue monitoring method</td>
<td>6</td>
</tr>
<tr>
<td><strong>Interactive mobile phone reminders instead of DOTS therapy for ATT adherence</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>95</td>
</tr>
<tr>
<td>No</td>
<td>5</td>
</tr>
<tr>
<td><strong>Reminder preference for ATT adherence support</strong></td>
<td></td>
</tr>
<tr>
<td>Telephone call (audio format)</td>
<td>80</td>
</tr>
<tr>
<td>SMS message</td>
<td>15</td>
</tr>
<tr>
<td>No preference</td>
<td>5</td>
</tr>
<tr>
<td><strong>Language preferred for the telephone call</strong></td>
<td></td>
</tr>
<tr>
<td>Malayalam</td>
<td>79</td>
</tr>
<tr>
<td>English</td>
<td>20</td>
</tr>
<tr>
<td>Others</td>
<td>1</td>
</tr>
<tr>
<td><strong>Language preferred for SMS text messages</strong></td>
<td></td>
</tr>
<tr>
<td>Malayalam</td>
<td>71</td>
</tr>
<tr>
<td>English</td>
<td>28</td>
</tr>
<tr>
<td>Either English/Malayalam</td>
<td>1</td>
</tr>
<tr>
<td><strong>Frequency of reminders</strong></td>
<td></td>
</tr>
<tr>
<td>As often as the medications need to be taken</td>
<td>2</td>
</tr>
<tr>
<td>Daily</td>
<td>79</td>
</tr>
<tr>
<td>Once a week</td>
<td>14</td>
</tr>
<tr>
<td>Twice a week</td>
<td>5</td>
</tr>
<tr>
<td><strong>Time preferred to send reminders</strong></td>
<td></td>
</tr>
<tr>
<td>Prior to expected ingestion events</td>
<td>2</td>
</tr>
<tr>
<td>Morning: 6 AM to 10 AM</td>
<td>80</td>
</tr>
<tr>
<td>Midday: 11 AM to 2 PM</td>
<td>11</td>
</tr>
<tr>
<td>Evening: 3 PM to 6 PM</td>
<td>1</td>
</tr>
<tr>
<td>Late evening or night: 7 PM to 10 PM</td>
<td>6</td>
</tr>
<tr>
<td>Any time</td>
<td>0</td>
</tr>
<tr>
<td><strong>Would you use mobile phone to talk to your doctor or health worker?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes, definitely</td>
<td>78</td>
</tr>
<tr>
<td>Yes, sometimes</td>
<td>18</td>
</tr>
<tr>
<td>Not sure</td>
<td>3</td>
</tr>
</tbody>
</table>
Acceptability of mobile phone usage for ATT adherence

<table>
<thead>
<tr>
<th>Value, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very rarely</td>
</tr>
</tbody>
</table>

*ATT: antitubercular therapy.

Figure 1. Suggested possibilities if the mobile app is developed for tuberculosis. TB: tuberculosis.

**Discussion**

**Principal Findings**

Over the past 10 years, there has been an exponential increase in ownership and usage of mobile phones in India with 1 billion wireless subscribers, expanding possibilities for mobile health–based interventions to address chronic disease [14,16]. Digital health technologies that leverage the use of mobile phones may therefore become widely accessible and used in the Indian context, given the mixed literacy rates and low income [16-18]. Among disease states, adherence to ATT is an attractive target for intervention using mobile phone technology [15,19]. Traditional directly observed treatment, short-course (DOTS) has had suboptimal uptake during the COVID-19 pandemic due to public health measures, and while relaxation of these measures may improve DOTS access, the use of digital health–mediated ATT adherence monitoring is promising [20]. Therefore, it is essential to identify, develop, and implement interventions that support adherence remotely. This study demonstrates a high uptake of mobile phones among patients with TB in Thrissur and their willingness to accept it as a method to provide mobile phone–based reminders such as voice calls to ensure treatment adherence to ATT. The results of this investigation also suggest that a structured intervention supporting ATT adherence using mobile devices in rural setting, such as that in our study, may need to use voice calls as their mainstay.

We found high uptake of mobile phones consistent with literature from India, which has reported up to 81% mobile phone uptake in remote areas of the country [15,21-23]. The study also confirms the high uptake of mobile phones in Thrissur in which the majority of the population is from a rural setting, suggesting the development of mobile phone–based ATT adherence supports could reach individuals on ATT. Importantly, most participants own their phone (84%), can operate the calling function (95%), and would be willing to interact with ATT adherence interventions on their phones (95%). Even individuals who leverage phones shared among multiple family members were willing to receive ATT adherence messages despite the fact that they may be received by another family member. Among these interventions, participants identified the ability to receive reminders and communication from health care providers as highly desirable. This suggests that future interventions could seek to leverage mobile phones as a platform to understand and reinforce ATT adherence.

Importantly, we discovered that most of the participants’ reminder preference is voice calls. Although daunting, the deployment of call center–based adherence reminders and monitoring may be a potential avenue through which population-level adherence interventions around ATT can be enacted. Although phone call–based adherence monitoring may be an indirect measure of adherence, it represents a universal platform that is accessible to those who may potentially need adherence monitoring compared to other programs such as 99DOTS and smart pill bottles. Only a third of the participants reported competence with the SMS function, and 61% could use the camera function on their phones. ATT support via mobile phones as voice calls would be feasible and effective in Kerala. The SMS or camera or video-based...
interventions might require additional support for patients with TB in Kerala. For interventions that rely on SMS text messaging, instruction and support for SMS may need to be integrated into training modules prior to deployment. Voice-based interventions may be feasible in Kerala and eliminate the need for all individuals to travel to the DOTS clinic, thus eliminating this barrier to adherence. A potential system may deploy a call center–based ATT adherence system for individuals on ATT. In order to scale up, programs may consider prerecorded messages or potentially interventions grounded in a voice chatbot that delivers empiric ATT adherence interventions through voice calls. These systems should additionally consider downstream measures to address nonadherence or nonresponse to voice calls. For example, instead of using DOTS for all individuals on ATT, voice calls could potentially identify individuals who have the most difficulty with adherence, and in-person DOTS may be selected as an alternative adherence measure.

In our survey, most of the participants were willing to receive adherence support through mobile phones, and they do not think that it invades their privacy. In addition, many of our participants do not fear the stigma of disclosure of their illness if a reminder about their treatment happens to be seen or received by others. These findings could be attributed to the success of support services offered to patients with TB, creating awareness about the disease among them [24]. Previous studies conducted in other rural areas of India have also reported similar responses [15,23]. However, investigations conducted among the general population found that the stigma surrounding TB still exists. Hence, continued awareness and support programs among patients with TB and the general population are necessary [25,26].

If given a choice, three-fourth of the study population would prefer to use mobile phone technology instead of conventional DOTS. Previous investigations have also shown that the users of 99DOTS reported a need for increased mobile phone support and potential willingness to use mobile phone reminders to improve adherence and ATT monitoring [15]. Based on our findings, enhancing the current 99DOTS program with more human interactions including direct phone calls or automated phone call reminders may be a possible avenue to overcome the pitfalls and strengthen the program.

Limitations
Given that this study was a pilot study carried out only in a single city in South India, it may not be generalizable to the rest of the country. Similar study conducted in another state in South India shares similar results [15]. However, when India as a whole is considered, mobile phone uptake is only 40%; so, generalizability is a concern [27]. We only enrolled people coming to the TB treatment centers, thus resulting in missing nonadherent individuals whose responses could have been different. Further, as the study staff involved in administering the questionnaire were health care personnel, social desirability is likely to have influenced some of the responses, especially those focusing on acceptance of mobile phone–based ATT support.
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Abstract

Background: Digital health interventions have been shown to improve data quality and health services in low- and middle-income countries (LMICs). Nonetheless, in LMICs, systematic assessments of time saved with the use of digital tools are rare. We ran a set of cluster-randomized controlled trials as part of the implementation of a digital maternal and child health registry (eRegistry) in the West Bank, Palestine.

Objective: In the eRegTime study, we compared time spent on health information management in clinics that use the eRegistry versus the existing paper-based documentation system.

Methods: Intervention (eRegistry) and control (paper documentation) arms were defined by a stratified random subsample of primary health care clinics from the concurrent eRegQual trial. We used time-motion methodology to collect data on antenatal care service provision. Four observers used handheld tablets to record time-use data during one working day per clinic. We estimated relative time spent on health information management for booking and follow-up visits and on client care using mixed-effects linear regression.

Results: In total, 22 of the 24 included clinics (12 intervention, 10 control) contributed data; no antenatal care visits occurred in the other two clinics during the study period. A total of 123 and 118 consultations of new pregnancy registrations and follow-up antenatal care visits were observed in the intervention and control groups, respectively. Average time spent on health information management for follow-up antenatal care visits in eRegistry clinics was 5.72 minutes versus 8.10 minutes in control clinics (adjusted relative time 0.69, 95% CI 0.60-0.79; P<.001), and 15.26 minutes versus 18.91 minutes (adjusted relative time 0.96, 95% CI 0.61-1.50; P=.85) for booking visits. The average time spent on documentation, a subcategory of health information management, was 5.50 minutes in eRegistry clinics versus 8.48 minutes in control clinics (adjusted relative time 0.68, 95% CI 0.56-0.83; P<.001). While the average time spent on client care was 5.01 minutes in eRegistry clinics versus 4.91 minutes in control clinics, some uncertainty remains, and the CI was consistent with eRegistry clinics using less, the same, or more time on client care compared to those that use paper (adjusted relative time 0.85, 95% CI 0.64-1.13; P=.27).
Conclusions: The eRegistry captures digital data at point of care during client consultations and generates automated routine reports based on the clinical data entered. Markedly less time (plausibly a saving of at least 18%) was spent on health information management in eRegistry clinics compared to those that use paper-based documentation. This is likely explained by the fact that the eRegistry requires lesser repetitive documentation work than paper-based systems. Adoption of eRegistry-like systems in comparably setting may save valuable and scarce health care resources.

Trial Registration: ISRCTN registry ISRCTN18008445; https://doi.org/10.1186/ISRCTN18008445

International Registered Report Identifier (IRRID): RR2-10.2196/13653
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Introduction

Digital health interventions (DHIs) have the potential to close critical health system gaps toward achieving universal health coverage in low- and middle-income countries (LMICs) [1]. The 2019 World Health Organization (WHO) guideline on DHIs recommends 9 digital interventions for health system strengthening, given certain context-specific implementation considerations [1]. With the release of the guideline, the WHO highlighted the need for better evidence not only on effectiveness of DHIs but also on other policy-relevant questions such as feasibility, cost-effectiveness, and efficiency [1]. A systematic review summarizing evidence on the time efficiency of electronic health records showed that health workers spent less time on documentation [2], while another review showed an increase in documentation time [3]. Both these reviews were conducted in hospital settings in high-income countries. Such evidence is scarcely applicable in LMICs, where clinical tasks and workflow processes as well as the design and purpose of the DHIs are vastly different. We did not find any systematic reviews of studies of efficiency of DHIs in LMICs.

Despite several demonstrated benefits of using DHIs such as improved service quality and coverage [4], data use and information exchange [5], and health outcomes [6,7], challenges such as increased workloads and stress for care providers have also been reported [1]. In LMICs, client loads are heavy and human resources for health care are scarce [8]. In addition to documenting clinical data, health workers in LMICs typically spend considerable amounts of time on reports of aggregate data to their own Ministries of Health and, in many instances, also to donors and program-based funding agencies [9,10]. While DHIs have the potential to save health workers’ time and thereby improve efficiency of the health system, realizing efficiency goals depends on the implementation strategy. Explicit efforts should be made to reduce health workers’ documentation burden, such as removing duplicate and repetitive documentations on paper [11]. In many health systems in LMICs, health workers using DHIs continue to record the same information both digitally and on paper, resulting in longer times spent in data management activities [1]. Compounded with high client loads, such inefficiencies may adversely affect time spent on patient care.

An eRegistry is a digital health information system consisting of client records for tracking clients longitudinally [12]. In Palestine, a Maternal and Child Health eRegistry has been implemented for antenatal, postnatal, and newborn care services in governmental primary health care clinics. The longitudinal data captured in the eRegistry drive health worker clinical decision support based on national guidelines. Embedded in the implementation was a set of cluster-randomized controlled trials; the eRegQual trial assessed the effectiveness of eRegistry’s clinical decision support versus paper-based client records for improving the quality of antenatal care [13,14].

The aim of the eRegTime study was to evaluate the time spent on health information management in eRegistry clinics compared to clinics performing paper-based documentations.

Methods

Study Design, Data Collection, and Outcome Measures

Detailed descriptions of the eRegTime study methodology have been published in the protocol [15]. Briefly, the eRegTime study was conducted in public primary health care clinics providing antenatal care services in the West Bank, in the setting of a cluster-randomized controlled trial (eRegQual), where the eRegistry’s clinical decision support system for antenatal care was evaluated. Of the 119 clusters (primary health care clinics) included in the eRegQual trial, 60 were included in the intervention arm and received the eRegistry with clinical decision support. Built in the District Health Information Software 2 (DHIS2) tracker [16], the eRegistry is accessed through a web-based browser on desktop computers, where care providers enter clinical information in digital client records. The remaining 59 clusters, included in the control arm, continued to use paper-based documentation. The primary health care clinics in the West Bank are staffed by different cadres of health workers including nurses, midwives, and doctors with training in maternal and child health, and obstetricians. The nurse-midwife has the responsibility for most of the documentations in client records and compiling aggregate public health reports for the Ministry of Health, Palestine, and was the only group included for observations in the eRegTime study.

For inclusion in the eRegTime study, two criteria were applied to the primary health care clinics in the eRegQual trial: (1) having only 1 nurse or 1 midwife providing antenatal care services on a given workday (to maintain a 1:1
subject-to-observer ratio) and (2) having, on average, at least 1 booking visit per workday (to capture sufficient antenatal booking visits). A total of 41 clinics were eligible for the time-motion study (20 intervention clusters and 21 control clusters). Of these, 24 clinics (12 eRegistry clinics and 12 paper clinics) were selected by random sampling stratified by laboratory availability, which we reasoned could affect care providers’ activities and clinical workflow. Sampling of clinics was done by researchers independent of the study team. Data on clinic staffing and number of antenatal care visits were derived from an inventory assessment of primary health care clinics in the West Bank, conducted in 2014.

Prior to the eRegTime study, we mapped the workflow in clinics using paper-based documentations (control group), and in clinics using the eRegistry (intervention group) [17]. Our findings showed that a typical workday consisted of client consultations in the mornings, when the nurse or midwife provided routine antenatal care and referred clients to higher levels of care, if appropriate. Clinical documentations were carried out in digital client records in the eRegistry in the intervention group. In the control group, paper-based client records were used. Care providers in intervention and control groups maintained a register book of key indicators for reporting purposes. In addition, in both groups, essential clinical information was documented in a client-held handbook for maternal and child health. Apart from the format (ie, digital vs paper), the eRegistry’s digital client records and the paper-based records contained identical documentation requirements. Afternoon sessions were typically reserved for compiling public health reports, and the nurse or midwife gathered the required information from the client records and registers to calculate aggregate indicators. In the intervention group, automated aggregate reports could be generated in the eRegistry, while in the control group, the reporting was paper-based. Booking visits, when registrations of new pregnancies occur, as well as follow-up antenatal care may be conducted in the primary health care clinics on a given day.

The data collection tool was designed on the basis of the findings from the mapping; a Microsoft Access template from the US Agency for Healthcare Research and Quality [18] was customized for our context. A total of 10 task categories were included in the data collection tool, with each task accompanied by a time stamp. The tool was designed to capture the full range of activities performed by a nurse or midwife in providing antenatal care on a typical workday.

Four data collectors were trained in the use of the data collection tool using the time-motion methodology. Following training, two data collectors individually conducted pilot observations on the same antenatal care consultations in clinics that were not part of the study. That is, 2 observers gathered data on the same day from a clinic using paper-based documentations (control group), while the other 2 observers gathered data from an eRegistry clinic (intervention group). The observers were instructed to only record the primary task in the data collection tool, in case of multitasking by the care provider.

We categorized the tasks in the data collection tool into one of the following six activity types: finding, reading, writing, client care, talking, and miscellaneous [19]. Each antenatal care consultation consisted of differing compositions of the activity types (Figure 1). We applied the task definitions to the final data set and classified each task under one of the following analysis categories: health information management, client care, or miscellaneous (Figure 1). The primary outcome was the time spent on health information management per consultation, defined as the time spent per client consultation on all tasks involving “finding,” “reading,” “writing,” and some tasks listed under “talking” (Figure 1). Time spent on documentation in registers after consultation hours was averaged across the client consultations and added to the health information management time.

In addition to time-motion data, we collected a predefined set of characteristics of clinics and care providers included in the study. No identifiable data were collected on care providers or clients.

It was not possible to blind data collectors, care providers, or clients with respect to allocation owing to the nature of the intervention (eRegistry versus paper-based documentation). However, it was possible to blind them with respect to outcome measurement; that is, data collectors, care providers, and clients were not informed of what was being measured. To reduce possible bias due to lack of blinding to allocation, data collectors were instructed to observe full working days and record data beyond that needed for the computation of the study outcomes. The statistician (CJR) was not involved in data collection and was blinded to treatment allocation for the analyses of relative differences in time used on health information management (primary outcome), client consultation, and client care. It was not possible to blind the statistician to treatment allocation for the analyses of time used finding, reading, and writing files because the treatment allocation was obvious (care providers in the control group could not use a computer for these tasks).
Statistical Analysis

We calculated the sample size by assuming that clinics in the control group (paper-based documentation) spend an average of 10 minutes on health information management per client and that time use would vary more in the intervention (SD 5 minutes) than control clinics (SD 2 minutes). We calculated that a minimum sample size of 8 observations per clinic from each of the 24 clinics would be needed to detect a 25% difference (judged to be clinically meaningful) with 90% power and 5% significance.

We checked data from pilot observations prior to the study for mean (SD) values of time spent on each consultation, health information management, and client care for observations as recorded by each of the observers. We calculated interrater reliability using Cohen $\kappa$ [20] for the total number of task categories per consultation recorded by each pair of observers.

We present sample means for total consultation time, health information management time, and time spent on client care in the control and intervention groups. We transformed time use to the logarithmic scale and used mixed-effects linear regression to estimate relative time use. Use of the logarithmic scale facilitates estimation of relative time and addresses the issue that time use is a nonnegative quantity that is often positively skewed (ie, many consultations are of “typical” duration, but some are much longer). We adjusted for the variables used to stratify [21] and constrain randomization (cluster size and lab availability) [22], which we modeled as fixed effects. We reasoned that booking visits (new pregnancy registrations) are fundamentally different to follow-up antenatal care visits (we anticipated that they would be of longer duration); therefore, we also adjusted for visit type as a fixed effect. We used random intercepts at the level of clinic to model the cluster-randomized design and used clustered sandwich estimation to account for possible within-observer clustering. We exponentiated to obtain estimates of relative time use. To aid interpretation of the estimated quantities, we computed marginal mean times used in total and on health information management, client care, finding, reading, and writing, with respect to cluster size, laboratory availability, and visit.

We followed the intention-to-treat principle for all analyses: clusters (and hence participants) were analyzed in the arms to which they were randomized, and all clusters and participants were included in the analyses. No data were missing. Sample size calculations and statistical analyses were performed using Stata 16 (StataCorp LLC). Protocol deviations are documented in Multimedia Appendix 1.

Ethics Approval

Approvals for conducting the eRegTime study were obtained from the Palestinian Health Research Council (PHRC/HC/208/17) and the Regional Committee for Medical and Health Research Ethics in Norway (2017/400), and from the Ministry of Health, Palestine. Participating clinics and care providers were informed of the data collection. Owing to the inherent hesitancy of clients in the study area in placing signatures on documents, verbal informed consent was obtained from all clients prior to start of observation of antenatal care in the study clinics. This study is reported in accordance with the CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile HEalth Applications and onLine TeleHealth) guidelines (Multimedia Appendix 2).

Results

During the pilot data collection prior to the study, observers 1 and 3 recorded slightly different mean times spent on a consultation (18.3, SD 2.2 minutes vs 17.5, SD 1.3 minutes), on health information management (9.9, SD 2.8 minutes vs 8.9, SD 2.4 minutes), and on client care (8.3, SD 2.3 minutes vs 8.3, SD 1.8 minutes). Interrater reliability (Cohen $\kappa$) for the total
number of task categories per consultation was 0.67, indicating substantial agreement [23]. Recordings of observers 2 and 4 were closer in terms of mean times spent on consultation (11.5, SD 7.9 minutes vs 11.2, SD 7.7 minutes), on health information management (5.7, SD 3.7 minutes vs 5.1, SD 3.1 minutes), and on client care (5.4, SD 4.5 minutes vs 5.8, SD 5.0 minutes). Interrater reliability (Cohen κ) for the total number of task categories per consultation was 0.78, indicating substantial agreement as before.

From August to December 2018, data collection was completed at 10 control clinics and 12 intervention clinics, corresponding to a total observation time of 66 hours 26 minutes, and 61 hours 17 minutes, respectively. Four clinics in the control group and 2 in the intervention group were observed for 2 working days, while the remaining were observed for 1 working day. Data could not be collected from 2 control clinics, since they were small clinics that neither registered new pregnancies nor provided follow-up antenatal care during the data collection period. A total of 118 antenatal care consultations were observed in the control group, of which 19 were booking visits, while 123 antenatal care consultations were observed in the intervention group, of which 11 were booking visits (new pregnancy registrations) (Figure 2).

The age and years of experience of nurses and midwives providing routine antenatal care were comparable across the control and intervention groups (Table 1). A laboratory was available in 6 control clinics and 7 intervention clinics.

Figure 2. Participant flow diagram.
Table 1. Characteristics of clinics and care providers included in the eRegTime study.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control group, mean (SD)</th>
<th>Intervention group, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years) of the care provider&lt;sup&gt;a&lt;/sup&gt;</td>
<td>42.6 (9.3)</td>
<td>43.1 (8.7)</td>
</tr>
<tr>
<td>Care provider’s years of experience</td>
<td>16.0 (8.1)</td>
<td>17.4 (8.8)</td>
</tr>
<tr>
<td>New pregnancy registrations per month during the data collection period</td>
<td>5.5 (2.2)</td>
<td>5.8 (4.9)</td>
</tr>
<tr>
<td>Days of service provision per week</td>
<td>1.7 (1.3)</td>
<td>2.0 (1.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Nurse or midwife providing routine antenatal care in primary care clinics.

Table 2 presents comparisons of control and intervention groups of total time spent per consultation, on health information management (primary outcome) and on client care, for booking visits (new pregnancy registrations), follow-up antenatal care visits, and overall. Total consultation time was shorter in the intervention group (sample mean 11.99 minutes) than the control group (sample mean 15.56 minutes). The intervention group spent 74% (adjusted relative time 0.74, 95% CI 0.60-0.90; P=.003) of the time spent per client consultation in the control group. The intervention appears to have reduced consultation times of follow-up antenatal care visits (adjusted relative time 0.72, 95% CI 0.58-0.90; P=.004), but not booking visits (Table 2). Health information management time per client consultation was shorter in the intervention group (sample mean 6.64 minutes) than in the control group (sample mean 9.84 minutes), with an adjusted relative time of 0.70 (95% CI 0.59-0.82; P<.001). Client care was not different in the intervention group compared to that in the control group overall (sample mean 5.01 minutes vs 4.91 minutes; adjusted relative time 0.85, 95% CI 0.64-1.13), or for booking or follow-up visits (Table 2).

Table 2. Analysis of total time use and time use on health information management and client care in the intervention and control groups.

<table>
<thead>
<tr>
<th></th>
<th>Sample means (minutes)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Relative time (intervention/control)</th>
<th>95% CI</th>
<th>P value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Intervention</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sample (unadjusted)</td>
<td>Adjusted&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total time&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any visit</td>
<td>15.56</td>
<td>11.99</td>
<td>0.77</td>
<td>0.74</td>
</tr>
<tr>
<td>Booking</td>
<td>29.36</td>
<td>24.80</td>
<td>0.84</td>
<td>0.96</td>
</tr>
<tr>
<td>Follow-up</td>
<td>12.91</td>
<td>10.68</td>
<td>0.83</td>
<td>0.72</td>
</tr>
<tr>
<td>Health information management</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any visit</td>
<td>9.84</td>
<td>6.64</td>
<td>0.67</td>
<td>0.70</td>
</tr>
<tr>
<td>Booking</td>
<td>18.91</td>
<td>15.26</td>
<td>0.81</td>
<td>0.96</td>
</tr>
<tr>
<td>Follow-up</td>
<td>8.10</td>
<td>5.72</td>
<td>0.71</td>
<td>0.69</td>
</tr>
<tr>
<td>Client care&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any visit</td>
<td>4.91</td>
<td>5.01</td>
<td>1.02</td>
<td>0.85</td>
</tr>
<tr>
<td>Booking</td>
<td>8.56</td>
<td>8.82</td>
<td>1.03</td>
<td>0.79</td>
</tr>
<tr>
<td>Follow-up</td>
<td>4.22</td>
<td>4.66</td>
<td>1.10</td>
<td>0.84</td>
</tr>
</tbody>
</table>

<sup>a</sup>Sample means were not computed on the log scale.

<sup>b</sup>Estimates of relative time use were adjusted for the stratification variable, cluster size, lab availability, and booking visit.

<sup>c</sup>95% CIs and P values were adjusted for possible cluster effects due to the cluster-randomized controlled trial design and observer.

<sup>d</sup>Total time includes activities not accounted for in health information management and client care.

<sup>e</sup>Booking refers to a new pregnancy registration.

Table 3 shows the relative differences in time used on activities such as finding, reading, and writing—the main activity types that constitute health information management per client consultation—in the intervention versus control groups. The mean time spent on finding files and laboratory test results was longer in the intervention than in the control group (sample means 0.92 vs 0.68 minutes; adjusted relative time 1.30, 95% CI 1.16-1.45) (Table 3). On the other hand, we estimated that the intervention group used only 68% of the time as the control group on writing tasks overall (adjusted relative time 0.68, 95% CI 0.56-0.83) and for follow-up antenatal care visits (adjusted relative time 0.65, 95% CI 0.59-0.72).
Table 3. Analysis of time used in finding, reading, and writing (components of health information management) in the intervention and control groups.

<table>
<thead>
<tr>
<th></th>
<th>Sample means (minutes)a</th>
<th>Relative time (intervention/control)</th>
<th>Sample (unadjusted)</th>
<th>Adjustedb</th>
<th>95% CIc</th>
<th>Pa</th>
<th>95% CIc</th>
<th>P valuec</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Intervention</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finding</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any visit</td>
<td>0.68</td>
<td>0.92</td>
<td>1.34</td>
<td>1.30</td>
<td>1.16-1.45</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bookingd</td>
<td>1.21</td>
<td>1.45</td>
<td>1.20</td>
<td>1.96</td>
<td>0.66-5.79</td>
<td>.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>0.60</td>
<td>0.86</td>
<td>1.42</td>
<td>1.22</td>
<td>1.09-1.36</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any visit</td>
<td>1.20</td>
<td>0.72</td>
<td>0.60</td>
<td>0.92</td>
<td>0.73-1.15</td>
<td>.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Booking</td>
<td>2.10</td>
<td>0.39</td>
<td>0.19</td>
<td>0.80</td>
<td>0.65-0.98</td>
<td>.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>0.99</td>
<td>0.73</td>
<td>0.74</td>
<td>0.92</td>
<td>0.69-1.22</td>
<td>.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Writing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any visit</td>
<td>8.48</td>
<td>5.50</td>
<td>0.65</td>
<td>0.68</td>
<td>0.56-0.83</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Booking</td>
<td>16.48</td>
<td>13.73</td>
<td>0.83</td>
<td>1.30</td>
<td>0.55-3.05</td>
<td>.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>6.94</td>
<td>4.61</td>
<td>0.66</td>
<td>0.65</td>
<td>0.59-0.72</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aSample means were not computed on the log scale.
bEstimates of relative time use were adjusted for the stratification variable, cluster size, lab availability, and booking visit.
c95% CIs and P values were adjusted for possible cluster effects due to the cluster-randomized controlled trial design and observer.
dBooking refers to a new pregnancy registration.

**Discussion**

**Principal Findings**

We conducted a continuous observation time-motion study in the setting of a cluster-randomized controlled trial. The intervention, a digital maternal and child health registry (eRegistry), reduced the time spent on health information management without affecting time spent on client care. More time was saved on health information management for follow-up antenatal care visits compared to booking visits (new pregnancy registrations). Our results suggest that adoption of digital tools like the eRegistry in antenatal clinics in LMICs would be expected to meaningfully reduce time spent by care providers on writing tasks.

**Comparison With Prior Work**

The intervention group in our study had significantly shorter consultation times. In contrast, an assessment in primary care clinics using paper versus electronic health records in Jordan did not show a significant difference in consultation times [24]. However, this result is likely explained by inadequate sample size, since consultation times in clinics using paper records showed wide variations. A multicountry study conducted in Tanzania and Ghana showed that a digital clinical decision support system resulted in increased time spent on antenatal care, although a nonsignificant increase in time was also observed in the nonintervention sites [25]. Booking visits (new pregnancy registrations) typically take longer than follow-up antenatal care visits, as also shown by the results of our study. The eRegistry provides longitudinal digital client records of pregnancies [12], and the care provider can review information from all prior antenatal contacts and proceed with only documenting new information. This is likely to have resulted in time saved on health information management during follow-up antenatal care visits in the intervention group. A time-motion study in Uganda conducting an evaluation of the effect of client summaries, equivalent to eRegistry’s longitudinal client records, found a reduction in time spent on client consultation [26].

Of the subcategories constituting health information management, we estimated a reduction in time spent on writing tasks in the intervention group (sample mean 5.50 minutes vs 8.48 minutes; relative time 0.68, 95% CI 0.56-0.83), amounting to substantial time saved for care providers and the health system. Similar to our results, a systematic review of time efficiency of computer- versus paper-based documentation systems showed a reduction in documentation times with the use of electronic health records of up to 25% for nurses using digital point-of-care tools [2]. In our study, nurses in the control group documented the same information in paper-based client records during consultations and in reporting forms after consultation hours. Redundancies in documentations due to this common practice of maintaining parallel paper-based systems in settings with DHIs have proven to be time-consuming for care providers [10,25]. The eRegistry can generate automated aggregate reports based on digital data entry, and the reduction in time spent on health information management may be attributed to the elimination of some of the dual documentations in the intervention group. A similar digital system in Kenya, which replaced dual documentations, also resulted in time saved for health workers [11]. Further elimination of redundant documentation in register books in the intervention clinics can potentially result in more time saved.
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Decreased time spent on patient care owing to the use of DHIs such as digital client records is a commonly cited concern among care providers [27,28]. In our study, there was no difference in the time spent on direct patient care between the two groups. Finding client files and test results was the only activity type that the intervention group appeared to spend more time on than the control group, possibly because of the fundamental differences in doing digital versus paper-based searches; client searches in the eRegistry require 2 or more personal identifying information.

Strengths and Limitations
Time-motion observations, as in our study, have been shown to be more precise in capturing time data as well as less prone to self-report biases compared to other methodologies such as work sampling and self-reporting surveys [29,30]. Since we sampled from a cluster-randomized controlled trial, clinics using paper-based documentations (control group) were likely to be comparable to the eRegistry clinics (intervention group) in all aspects except for the intervention. Time since first implementation is a crucial factor in the evaluation of time efficiency. A systematic review showed that evaluations of electronic health records performed soon after implementation tend to show reduced documentation times compared to those performed later [31]. The eRegTime study was conducted 18 months after the rollout of the eRegistry. We believe that this allowed sufficient time for care providers to acclimatize to the eRegistry such that our estimates reflect differences with respect to routine clinical practice rather than excessively large effects attributable to a new system. Unlike many other LMICs, the West Bank has no vertical, donor-driven programs for maternal and child health, which demand separate reporting from primary health care. A unified system of automated digital public health reports was relatively easy to roll out—a process that might be challenging in many LMICs.

The study has some limitations. First, our inclusion criteria were based on clinic characteristics from 2014. The sample size was slightly smaller than planned since 2 clinics did not have any antenatal care visits during the data collection period. Second, we conducted only one interrater reliability assessment prior to the study and did not conduct any during the data collection period; however, we did adjust for possible within-observer clustering (see Statistical Analysis in Methods and protocol deviations in Multimedia Appendix 1).

Conclusions
The eRegistry with clinical decision support and automated reporting results in reduced time spent on health information management, possibly without adversely affecting client care time. DHIs that reduce workloads for care providers are perceived as more acceptable, which is crucial for scaling up and sustainability of implementations.
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Abstract

Background: “Essential Coaching for Every Mother” is a Canadian text message–based program that sends daily messages to mothers for 6 weeks after they give birth. There is a need to explore the program’s effectiveness in terms of the participants’ experience to guide refinement and modification.

Objective: This study aimed to describe the process evaluation of the Essential Coaching for Every Mother randomized controlled trial through an evaluation of the research implementation extent and quality.

Methods: Participants were recruited from Nova Scotia, Canada, between January 5 and August 1, 2021. Enrolled participants were randomized into the intervention or control group. Participants randomized to the intervention group received standard care along with the Essential Coaching for Every Mother program’s text messages related to newborn and maternal care for the first 6 weeks after giving birth, while the control group received standard care. Usage data were collected from the SMS text message program used, and participants completed web-based questionnaires at 6 weeks after birth. Quantitative data and qualitative responses to open-ended questions were used to triangulate findings. Quantitative data were summarized using means, SDs, and percentages, as appropriate, while qualitative data were analyzed using thematic analysis.

Results: Of the 295 unique initial contacts, 150 mothers were eligible and completed the baseline survey to be enrolled in the study (intervention, n=78; control, n=72). Of those randomized into the intervention group, 75 (96%) completed the 6-week follow-up survey to provide feedback on the program. In total, 48 (62%) intervention participants received all messages as designed in the Essential Coaching for Every Mother program, with participants who enrolled late missing on average 4.7 (range 1-12) messages. Intervention participants reported an 89% satisfaction rate with the program, and 100% of participants would recommend the program to other new mothers. Participants liked how the program made them feel, the format, appropriate timing of messages, and content while disliking the frequency of messages and gaps in content. Participants also provided suggestions for future improvement.

Conclusions: Our process evaluation has provided a comprehensive understanding of interest in the program as well as identified preference for program components. The findings of this study will be used to update future iterations of the Essential Coaching for Every Mother program.

Trial Registration: ClinicalTrials.gov NCT04730570; https://clinicaltrials.gov/ct2/show/NCT04730570
Introduction

Mothers undergo significant changes during the postpartum period, physically as well as emotionally and relationally, as they adjust to their new mothering role [1,2]. Rates of postpartum anxiety and depression are high, with approximately 17% of mothers reporting postpartum depression symptoms [3] and 15% reporting postpartum anxiety symptoms [4], suggesting the postpartum period is a particularly vulnerable time period for mothers’ mental health. During this critical period, mothers learn the skills of motherhood, which can influence how mothers see themselves in relation to their new infant [5] and influence their perception of maternal self-efficacy [6]. During the postpartum period, mothers can often feel understupported, unsure about their new role as a mother and struggle to find reliable information about caring for their infant [7,8]. Mothers who do not have enough support nor information to help in the transition to motherhood may experience challenges in their psychosocial adjustment and conceptualization of their self-efficacy as a mother [8,9].

To assist with the transition after birth, interventions that target postpartum adjustment and health outcomes are important, with mobile health (mHealth) being one innovative strategy that can be used to provide postpartum education directly to mothers. mHealth is defined as the use of mobile devices, such as mobile phones or smartphones, to transmit various health content and services [10] and can be used across multiple health outcomes and conditions. In the current context, mHealth interventions can be used to complement existing postpartum care, enhancing maternal self-efficacy and feelings of social support through the provision of standardized, time-appropriate, and evidence-based information.

Globally, mHealth interventions have been used to target the perinatal period, with varied impact on maternal psychosocial and newborn outcomes [11-14]. One systematic review on mHealth interventions in high-income countries (n=21) found significant variation in approach and intervention, with positive impacts on postpartum depression for mHealth interventions targeting this outcome [11]. While there are some mobile health interventions targeting the antenatal period [15], there are none currently available that have been evaluated that target the postpartum period in Canada [11]. In the abovementioned systematic review [11], only one study was conducted in Canada, which made phone calls to women with postpartum depression [16]. In a recent study in the Maritime provinces, which includes Nova Scotia where the current study was conducted, 61% of women reported low parenting self-efficacy, 31% had high postpartum anxiety, and 52% had depressive symptoms [17], suggesting that there is a need for a targeted intervention in this area.

While evidence suggests that mHealth innovations can improve health outcomes in the postpartum period [11], there is a need to further explore a program’s effectiveness, through the participant’s experience, to guide refinement and modification. While the use of a randomized controlled trial (RCT) design is considered to be a gold standard to examine the effect of an intervention, a limitation of this design can be that the findings fail to explain the underlying process and context associated with the implementation of the intervention [18]. There is growing recognition that it is not enough to know “if a health intervention is effective; it is also necessary to understand why the intervention works, how, for whom and in which contexts” [19]. The goal of process evaluation in RCTs is to identify the factors that influence success or failure during implementation by taking into account the complexity of health behavior interventions to identify contextual factors associated with variation in outcomes [20-22].

As part of a hybrid type 1 effectiveness implementation RCT [23], this study aims to describe the process evaluation component of the Essential Coaching for Every Mother program, which includes 53 SMS text messages sent over the first 6 weeks after birth, which are related to newborn care and maternal mental health [24]. The program is designed to send 2 SMS text messages per day in the first 2 weeks and a daily message for weeks 3 through 6. Messages are sent automatically on the basis of the newborn’s date of birth. In both the pilot feasibility study [25] and the RCT (currently under review), the Essential Coaching for Every Mother program was found to improve maternal self-efficacy and decreased postpartum anxiety.

Methods

Intervention

To capitalize on the potential of mHealth to support postpartum mothers, we developed the Essential Coaching for Every Mother program, which includes 53 SMS text messages sent over the first 6 weeks after birth, which are related to newborn care and maternal mental health [24]. The program is designed to send 2 SMS text messages per day in the first 2 weeks and a daily message for weeks 3 through 6. Messages are sent automatically on the basis of the newborn’s date of birth. In both the pilot feasibility study [25] and the RCT (currently under review), the Essential Coaching for Every Mother program was found to improve maternal self-efficacy and decreased postpartum anxiety.

Participants

Participants were recruited from Nova Scotia, Canada, between January 5 and August 1, 2021, for an RCT on the Essential Coaching for Every Mother program. Participants were eligible if they (1) were between 37+0 weeks pregnant and 10 days postpartum, (2) had daily access to a mobile phone with texting capabilities, (3) were over 18 years of age, (4) lived and gave birth in Nova Scotia, and (5) spoke and could read English. Participants were excluded if (1) their newborn died or was expected to die prior to leaving the hospital, (2) they did not have access to a mobile phone (either personal or shared), (3)
they were unwilling to receive SMS text messages, (4) declined or withdrew by not completing the baseline survey, or (5) previously participated in the development or feasibility phase of this project. Additional details about the study are reported elsewhere [23].

Of note, the use of the term “mothers” is in its broadest sense to refer to any birthing individual, recognizing that not all birthing individuals identify as mothers and not all mothers identify as women [26,27]. All individuals who physically gave birth were recruited to participate in this study, regardless of gender identity.

Ethics Approval and Study Registration
This study was approved by the IWK Health Research Ethics Board (1024984) and Nova Scotia Health Research Ethics Board (1026534) and is registered with the ClinicalTrials.gov Protocol Registration System (NCT04730570).

Study Procedures
This was a 2-group, stratified, parallel-arm RCT following a predefined protocol [23]. Recruitment occurred remotely using both web-based platforms and posters for study promotion. Participants could initiate contact during pregnancy (considered antenatal recruitment) or after the birth of their infant (considered postpartum recruitment). All contact with participants occurred through a predesigned SMS text message flow system in TextIt [28], with sending facilitated through Twilio [29]. TextIt is a web-based interface platform where messages can be preprogrammed in a time-based flow, which is compatible with Twilio, a gateway service that offers virtual phone numbers that send and receive messages on behalf of TextIt [28,29]. A researcher only engaged with a participant during recruitment if they asked a question that was not understood by the predesigned program. No interaction with participants occurred while they were in the program. All eligibility criteria were self-reported by potential participants as they passed through screening questions via SMS text messages prior to enrollment in the study. Participants also self-reported the date that they gave birth to their infant, which was prompted at set times if a participant was recruited antenatally (eg, weekly between 39 and 42 weeks) or during the recruitment flow if recruited postpartum.

Recruitment
Recruitment occurred through study posters at local hospitals, paid and unpaid social media advertisements (eg, Facebook, Instagram, and Twitter), sharing through family resource centers, and relevant organizations (eg, local public health units and baby stores). Figure 1 illustrates the antenatal and postpartum recruitment posters that were used in hospitals and clinics, with Figure 2 illustrating the modified version that was used with social media advertisements and posts. For the paid Facebook advertisements, approximately CAD $780 was spent over the campaign. These paid advertisements targeted women aged 18-45 living in Nova Scotia.

After recruitment, participants provided consent and were randomized into the intervention group (Essential Coaching for Every Mother program) or standard care. Participants in both the intervention and control group were requested to complete the consent form, baseline survey (enrollment after birth), 6-week follow-up survey, and 6-month follow-up survey. Additional details about study procedures and the RCT are available elsewhere [23].

Figure 1. Recruitment posters for antenatal and postpartum recruitment for hospitals.
Outcome Measures
To measure the extent of implementation of the Essential Coaching for Every Mother program, output data available through the Twilio and TextIt platforms [28,29] were collected per participant, including the enrollment rate (ie, percentage contacted compared to percentage enrolled, and number of withdraws), enrollment timing (ie, postpartum or antenatal and days post partum), and numbers of messages received based on enrollment timing (per participant). These data were collected throughout the trial.

To measure implementation quality, in the 6-week survey, mothers in the intervention group were asked about user experience, perspectives on the frequency and timing of messages, and what did they like and not like about the Essential Coaching for Every Mother program. Using these two approaches together seeks not only to obtain data on the implementation extent but also on the quality through open-ended questions where mothers provided feedback on their experience with the Essential Coaching for Every Mother program in practice.

Data Analysis
Summative data were reported through means, SDs, and percentages as appropriate. Open-ended questions from the survey were analyzed using thematic analysis [30] led by the first author.

Results
Implementation Extent
During the recruitment period, 295 initial contact messages were sent to the study phone number. Of them, 43 declined to participate (ie, did not complete the screening process), 37 contacted the study number after recruitment was concluded, and 44 did not meet the eligibility criteria.

Of the 171 participants randomized, 83 were randomized to the intervention arm and 88 to the control arm. Two participants texted “STOP” to withdraw from the program and 19 did not complete the baseline survey and were thus considered to have withdrawn from the trial after randomization. Of them, 16 were from the control arm and 5 were from the intervention arm. Figure 3 shows the enrollment flow diagram. In total, 150 participants (50.8%) who contacted the study number were randomized and completed the baseline survey.

For these 150 participants, the mean age of the newborn at enrollment was 2.1 (SD 2.6) days and mothers had a mean age of 31.4 (SD 4.5) years. Most participants identified as White (n=132, 88%) with 18 participants (12%) identifying as landed immigrants. Most participants contacted the study number (n=100) antenatally, with 50 having contacted the study number during the postpartum period. Most enrolled participants found out about the study through posters at the IWK Health Centre in the postpartum rooms (n=64, 42.7%) or perinatal clinics (n=7, 4.7%), followed by Facebook, either posts in groups (n=38, 25.3%), paid advertisements (n=17, 11.3%), or on Marketplace (n=2, 1.3%). Other approaches included word of mouth from family or friends (n=11, 7.3%), family resource centers (n=4, 2.6%), Instagram (n=3, 2.0%), or Kijiji (n=1, 0.1%). Three participants (2.0%) did not specify where they heard about the study.

Of the 78 participants who were randomized to the Essential Coaching for Every Mother program, 48 (61.5%) received full SMS text messages. Of them, 39 (81.3%) were antenatally recruited and 9 (18.7%) were recruited postnatally. The 30 participants who enrolled after the program was designed to start, missed on average 4.7 (SD 3.9, range 1-12) messages. This corresponds to missing on average 2.5 days of messages, on average starting the messages on day 5 post partum. Of them, 18 (60.0%) were antenatally recruited and 12 (40.0%) were recruited postnatally.
Implementation Quality

Among the participants who received the Essential Coaching for Every Mother program and completed the 6-week follow-up survey (n=75), 65 (86.7%) felt that the number of messages was just right, while 6 (8.0%) felt that there were too few messages, and 4 (5.3%) felt that there were too many messages. Overall, participants reported an 89.2% satisfaction rate with the program, and 100% of participants would recommend the program to other new mothers.

Most participants (n=65, 86.7%) felt that the messages reflected all the information needs they had related to their own postpartum experience. Areas of additional informational need related to the maternal postpartum experience were sleep, physical recovery after childbirth (both vaginal and caesarian), breast milk pumping, return of menses, and where to go for postpartum support. Similarly, most participants (n=66, 88.0%) felt the messages reflected all the information needs that they had related to caring for their newborn. Additional information areas requested were primarily related to breastfeeding or pumping as well as newborn sleep, secure attachment, soothing, infant cardiopulmonary resuscitation (CPR), and when to seek medical help.

When asked what participants liked most about the Essential Coaching for Every Mother program, responses fell into four categories: general praise, how the messages made them feel, the format, and the appropriateness of message timing and content. In terms of general praise, participants provided nonspecific appreciation for the program, stating that the information provided was “amazing” and “informative.” Participants also commented on how the program made them feel, in that they felt reassurance and support from the program, with some even commenting that it felt like a daily check-in. One mother said the following: “As a first-time mom, it was reassuring to see some of the information and to get resources,” while another said, “I liked that it made me feel connected to something.”

Participants also commented that they appreciated the format of the program, particularly liking that the information came via SMS text message and at standard times. One participant explained the following:

Initially when I was receiving two a day, I was excited for 10am and for 5pm... I was sad when I realized the 5pm ones stopped! I enjoyed receiving the texts because it was something to look forward to.

The timing and content of messages was another area that participants really liked about the program. Participants commented that the messages were timely and contained information relevant to their stage of their newborn:

Sometimes I would be thinking about something and receive a text about that exact subject matter! It was almost like they read my mind.

Participants also provided praise on the general content of the information and that links were provided for additional sources of support. One participant appreciated that the program was “Concise, Canadian, [with] good information conveyed.” Another participant said, “I also liked the links to more information that were provided, like the video about purple crying and pelvic floor therapy.”

Among the 75 participants who received the program, 41 (55.7%) provided feedback about what they did not like about the program. The primary areas that participants did not like fell into two main categories: frequency of messages and gaps in content. In relation to the frequency of messages, some participants felt that there were too many messages, some were repetitive, and that the messages were sent in batches of 3, rather than as 1 long message. One participant said, “It came in multiple messages. I would have preferred if it came in one big message, so I didn't get as many notifications.” On the other
hand, a few participants desired more messages: “I would have liked more messages as it was very comforting.”

In terms of content gaps, participants commented on some missing content, such as additional information on breastfeeding, newborn sleep, or on postpartum health for the mothers. Some participants commented that not all information was relevant to them, or they would have liked additional information or support on some topics. One mother said, “some texts didn’t provide enough detail or where to find additional information,” while another explained that she wanted to know “If there was a way to seek further support besides just a public health nurse.” A few participants felt that information regarding the COVID-19 pandemic was too much. Furthermore, others wished that the program was more interactive: “I wish I could text back and forth and ask questions.”

Finally, participants were asked to provide areas where the Essential Coaching for Every Mother program could be improved, which were categorized into 4 main areas. The first related to extending the program, both beyond 6 weeks and to other family members and care providers. One participant said, “I would have liked to continue to get messages further than 6 weeks as they were very helpful.” The second area for improvement was to provide the option to tailor the content, whether to reduce or increase the frequency of messages, or to provide more, or less, content about a particular topic. Some participants preferred to receive more messages—“maybe texts twice a day to get more information”—while others preferred fewer messages—“1 message a day.” One mother suggested, “Maybe tailored to mothers pre-existing knowledge or some specifics for second time moms.” The third area for improvement was to provide additional links or areas for external support for web-based or local resources. Participants wanted more information about accessing support—“including more links for follow up information”—and more information in the texts themselves—“Maybe more links to pdf files with basic information. Not everything can be conveyed via text but sometimes more info is required.” The final area for improvement was to provide an interactive component, where participants could respond to the SMS text messages or engage with other mothers. One participant summarized, “The information was all amazing but being able to interact would be great as well. If there’s any questions to be able to respond to the texts or speak to other mothers.”

Discussion

Principal Findings

This paper presents the process evaluation of the Essential Coaching for Every Mother RCT conducted in Nova Scotia, Canada. Almost two-thirds of participants received the full program as it was designed, with participants who enrolled later missing, on average, approximately 2.5 days of messages. Participants who received the program were generally satisfied and all would recommend it to other new mothers. Likes and dislikes related to the program were identified, along with areas for future improvement.

Comparison With Other Studies

Similar to the feasibility study [25], there was significant interest in the Essential Coaching for Every Mother program. Recruitment occurred quickly (8 months) through the use of completely remote, passive strategies. It appears that posters in the hospital were the most successful strategy, followed by posts and advertisement through Facebook. Several reviews have identified that the use of Facebook to recruit for health research can prove fruitful, especially for hard-to-reach populations [31-33]. This is particularly relevant given that this study’s recruitment occurred during the COVID-19 pandemic, which significantly limited the ability to carry out in-person recruitment in hospital as was originally planned. However, a limitation of recruitment via social media is the lack of generalizability and overrepresentation of White, middle-higher-income participants [31-33]. Therefore, the supplementation of remote recruitment through posters in the postpartum unit of local hospitals allowed for the promotion of the study without requiring physical interaction with potential participants by research staff.

In the feasibility study examining the program, less than half of the participants received the full messages [25], compared to almost two-thirds in this study. This could be partially explained as this study specifically targeted recruitment during the antenatal period on the basis of lessons learned during the feasibility study, which seems to have worked in terms of ensuring that more participants received the full design of messages. What is interesting is that even though two-thirds of participants were recruited antenataly, almost half of participants indicated that they heard about the study via the study poster in the postpartum room. This suggests that participants actually heard about the study earlier and enrolled while they were still pregnant but were reminded about the study through the poster in their room after they gave birth, triggering their engagement with the program shortly after birth. The question about where participants heard about the study occurred in the baseline survey after they gave birth, making the study poster the most recent reminder about the study, potentially influencing their response. Nevertheless, 38.5% of participants enrolled after the program was designed to start (ie, the evening of the second day after birth), starting on average on day 5 post partum, suggesting that perhaps a reconsideration for the design start time may be needed. While the missed messages did not impact outcomes in the feasibility study, and the study team did see improvement in enrollment timing between the feasibility and RCT, this is a large number of participants who did not receive the full program as designed.

Responses from the 6-week follow-up survey were positive and demonstrate that the Essential Coaching for Every Mother program was valuable to mothers. Overall, 89% of participants felt that the number of messages was just right and most of the content addressed what they needed to know related to caring for themselves and their newborn after birth. Identifying the appropriate length and frequency of an SMS text message program is a challenge as there is no standardized evidence of what would be a perfect length for SMS text message programs in relation to the length of the program and frequency of messages. Another Canadian SMS text message program providing general mental health support found that a daily,
consistent message was appreciated by most participants [34]. Preferences may vary among individuals and during the targeted postpartum behavior change period versus the maintenance phase, making it difficult to identify the perfect length [35].

However, as suggested by some participants, the option of more tailored content could help reduce some of these challenges. The inability to tailor content has also been noted in other mental health [34] and maternally focused [36] SMS text message programs, with a desire for more personalization and interaction expressed by participants. Perhaps in future iterations, the Essential Coaching for Every Mother program could be designed to allow participants to opt in for additional messaging around certain topics, such as breastfeeding or sleep, and opt out of messaging if they feel they are receiving too much information. For instance, a Canadian antenatal text message program called SmartMom found a similar need from participants, resulting in them creating difference streams of messages in which participants could opt in if they wanted more information on, for example, smoking or pregnancy after previous cesarean [34]. This could be an option for future iterations of the Essential Coaching for Every Mother program as well. Furthermore, a preference for interaction has been found in other SMS text message–based mental health programs [37]. While interaction was considered in the initial development of the Essential Coaching for Every Mother program, this was originally decided against to minimize personnel need and to allow for independent operation. Furthermore, challenges exist for scalability as providing direct access to health care providers would require significant funding to create a dedicated position to allow for this type of interaction. However, if interaction is a key component that participants feel is lacking, this may need to be revisited to determine if and how an interactive component could be added to improve the program’s success.

One interesting piece of feedback from participants was that messages were sent in blocks of 3, rather than 1 long message, which was done purposefully. The TextIt platform that was used to program the messages has an upper limit of 160 characters per message, and if a longer message was sent, it may be sent out of order, making it more confusing for participants. Thus, long blocks of content were purposely split into messages under 160 characters to ensure that messages were sent in order, with the goal of improving readability and legibility of health information. A different platform that can send out longer threads of messages could be explored in the future to keep the information in order while minimizing the number of notifications that participants receive when the messages are delivered.

In both the feasibility study [38] and this study, participants requested that the program go on longer than 6 weeks and be available to other care providers, such as their partner. A study by Demirci et al [37] providing SMS text message–based breastfeeding support in the postpartum period also identified that their participants wanted the program to extend beyond 8 weeks and provide similar messaging for partners [39]. The team is currently working on a version for partners as well as an extension beyond 6 weeks. The extension beyond 6 weeks could also address additional content concerns, as there would be more time to offer information without including additional messages in the first 6 weeks. In terms of messages for partners, evidence from SMS4Dads, a postpartum SMS text message program for Australian fathers, shows preliminary effectiveness and positive uptake by fathers [39,40], suggesting that a targeted intervention for Canadian fathers or partners may have similar positive impacts.

Finally, participants also discussed areas where they wanted additional information related to both maternal health (ie, sleep, physical recovery after childbirth, breastfeeding, pumping, return of menses, and where to go for postpartum support) and newborn care (ie, breastfeeding or pumping, newborn sleep, secure attachment, soothing, infant CPR, and when to seek medical help). The postpartum period has a lot of changes and information needs for women. The Essential Coaching for Every Mother program was originally designed as a 6-week program, requiring a need to balance provision of information and not overwhelming new parents with information. As most participants appreciated the frequency of messages, it would be difficult to add more messages in the base program. However, if an extension of the Essential Coaching for Every Mother program was designed out to 6 months post partum, the addition of these information needs could easily be added.

Limitations

While this study is able to shed important light on the process evaluation of the RCT, there are limitations. First, owing to unclear variation in reporting between the TextIt program and Twilio program, we were unable to ascertain which messages, if any, were undelivered to participants. Furthermore, owing to the way the SMS text messages are delivered, we were also unable to ascertain if participants read the messages upon delivery. While we anticipate that most participants received and read the text messages, we are unable to confirm that the messages were all read within the designed time frame and as planned. Additionally, there was no fidelity issues reported by the participants (eg, letting us know that they were not receiving the messages and provided feedback on technological challenges faced) and most participants did complete the 6-week follow-up survey, which was primarily sent via SMS text message to participants. This suggests that participants likely received the messages as intended.

Another limitation relates to possible recall bias as participants were asked to provide feedback about the program only after it ended at 6 weeks rather than throughout the program. However, because the program was offered over a short period of time, we anticipate this bias to be limited. We were unable to ascertain why participants withdrew after signing up (ie, they texted “STOP”) and why participants did not complete the baseline survey, which may have provided insight into reasons for study withdrawal.

Finally, we did not collect information on other languages spoken or comprehension of the messages, thus limiting our ability to assess for cultural or language barriers in future iterations of the intervention. Nevertheless, the messages were targeted at an eighth-grade reading level [24], thus increasing the accessibility of the messages to the general population. The sample is also quite heterogeneous in terms of race, with 88% of participants identifying as White and only 12% identifying as other.

https://formative.jmir.org/2022/5/e36821

JMIR Form Res 2022 | vol. 6 | iss. 5 | e36821 | p.403

(page number not for citation purposes)
as landed immigrants. While our sample is slightly more diverse than the current demographics of Nova Scotia, where 6% of Nova Scotia’s population identify as a visible minority and 6% as immigrants [41], the findings of the study must be interpreted in this light, with further exploration needed on the impact of the program on non-White, immigrant mothers.

Conclusions
This process evaluation for the Essential Coaching for Every Mother RCT suggests that the implementation extent and quality were satisfactory. Nearly two-thirds of participants received the full program as it was designed. Participants were generally satisfied and all were willing to recommend it to other new mothers. The information provided by participants on the likes and dislikes of the program along with areas for improvement will be used in future iterations of the Essential Coaching for Every Mother program.
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Abstract

Background: Depression is a major global cause of morbidity, an economic burden, and the greatest health challenge leading to chronic disability. Mobile monitoring of mental conditions has long been a sought-after metric to overcome the problems associated with the screening, diagnosis, and monitoring of depression and its heterogeneous presentation. The widespread availability of smartphones has made it possible to use their data to generate digital behavioral models that can be used for both clinical and remote screening and monitoring purposes. This study is novel as it adds to the field by conducting a trial using private and nonintrusive sensors that can help detect and monitor depression in a continuous, passive manner.

Objective: This study demonstrates a novel mental behavioral profiling metric (the Mental Health Similarity Score), derived from analyzing passively monitored, private, and nonintrusive smartphone use data, to identify and track depressive behavior and its progression.

Methods: Smartphone data sets and self-reported Patient Health Questionnaire-9 (PHQ-9) depression assessments were collected from 558 smartphone users on the Android operating system in an observational study over an average of 10.7 (SD 23.7) days. We quantified 37 digital behavioral markers from the passive smartphone data set and explored the relationship between the digital behavioral markers and depression using correlation coefficients and random forest models. We leveraged 4 supervised machine learning classification algorithms to predict depression and its severity using PHQ-9 scores as the ground truth. We also quantified an additional 3 digital markers from gyroscope sensors and explored their feasibility in improving the model’s accuracy in detecting depression.

Results: The PHQ-9 2-class model (none vs severe) achieved the following metrics: precision of 85% to 89%, recall of 85% to 89%, F₁ of 87%, and accuracy of 87%. The PHQ-9 3-class model (none vs mild vs severe) achieved the following metrics: precision of 74% to 86%, recall of 76% to 83%, F₁ of 75% to 84%, and accuracy of 78%. A significant positive Pearson correlation was found between PHQ-9 questions 2, 6, and 9 within the severely depressed users and the mental behavioral profiling metric (r=0.73). The PHQ-9 question-specific model achieved the following metrics: precision of 76% to 80%, recall of 75% to 81%, F₁ of 78% to 89%, and accuracy of 78%. When a gyroscope sensor was added as a feature, the Pearson correlation among questions 2, 6, and 9 decreased from 0.73 to 0.46. The PHQ-9 2-class model+gyro features achieved the following metrics: precision of 74% to 78%, recall of 67% to 83%, F₁ of 72% to 78%, and accuracy of 76%.

Conclusions: Our results demonstrate that the Mental Health Similarity Score can be used to identify and track depressive behavior and its progression with high accuracy.
Introduction

Background

The American Psychiatric Association defines depression as a “common and serious medical illness that negatively affects how you feel, the way you think, and how you act” [1]. It comprises symptoms such as low mood, guilt, suicidal ideation, and cognitive decline [1,2]. According to The Global Burden of Diseases, Injuries, and Risk Factors Study (GBD) 2019, depression is one of the most disabling mental health disorders [3], and it poses a significant economic and medical burden. A study by Greenberg et al [4] calculated an increase in economic cost related to depression of 37.9% from US $236.6 billion to US $326.2 billion in 2020. These costs comprised direct, suicide-related, and workplace costs [4]. There also has been a global increase in the prevalence of depression. The percentage of adults in the United States with major depressive disorder increased by 12.9%, from 15.5 to 17.5 million, between 2010 and 2018 [4]. To further add to these increasing numbers worldwide, the COVID-19 pandemic has led to a substantial increase in mental health conditions, including depression [5], which has been aggravated by the uncertainty associated with the disease, isolation, and overall decreased social interaction [6,7]. Given this rise in depression rates and the immense costs associated with it, adequate diagnosis and timely intervention have become a pressing and urgent need [8].

Depression, as most other mental illnesses, is diagnosed via the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) [9], or the International Classification of Diseases, 11th Revision [10]. However, there is growing skepticism regarding their validity [11,12]. In a groundbreaking research study by Newson et al [11] in 2021, they were able to quantify the degree of heterogeneity within and across the DSM-5 symptom profile in that the DSM-5 criteria “fails to diagnose patients by symptom profile any better than random assignment.” This strongly supports Zimmerman et al [13], who found that there are 227 different ways to diagnose depression. The problem is further exacerbated by heterogeneity among scales used for depression screening and diagnosis [14,15], illustrated by a cross-sectional study that found that, in a small sample of 309 patients, there was a misdiagnosis in 55% of these cases [16]. In addition, there are no approved biomarkers as part of the diagnostic criteria for depression [17]. Compounding factors that contribute to the hurdles associated with adequate screening and monitoring of depression are lack of primary care physicians, low recognition of depression in primary care [18], delayed response to treatment [19], 12-week waiting period in the absence of a response, other comorbidities, and patient fear of stigma attached to depression [20]. There are several instruments for detecting depression in primary care [21], one of which is the Patient Health Questionnaire-9 (PHQ-9), which has been adopted as the gold standard for detecting depression and grading its severity [22]. To overcome these many challenges associated with traditional methods for the detection, management, and monitoring of depression, smartphone-based interventions have advanced as an available and alternate option. Middleweerd et al [23] found that the use of digital tools for physical health monitoring, such as fitness-based smartphone apps, was becoming increasingly popular. The use of digital tools for the management of mental health conditions became a key resource as the demand for mental health support exceeded the supply when the COVID-19 pandemic led to a rise in depressive disorders worldwide [6]. In addition to telehealth and remote therapy, a solution that emerged was digital health assessment using smartphones and their sensors [24], also known as digital phenotyping. Torous et al [25] define the term as “moment-by-moment quantification of the individual-level human phenotype in-situ using data from smartphones and other personal digital devices.” The use of passive sensors in the mental health industry has the potential to detect real-time changes in psychological factors, and this can be used to increase access to care [26], reduce stigma [27] improve diagnosis [28], and enable remote monitoring [29] as has been established by previous and ongoing research.

Previous Work

There is a growing body of research on passive data sensing and its use in modeling human behavior [30]. Previous work has shown that monitoring these digital biomarkers using machine learning models to assess passive smartphone data can aid in the screening, treatment, and remote monitoring of mental health disorders. In a study by Wang et al [31], the app Student Life was used to show the correlation between depression and accelerometer- and screen use–based biomarkers. In another study, Saeb et al [32] found significant correlations between depression and passive data such as phone use and GPS in a sample of 40 participants. Asare et al [33] found that age group and gender as predictors led to improved machine learning performance. Their study concluded that behavioral markers indicative of depression can be unobtrusively identified using smartphone sensor data [33]. Taking a machine learning approach, a study found that the predictive power of mobile device use patterns was significant to continuously screen for depressive symptoms or monitor ongoing treatments [34]. In line with this study, another study used the Remote Monitoring Application in Psychiatry to explore the validity of smartphone-based assessments for self-reporting mood symptoms and found high compatibility with nonsmartphone-based assessments [35], thus proving such tools to be helpful for clinicians and research.

This study focused on South Korea as it has consistently reported a low number of depression cases despite high suicide rates [36] and the dramatic worldwide increase in depression. In 2005, a study reported that the annual prevalence rate of depression in South Korea was 1.7%, whereas rates of depression were reported to be much higher in that 25.3% scored positive for depression in a nationwide sample study [37].
Researchers have debated various reasons for the low prevalence rates, including the difference in cutoff scores in South Korea versus other countries and the associated stigma [37] attached to mental health conditions, but have not yet reached a conclusion as to the cause. Digital phenotyping and passive monitoring can provide a timely opportunity to target issues such as low access to mental health diagnoses, stigma, and associated health consequences in South Korea and similar countries.

**Objective**

Smartphone sensors and passive data, when coupled with relevant statistical and machine learning models, provide an avenue to capture behavioral changes associated with mental health disorders in naturalistic settings [30,38]. Much of the previous work in this field has used sensors that are invasive and privacy-related such as GPS, call logs, SMS text message logs, and keyboards. This study demonstrates a novel mental behavioral profiling metric termed Mental Health Similarity Score (MHSS), derived from analyzing passively monitored nonintrusive and nonidentifiable smartphone use data, to identify and track depressive behavior.

**Methods**

**The Study Design**

We collected active and passive data in a longitudinal observational study using the Behavidence (Behavidence, Inc) mobile app, derived from a cohort of anonymous participants in South Korea. Participants were invited to take part in this study through social media advertisements and campaigns, which is an effective tool for recruitment in research studies [39]. The advertisement used a research code that the interested individual could use to enter the study by downloading the app (Figure 1). The data set was collected from 558 participants between November 2021 and December 2021. All the participants were Android-based smartphone users.

![Figure 1. The Behavidence app screen showing the daily Mental Health Similarity Score.](https://formative.jmir.org/2022/5/e37736/figure1.png)
**Participant Inclusion Criteria**

The inclusion criteria were as follows: (1) they must be aged ≥18 years and (2) they must have an Android device.

**Measure (PHQ-9)**

Depression severity was assessed using a patient-reported outcome measurement questionnaire. When the participants registered with a research code and enrolled in the study, they answered the PHQ-9 [40] in the app. The PHQ-9 scale is the gold standard for detecting and measuring the severity of depression worldwide [41]. It has been validated for use in community-based and general population settings and has sound psychometric properties [42]. Although the depression assessments were self-reported, the PHQ-9 has been clinically validated for the assessment of depression severity owing to its high internal reliability (Cronbach α=.89) and has been used in multiple studies as a self-reported questionnaire [22]. The PHQ-9 measures depression severity over the preceding 2 weeks. Each item of the PHQ-9 is scored on a scale of 0 (not at all) to 3 (nearly every day). The total PHQ-9 score ranges from 0 to 27, with a score of ≥10 indicating a major depressive disorder [22]. A score of <5 indicates no depression, 5 to 9 indicates mild depression, 10 to 14 indicates moderate depression, 15 to 19 indicates moderately severe depression, and 20 to 27 indicates severe depression [40]. The PHQ-9 has also been established to have good psychometric properties in the South Korean population, which is the focus of this study [43].

**Smartphone App (Behavidence)**

Behavidence [44] is a mental health screening app that passively collects personal device use data with zero respondent burden and no use of identifiable information. The app works as an always-on solution and can be downloaded from the Google Play store. Individuals can register or log in to the app with no supervision, and any required onboarding information was easily made available to the study participants remotely. In addition, demographic user profile information questions (gender, age bracket, and existing mental health indication) were answered within the app.

The Behavidence Research App was developed for smartphones running Android version 5 or higher and requires connectivity to send data to the back end for analysis and receive data analysis outcomes. It does not require connectivity to collect the data. For an app to run as a background process, it must obtain the Battery Optimization and Usage Data Access permissions from the user. These permissions are obtained during the onboarding process.

The app uses the principle of digital phenotyping to track user behavior. It displays an MHSS developed from phone use metrics such as time spent on various apps on a daily and weekly basis. The MHSS displays how similar the user’s digital behavior is to the digital behavior of someone who has been diagnosed with depression. This similarity score is a range from 0% to 100% (Figure 1). The MHSS is generated every 24 hours. The app also shows the user their weekly history of similarity scores. In this study, gyroscope readings from each participant’s smartphone device were collected in addition as sensor features measuring the direction and speed at which the phone was spinning around its axis.

The app and back end use strict data privacy and security protocols. The solution is compliant with the Health Insurance Portability and Accountability Act and the General Data Protection Regulation.

**Data Inclusion and Exclusion**

The data set used for model training only included participants aged ≥18 years with at least 24 hours of complete passive, nonsensor, personal device use data. The final data set contained 399 participants with an average of 10 (SD 25.21) days of mobile data. The addition of the use of gyroscope readings, measuring angular velocity as phone sensor features, was tested to improve the accuracy of the model. The purpose of this is to test whether sensor features provide additional insights than using only nonsensor features. The data set used specifically for the gyroscope model training had a reduced individual participant number of 193, in which at least 24 hours of raw device use with the additional sensor readings was available. This reduced number of participants was due to the inability to collect gyroscope readings from specific Android phones.

**Feature Extraction**

The raw data set collected contains daily behavioral patterns that were data-cleaned and transformed to reach independent features such as opening and closing apps with the start and end times in Coordinated Universal Time in milliseconds. These data were preprocessed by converting the time stamps to local dates and times according to the user’s time zone. Digital biomarkers, used as machine learning features in this study, were calculated per user, taking daily behavioral patterns on a 24-hour basis starting from midnight every day. The 3 main types of nonsensor features were average time on the phone per day, frequency of events per day, and app category use per day. The mapping of various apps into specific categories can be found in Multimedia Appendix 1. In addition, gyroscope data were collected and processed daily to generate sensor features such as mean activity, average gap activity, and total activity. In the end, a total of 37 features were extracted and merged on a per-user, per-day basis. Explanations of each feature can be found in Multimedia Appendix 2.

**Procedure**

The participants downloaded the Behavidence app and answered a simple demographic questionnaire along with the informed consent form. They then completed the PHQ-9. The questionnaire was answered only as a 1-time data point and, thereafter, they were free to use the app on their own. The app generated a daily MHSS. The app added no further respondent burden and, therefore, the participants were able to check the score whenever they felt the need to or not at all.

**Data Analysis**

**Imbalanced Data Handling**

A total of 24 hours of raw data each day were binned for every participant and considered separate observations in this study. Therefore, an individual with depression who had 10 days of complete 24 hours of passive data was considered as 10.
depression-labeled observations. To correct for the imbalanced training data of the none and severe depression categories, the cohort with the smaller number of observations was randomly sampled to match the number of observations in the other. In this case, more observations were found in the none (ie, not depressed) group and, thus, it was randomly split into equal subsets. In addition, bootstrapping with 15-fold cross-validation was performed to assess the overall model performance.

Machine Learning to Predict Depression
A mental health profiling metric termed MHSS was derived from the features extracted from the raw data to classify whether a user’s daily digital behavior mimicked the digital behavior of mobile users who are depressed. This metric is a direct output of a machine learning model trained to classify 24 hours of digital behavior into the different thresholds of the PHQ-9, screening positive for severe depression versus no depression. A variety of machine learning models were compared to detect major digital behavioral differences between none and severe category participants. The algorithms tested in this study include random forest regression, multivariate adaptive regression splines, random forest classification, extreme gradient boosting, and support vector machines with a radial basis function kernel. After the top algorithm was chosen based on the highest predictive accuracy, 4 machine learning models were created and compared: the PHQ-9 binary nonsensor model, the PHQ-9 binary gyroscope sensor model, the PHQ-9 3-class model, and the PHQ-9 question-specific models.

The PHQ-9 binary nonsensor model was intended to classify participants who scored as severe (scores ≥20) on the PHQ-9 against those who scored as having no indication of depression (scores <5). The 3 main feature categories (average time on the phone per day, frequency of events per day, and app category use per day) were the main components input into this model. The PHQ-9 binary gyroscope sensor model had the same specifications as the PHQ-9 binary nonsensor model; however, 3 features (mean activity, average gap activity, and total activity) were added to the training to assess whether the gyroscope sensors had higher accuracy than the PHQ-9 binary nonsensor model. The PHQ-9 3-class model was intended to classify participants who scored as severe (≥20), moderate (10-14), and no depression (<5) to help with predicting the progression toward severe depression. Finally, a model was built using specific PHQ-9 items that had the highest correlations with the nonsensor passive digital biomarkers to detect specific symptoms of depression rather than classifying them into none and severe categories.

Model Validation
The main metric used to validate the models built in this study tested whether most days of data collected had either high or low MHSSs. The training cohort was taken at a specific time point during the study’s recruitment in December and, thereafter, all additional days of data collected were used for the machine learning validation set. The metrics were tested on both a 1-week data majority and an overall majority on all days of data that were collected from the user by the app. If most days had high MHSSs, defined as having scores >50%, the user was classified as having depression. If most days had low MHSSs, defined as having scores <50%, then the user was classified as not showing signs of depression. This, in addition to the model accuracy and recall rates, will be used to assess whether digital biomarkers can detect and track depression.

Correlation Analysis
Further analysis of all items (questions) from the PHQ-9 was conducted to determine which symptoms of depression could be identified from the passive digital data collected through the app. A Pearson correlation and Spearman correlation were assessed to determine whether there was either a linear correlation or a monotonic relationship where the rate was not constant. Correlations were conducted on all 9 questions of the PHQ-9 scale with an MHSS as well as a combination of different questions.

Software
The Amazon Web Services platform was used for data storage, whereas data processing, feature engineering, model training, and poststatistical analysis were written in Python 3.8 programming language (Python Software Foundation). The packages used include pandas, stats models, and scikit-learn random forest classifier.

Ethics Approval
Consent was voluntarily given on the participants’ smartphones once they were informed of the purpose of the study. The data set does not contain personally identifiable or any personal health information. The advertisement, informed consent, and study protocol were approved by the independent Western Institutional Review Board-Copernicus Group, Institutional Review Board (approval number: 20216225).

Results
Participants
Self-reported demographic data from the 558 participants (Table 1) show that, of these, 286 (51.3%) identified as women, 254 (45.5%) identified as men, and 18 (3.2%) identified as nonbinary or preferred not to disclose their gender. Regarding the participants’ age distribution, of the 558 participants, 474 (84.9%) were aged between 18 and 25 years, 29 (5.2%) were aged between 26 and 35 years, 42 (7.5%) were aged between 36 and 55 years, 10 (1.8%) were aged between 56 and 64 years, and 3 (0.5%) were aged ≥65 years. The PHQ-9 questionnaire was administered to users in both English and Korean, with most of the participants belonging to the Korean-speaking population (487/558, 87.3%).
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Table 1. Demographic distribution showing the numbers for age, gender, and language of the answered Patient Health Questionnaire-9 (N=558).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>474 (84.9)</td>
</tr>
<tr>
<td>26-35</td>
<td>29 (5.2)</td>
</tr>
<tr>
<td>36-55</td>
<td>42 (7.5)</td>
</tr>
<tr>
<td>56-64</td>
<td>10 (1.8)</td>
</tr>
<tr>
<td>&gt;64</td>
<td>3 (0.5)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>254 (45.5)</td>
</tr>
<tr>
<td>Female</td>
<td>286 (51.3)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>18 (3.2)</td>
</tr>
<tr>
<td>Language</td>
<td></td>
</tr>
<tr>
<td>Korean</td>
<td>487 (87.3)</td>
</tr>
<tr>
<td>English</td>
<td>71 (12.7)</td>
</tr>
</tbody>
</table>

Smartphone Data and PHQ-9 Distribution

Table 2 presents the distribution of the PHQ-9 scores of the 558 participants. The PHQ-9 was collected at the start of recruitment at a single time point during this study. The distribution of the PHQ-9 scores was as follows: 11.3% (63/558) were in the none category (ie, they were not depressed) with PHQ-9 scores <5, whereas 88.7% (495/558) showed signs of depression by scoring between mild and severe. The mean PHQ-9 score was 12.5 (SD 6.29).

There is an imbalance in the gender distribution when looking into each severity group of depression. For the none and mild cohorts, men represented the majority, whereas, in the moderate, moderately severe, and severe cohorts, there was a female majority, as shown in Table 3.

Out of the 558 participants, 499 (89%) answered “no previous diagnosis” in the demographic questions collected at onboarding. Moreover, 65% (323/499) of the participants who reported that they had no previous diagnosis of any kind obtained a PHQ-9 score of at least moderate (≥10) to severe depression, as shown in Table 4.
Table 2. Distribution of the participants’ PHQ-9 scores (N=558).

<table>
<thead>
<tr>
<th>PHQ-9 score category and score</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>63 (11.3)</td>
</tr>
<tr>
<td>0</td>
<td>20 (3.6)</td>
</tr>
<tr>
<td>1</td>
<td>6 (1.1)</td>
</tr>
<tr>
<td>2</td>
<td>12 (2.2)</td>
</tr>
<tr>
<td>3</td>
<td>7 (1.3)</td>
</tr>
<tr>
<td>4</td>
<td>18 (3.2)</td>
</tr>
<tr>
<td>Mild</td>
<td>124 (22.2)</td>
</tr>
<tr>
<td>5</td>
<td>13 (2.3)</td>
</tr>
<tr>
<td>6</td>
<td>33 (5.9)</td>
</tr>
<tr>
<td>7</td>
<td>23 (4.1)</td>
</tr>
<tr>
<td>8</td>
<td>37 (6.6)</td>
</tr>
<tr>
<td>9</td>
<td>18 (3.2)</td>
</tr>
<tr>
<td>Moderate</td>
<td>162 (29)</td>
</tr>
<tr>
<td>10</td>
<td>23 (4.1)</td>
</tr>
<tr>
<td>11</td>
<td>28 (5)</td>
</tr>
<tr>
<td>12</td>
<td>29 (5.2)</td>
</tr>
<tr>
<td>13</td>
<td>43 (7.7)</td>
</tr>
<tr>
<td>14</td>
<td>39 (7)</td>
</tr>
<tr>
<td>Moderately severe</td>
<td>134 (24)</td>
</tr>
<tr>
<td>15</td>
<td>29 (5.2)</td>
</tr>
<tr>
<td>16</td>
<td>31 (5.6)</td>
</tr>
<tr>
<td>17</td>
<td>26 (4.7)</td>
</tr>
<tr>
<td>18</td>
<td>31 (5.6)</td>
</tr>
<tr>
<td>19</td>
<td>17 (3)</td>
</tr>
<tr>
<td>Severe</td>
<td>75 (13.4)</td>
</tr>
<tr>
<td>20</td>
<td>16 (2.9)</td>
</tr>
<tr>
<td>21</td>
<td>16 (2.9)</td>
</tr>
<tr>
<td>22</td>
<td>13 (2.3)</td>
</tr>
<tr>
<td>23</td>
<td>6 (1.1)</td>
</tr>
<tr>
<td>24</td>
<td>10 (1.8)</td>
</tr>
<tr>
<td>25</td>
<td>5 (0.9)</td>
</tr>
<tr>
<td>26</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>27</td>
<td>8 (1.4)</td>
</tr>
</tbody>
</table>

*PHQ-9: Patient Health Questionnaire-9.*
Table 3. Distribution of gender among the PHQ-9a scoring categories (N=558).

<table>
<thead>
<tr>
<th>PHQ-9 category</th>
<th>Male, n (%)</th>
<th>Female, n (%)</th>
<th>Other or prefer not to answer, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>41 (65.6)</td>
<td>21 (32.8)</td>
<td>1 (1.6)</td>
</tr>
<tr>
<td>Mild</td>
<td>69 (56)</td>
<td>52 (41.6)</td>
<td>3 (2.4)</td>
</tr>
<tr>
<td>Moderate</td>
<td>73 (45.1)</td>
<td>82 (50.6)</td>
<td>7 (4.3)</td>
</tr>
<tr>
<td>Moderately severe</td>
<td>48 (35.8)</td>
<td>82 (61.3)</td>
<td>4 (2.9)</td>
</tr>
<tr>
<td>Severe</td>
<td>24 (32.1)</td>
<td>47 (62.8)</td>
<td>4 (5.1)</td>
</tr>
</tbody>
</table>

aPHQ-9: Patient Health Questionnaire-9.

Table 4. Distribution of individuals who self-reported “no previous diagnosis” among the PHQ-9a scoring categories (N=499).

<table>
<thead>
<tr>
<th>PHQ-9 category</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>63 (12.6)</td>
</tr>
<tr>
<td>Mild</td>
<td>113 (22.6)</td>
</tr>
<tr>
<td>Moderate</td>
<td>145 (29.2)</td>
</tr>
<tr>
<td>Moderately severe</td>
<td>119 (23.8)</td>
</tr>
<tr>
<td>Severe</td>
<td>59 (11.8)</td>
</tr>
</tbody>
</table>

aPHQ-9: Patient Health Questionnaire-9.

Features Engineered From Smartphone Data

A total of 37 features were computed from the raw passive smartphone data. Of the 37 features, 29 (78%) showed statistical significance in the 1-tailed t test results between the none and severe cohorts. Overall, 8 of the significant nonsensor and gyroscope (sensor) features are displayed in Table 5. The remaining list can be found in Multimedia Appendix 3. Effect size analysis showed that the most important features had moderate to high effect sizes when comparing the none and severe category populations [45].

Table 5. The t test (1-tailed) results of the none versus severe cohorts with P values and Cohen d statistic.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Cohort, mean (SD)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
<td>Severe</td>
<td></td>
</tr>
<tr>
<td>Nonsensor</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean session time</td>
<td>1.1 (0.5)</td>
<td>2.5 (4.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total session</td>
<td>300.0 (145.0)</td>
<td>416.7 (233.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of opens</td>
<td>305.7 (137.9)</td>
<td>240.8 (169.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep</td>
<td>266.7 (183.3)</td>
<td>300.0 (216.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average gap</td>
<td>3.2 (3.5)</td>
<td>4.3 (6.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gyroscope (sensor)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average activity</td>
<td>28.5 (67.5)</td>
<td>57.0 (101.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average gap activity</td>
<td>7.6 (13.9)</td>
<td>23.8 (47.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total activity</td>
<td>1181.6 (436.7)</td>
<td>1165.0 (446.7)</td>
<td>.68</td>
</tr>
</tbody>
</table>

Predicting Depression From Features

Among the classification algorithms, random forest proved to have the highest predictive accuracy (87%). Extreme gradient boosting followed with an accuracy of 86%, whereas the support vector machine classifier had the lowest accuracy (44%), as shown in Table 6.

The top-performing algorithm, the random forest classifier trained on the PHQ-9 binary nonsensor model (none vs severe on the depression rating scale) on 34 of the nonsensor features mentioned in Table 5, achieved a precision of 85% to 89%, recall of 85% to 89%, F1 of 87%, and overall accuracy of 87%, as shown in Table 7.

The feature importance plot based on Gini Impurity measurement analysis indicates the top passive digital features indicative of differentiating between none and severe cohort participants (Figure 2). The top 5 features are mean session time on the phone within a 24-hour period, average session time in the social interaction apps (app category 1), average session time within a 24-hour period in the miscellaneous and additional passive recreational apps (app category 11), number of times
active messaging and communication apps (app category 3) were opened within a 24-hour period, and average time spent on unofficial or unregulated apps (app category 0). The top 5 features had Gini Impurity values ranging from 0.6 to 0.1.

The top 5 features from the feature importance list achieved statistical significance with \( P < .001 \), as shown in Table 8. Average overall session time and average time spent on social interaction apps, miscellaneous and additional passive recreational apps, and unregulated apps had greater mean values for the participants who scored as severe compared with the participants who scored as none on the PHQ-9. None participants opened active messaging and communication apps 110 times on average (SD 7.02), whereas severe participants opened this app category 74 times on average (71.05).

In addition, the model was tested to see whether it could accurately predict participants who had reported a previous diagnosis of depression. The model achieved an accuracy of 80% in detecting depression but only 26% in detecting the none group.

Additional validation of whether the PHQ-9 binary nonsensor-based model (none vs severe) could accurately predict the progression of depression was performed by calculating the percentage of participants in each group who had a majority of days with high MHSSs (>50%), with the MHSS as the model’s prediction of class probabilities. As shown in Table 9, the majority increases as severity increases, indicating that participants with severe depression had a majority of days with high MHSSs, supporting the model’s prediction ability.

When the gyroscope features were added as additional markers, the overall accuracy dropped to 76% with a precision of 74% to 78%, recall of 67% to 83%, and \( F_1 \) of 72% to 78%. This model was also tested on the self-proclaimed diagnosis cohort and achieved 27% accuracy in detecting depression and 0% accuracy in detecting the none group. When age and gender were added to see if demographics played a role in classifying none (not depressed) versus severe (depressed) cohort participants, the overall accuracy decreased slightly from 87% to 84%, precision increased from 82% to 87%, recall increased from 83% to 86%, and \( F_1 \) increased from 84% to 85%.

An additional random forest classifier trained on the PHQ-9 3-class model—none (PHQ-9 <5), moderate (10 ≤ PHQ-9 <15), and severe (PHQ-9 ≥20) depression on the 34 nonsensor features—achieved a precision of 74% to 86%, recall of 76% to 83%, \( F_1 \) of 75% to 84%, and overall accuracy of 78%, as shown in Table 7.

### Table 6. Accuracy metrics of the 3 classification algorithms tested in this study: random forest, extreme gradient boosting (XGBoost), and a support vector machine with radial basis function kernel.

<table>
<thead>
<tr>
<th>Metric and cohort</th>
<th>Random forest model (%)</th>
<th>XGBoost model (%)</th>
<th>SVM(^a) model (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>87</td>
<td>86</td>
<td>44</td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>89</td>
<td>82</td>
<td>44</td>
</tr>
<tr>
<td>Depression</td>
<td>85</td>
<td>90</td>
<td>0</td>
</tr>
<tr>
<td><strong>Recall</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>85</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Depression</td>
<td>89</td>
<td>81</td>
<td>0</td>
</tr>
<tr>
<td><strong>F1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>87</td>
<td>86</td>
<td>61</td>
</tr>
<tr>
<td>Depression</td>
<td>87</td>
<td>85</td>
<td>0</td>
</tr>
</tbody>
</table>

\( a \)SVM: support vector machine.
Table 7. Accuracy metrics of all models trained in this study.

<table>
<thead>
<tr>
<th>Metric and cohort</th>
<th>PHQ-9 binary nonsensor model (%)</th>
<th>PHQ-9 binary gyroscope (sensor) model (%)</th>
<th>PHQ-9 three-class model (%)</th>
<th>PHQ-9 questions model (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>87</td>
<td>76</td>
<td>78</td>
<td>78</td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>89</td>
<td>78</td>
<td>75</td>
<td>80</td>
</tr>
<tr>
<td>Moderate</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>86</td>
<td>N/A</td>
</tr>
<tr>
<td>Severe</td>
<td>85</td>
<td>74</td>
<td>74</td>
<td>76</td>
</tr>
<tr>
<td><strong>Recall</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>85</td>
<td>67</td>
<td>76</td>
<td>75</td>
</tr>
<tr>
<td>Moderate</td>
<td>N/A</td>
<td>N/A</td>
<td>83</td>
<td>N/A</td>
</tr>
<tr>
<td>Severe</td>
<td>89</td>
<td>83</td>
<td>76</td>
<td>81</td>
</tr>
<tr>
<td><strong>F&lt;sub&gt;1&lt;/sub&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>87</td>
<td>72</td>
<td>75</td>
<td>78</td>
</tr>
<tr>
<td>Moderate</td>
<td>N/A</td>
<td>N/A</td>
<td>84</td>
<td>N/A</td>
</tr>
<tr>
<td>Severe</td>
<td>87</td>
<td>78</td>
<td>75</td>
<td>89</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ-9: Patient Health Questionnaire-9.<br>
<sup>b</sup>N/A: not applicable.

**Figure 2.** Feature importance plot of the Patient Health Questionnaire-9 binary nonsensor model achieving 87% accuracy. The x-axis represents the feature importance metric, Gini Impurity, which can range from 0.0 to 0.5. The y-axis represents the list of features ordered from greatest to least importance.
Table 8. Mean values of each cohort and P values from 1-tailed t tests of the top 5 important features in the Patient Health Questionnaire-9 binary nonsensor model.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Cohort, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
<td>Severe</td>
</tr>
<tr>
<td>Mean session time: average session length that a user interacts with their mobile device within a 24-hour period (minutes)</td>
<td>1.07 (3.58)</td>
<td>2.49 (4.97)</td>
</tr>
<tr>
<td>App 1: average time a user spent on apps that fall into app category 1—social interaction apps—within a 24-hour period (minutes)</td>
<td>1.41 (4.40)</td>
<td>3.58 (1.16)</td>
</tr>
<tr>
<td>App 11: average time a user spent on apps that fall into app category 11—miscellaneous and additional passive recreational apps—within a 24-hour period (minutes)</td>
<td>1.56 (1.94)</td>
<td>3.37 (5.11)</td>
</tr>
<tr>
<td>App 3 opens: number of times a user opened apps that fall into app category 3—active messaging and communication apps—within a 24-hour period (counts)</td>
<td>110.49 (70.10)</td>
<td>74.45 (71.05)</td>
</tr>
<tr>
<td>App 0: average time a user spent on apps that fall into app category 0—nonofficial or unregulated apps—within a 24-hour period (minutes)</td>
<td>0.34 (0.60)</td>
<td>0.83 (2.34)</td>
</tr>
</tbody>
</table>

Table 9. The PHQ-9 binary nonsensor-based model validation results showing the majority of days with high MHSS across all days of data collected.

<table>
<thead>
<tr>
<th>PHQ-9 severity</th>
<th>Participants, n (%)</th>
<th>Majority of days of data with MHSSs &gt;50% (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>38 (18)</td>
<td>15.84</td>
</tr>
<tr>
<td>Moderate</td>
<td>116 (55.5)</td>
<td>75.02</td>
</tr>
<tr>
<td>Severe</td>
<td>55 (26)</td>
<td>95.82</td>
</tr>
</tbody>
</table>

*PHQ-9: Patient Health Questionnaire-9.
MHSS: Mental Health Similarity Score.

Each participant has a different total number of days of data collected. Hence, each PHQ-9 group has a different total number of days. Therefore, the majority of days mentioned is the total percentage of days that group participants had MHSS greater than 50%.

PHQ-9 Specific Questions and Smartphone Data

A significant positive Pearson correlation was found among PHQ-9 questions 2, 6, and 9 within the severe category users and the mental health behavioral profiling metric ($r=0.73$), as shown in Table 10. When a gyroscope sensor was added as a feature, the Pearson correlation among questions 2, 6, and 9 dropped from 0.73 to 0.46.

A binary model trained on questions 2, 6, and 9 was constructed to complement the PHQ-9 binary nonsensor model. The participants who scored 0 on all 3 questions were considered as the none class, whereas the participants who scored 3 on every question were considered as the depression symptoms class. The PHQ-9 questions model achieved an overall accuracy of 78% with a precision of 76% to 80%, recall of 75% to 81%, and F1 score of 78% to 79%, as shown in Table 7. Figure 3 shows the feature importance plots for this prediction model. Top features include (1) number of times active messaging and communication apps (app category 3) were opened within the 24-hour period, (2) number of times active messaging and communication apps were opened or longer than 1 SD from the mean session time within the 24-hour period (app 3 upper), (3) number of passive information consumption apps (app category 2) opened within the 24-hour period, (4) average time spent on general utilities apps (app category 6), and (5) average time spent on passive information consumption apps (app category 2).

Table 11 displays the mean values of the top 5 features of the random forest model for PHQ-9 questions 2, 6, and 9. The number of times the participants opened active messaging and communication apps that had greater session lengths than the average was calculated for both the none and severe participants and proved to be both statistically significant ($P<0.001$) and a top feature in the questions model. The none participants opened this app category 6.47 times on average compared with the severe participants, who opened it 3.25 times. In addition, none participants opened passive information consumption apps 2.13 times on average compared with severe participants, who opened them 0.46 times on average. Finally, severe participants had general utilities apps opened for longer (0.57 minutes) on average than the none participants (0.40 minutes), but none participants had passive information and consumption apps opened for longer (0.29 minutes) on average than severe participants (0.18 minutes).
Table 10. Correlation analysis within the severe cohort between baseline per-item scores and Mental Health Similarity Scores on the day of baseline assessment.

<table>
<thead>
<tr>
<th>PHQ-9 item</th>
<th>Pearson correlation</th>
<th>Spearman correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question 1: “Little interest or pleasure in doing things?”</td>
<td>−0.078</td>
<td>−0.075</td>
</tr>
<tr>
<td>Question 2: “Feeling down, depressed, or hopeless?”</td>
<td>0.596</td>
<td>0.607</td>
</tr>
<tr>
<td>Question 3: “Trouble falling or staying asleep, or sleeping too much?”</td>
<td>0.004</td>
<td>0.0</td>
</tr>
<tr>
<td>Question 4: “Feeling tired or having little energy?”</td>
<td>−0.101</td>
<td>−0.045</td>
</tr>
<tr>
<td>Question 5: “Poor appetite or overeating?”</td>
<td>−0.017</td>
<td>0.059</td>
</tr>
<tr>
<td>Question 6: “Feeling bad about yourself—or that you are a failure or have</td>
<td>0.492</td>
<td>0.543</td>
</tr>
<tr>
<td>let yourself or your family down?”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question 7: “Trouble concentrating on things, such as reading the</td>
<td>−0.214</td>
<td>−0.213</td>
</tr>
<tr>
<td>newspaper or watching television?”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question 8: “Moving or speaking so slowly that other people could have</td>
<td>0.064</td>
<td>0.093</td>
</tr>
<tr>
<td>noticed? Or the opposite—being so fidgety or restless that you have</td>
<td></td>
<td></td>
</tr>
<tr>
<td>been moving around a lot more than usual?”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question 9: “Thoughts that you would be better off dead, or of hurting</td>
<td>0.479</td>
<td>0.447</td>
</tr>
<tr>
<td>yourself in some way?”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question 1+Question 2+Question 6+Question 9</td>
<td>0.655</td>
<td>0.580</td>
</tr>
<tr>
<td>Question 2+Question 6+Question 9</td>
<td>0.727</td>
<td>0.698</td>
</tr>
</tbody>
</table>

aPHQ-9: Patient Health Questionnaire-9.

Figure 3. Feature importance plot of the random forest model for Patient Health Questionnaire-9 questions 2, 6, and 9. The x-axis represents the feature importance metric, Gini Impurity, which can range from 0.0 to 0.5. The y-axis represents the list of features ordered from greatest to least importance.
gyroscope sensor model achieved the following metrics: precision of 74% to 78%, recall of 67% to 83%, $F_1$ of 72% to 78%, and overall accuracy of 76%. Although the results of this study have similar accuracies to previous studies [24,48], these models indicate that invasive features such as GPS tracking and audio information are not necessarily required to detect behaviors in individuals with depression.

The feature importance list was extracted based on the Gini Impurity measurement. In the PHQ-9 binary nonsensor model, results found that mean session time was the most important feature in predicting severe depression using nonintrusive passive sensors. Mean session time was higher in participants with severe depression compared with none. This result is in line with previous findings that people with higher phone use have a positive correlation with self-reported depression [49]. Another study found that high mobile phone use was associated with symptoms of depression in men and women at 1-year follow-up compared with people with low phone use [50]. Going down the feature importance plot, it was observed that app category 1 (social interaction apps) had higher use in participants with severe depression compared with participants with no depression. This aligns with studies that have shown that social media use is higher in people with depression [51,52] and that limited use can lead to a decline in self-reported feelings of depression [53]. In the PHQ-9 questions model, it was interesting to find that mean session time on active messaging and communication apps was lower in participants with severe depression (ie, their use of this app category was low compared with the none group). This finding is in line with previous findings that web-based communication is reported to be low in people with depression [54].

A per-item correlation was performed, and a significant positive Pearson correlation was found between PHQ-9 questions 2, 6, and 9 within the severe category users and the mental health behavioral profiling metric, that is, the MHSS ($r=0.73$). Users who had higher scores in the 3 questions also had higher MHSSs (>50%). Previous research has shown that items 2, 6, and 9 comprise the affective-cognitive component of the PHQ-9 scale [55]. The highest-correlated PHQ-9 items—2, 6, and 9—were those that indicated affective symptomatology; therefore,

### Table 11. Mean values of each cohort and $P$ values from 1-tailed $t$ tests of the top 5 important features in the random forest model for Patient Health Questionnaire-9 questions 2, 6, and 9.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Cohort, mean (SD)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>App 3 opens: number of times a user opened apps that fall into app category 3—active messaging and communication apps—within a 24-hour period (counts)</td>
<td>110.49 (73.47)</td>
<td>74.45 (77.25)</td>
</tr>
<tr>
<td>App 3 upper: number of times a user opened apps that fall into app category 3—active messaging and communication apps—and had session times greater than the average session time of that app category within a 24-hour period (counts)</td>
<td>6.47 (5.77)</td>
<td>3.25 (3.98)</td>
</tr>
<tr>
<td>App 2 opens: number of times a user opened apps that fall into app category 2—passive information and consumption apps—within a 24-hour period (counts)</td>
<td>2.13 (5.24)</td>
<td>0.46 (1.2)</td>
</tr>
<tr>
<td>App 6: average time a user spent on apps that fall into app category 6—general utilities apps—within a 24-hour period (minutes)</td>
<td>0.40 (2.11)</td>
<td>0.57 (0.48)</td>
</tr>
<tr>
<td>App 2: average time a user spent on apps that fall into app category 2—passive information and consumption apps—within a 24-hour period (minutes)</td>
<td>0.29 (0.70)</td>
<td>0.18 (0.20)</td>
</tr>
</tbody>
</table>

### Discussion

**Principal Findings**

The study objective was to demonstrate a novel machine learning mental behavioral profiling metric termed MHSS, derived from analyzing passively monitored and nonintrusive smartphone use data, to identify and track depressive behavior. This objective was met as the MHSS models reached an overall accuracy of 87%. In this study, an average of 10 days of smartphone data were used in addition to PHQ-9 results from 399 participants to demonstrate the ability to detect digital behavioral markers quantified from the participants’ smartphones to detect depression severity. We further focused on using these digital behavioral markers to develop predictive models to classify none (not depressed) and severe (depressed) symptom severity scores.

A mental behavioral profiling metric termed MHSS, developed from digital markers extracted from the participants’ smartphone data, was able to predict the participants’ depression state (ie, none or severe) with high predictive performance using machine learning models.

Demographic analysis found a higher number of women in the severe group compared with the none group, which is in line with previous literature on the prevalence of depression in South Korea [46]. Studies conducted in South Korea have shown that, in a sample, women were more depressed than men across all age groups [47]. Both regression (random forest regression and multivariate adaptive regression splines) and classification (random forest classification, extreme gradient boosting, and support vector machines) machine learning models were tested to evaluate the highest predictive accuracy between none and severe depression. The PHQ-9 binary nonsensor model (none vs severe) achieved the highest accuracy using a random forest classification algorithm with the following metrics: precision of 85% to 89%, recall of 85% to 89%, $F_1$ of 87%, and overall accuracy of 87%. The PHQ-9 3-class (none vs mild vs severe) model achieved the following metrics: precision of 74% to 86%, recall of 76% to 83%, $F_1$ of 75% to 84%, and overall accuracy of 78%. The effect size of the nonsensor features was moderate, and the effect size of the sensor features was low. The PHQ-9
a separate PHQ-9 questions model was created, achieving a precision of 76% to 80%, recall of 75% to 81%, $F_1$ of 78% to 89%, and overall accuracy of 78%. This 2D PHQ-9 questionnaire (the other being the somatic component) approach has been used in previous studies and shown to have sound psychometric reliability and validity [55-57]. Thus, the results of this study add to the literature as, to the best of our knowledge, no previous studies have explored the 2-factorial approach of the questionnaire and used it to create digital behavioral markers.

We chose South Korea as the study site as there are low levels of reported depression despite the high number of cases of suicide. The study found that, of the 469 individuals who reported having no diagnosis as their current status in their demographics questionnaire, 307 (65.5%) scored as moderate to severe depression (PHQ-9 score $\geq$10). This result fits previous literature that states that the population in South Korea is often less likely to seek treatment and diagnosis for depression because of low awareness and stigma [58]. Our results also complement our intention to study a South Korean sample as a previous study on the prevalence rates of depression in South Korea found that, despite the high suicide rate in the country [59], the prevalence of depression has been reported to be much lower compared with other countries [60]. This can be mainly due to 2 factors: the access rate to services for depression has been reported to be low and the mental health treatment gap for major depression is 56.3% [61]. It is also interesting that studies have shown that the prevalence of depression rates is lower in Asian countries, such as South Korea, when compared with Western countries [62,63] owing to the stigma surrounding psychiatric illnesses [64]. This result demonstrates the feasibility of a daily mental health profiling metric using smartphone-based passive data to monitor symptoms, administer tests at home, and schedule interventions, which will help overcome the limitations hindering traditional methods of assessment such as stigma [64] and hesitation toward accessing mental health services because of low education levels [58].

This study also evaluated the use of another passive sensor (ie, gyroscope) to improve the accuracy of our models. This study found that, when a gyroscope sensor was added as a feature, the Pearson correlation among questions 2, 6, and 9 decreased from 0.73 to 0.46. Mean activity ($P<0.001$) and average gap activity ($P<0.001$) features from the gyroscope sensors showed statistically significant differences between none and severe individuals. Therefore, although gyroscope sensor data show some distinction between the 2 cohorts when including them as an additional feature, the gyroscope as a sensor alone does not add predictive power.

Previous researchers have established a relationship between depression and digital phenotyping using identifiable passive information such as GPS and HealthKit information [8,48] and have a high respondent burden, such as daily mood surveys and multiple assessments [24,48]. Our study adds an approach in which we show that high-accuracy models to detect depression can be achieved using nonintrusive data such as average time on the phone per day, frequency of events per day, and app category use per day, with only 1 baseline assessment and no further respondent burden. The behavioral profiling metric, called the MHSS, is easy to understand by the user and, therefore, is easily incorporated into various clinical and therapeutic scenarios. The findings about various app category uses provide a dive into behavior patterns of depressed and not depressed groups, which can be useful for risk profiling. This study also further complements the idea shared by Onnela [65] in his research that private passive data collected from smartphones present a big challenge and should be anonymized. The app used in this study collects only nonintrusive, passive data, and the data are encrypted from the time they are collected and then re-encrypted when they are stored in the servers, thereby guaranteeing an accurate and safe MHSS. To further address any concerns about security, the app provides the ability to obtain daily MHSSs as a completely anonymous user, ensuring zero traceability.

In the everyday clinical scenario, the MHSS can help with remote monitoring of symptoms as well as treatment or intervention efficacy. It is a simple, affordable, and accessible form of technology that is easily scalable. This proves especially useful in low- and middle-income countries, where there are multiple barriers to mental health care access. In our study, we found that the MHSS can detect individual patterns of behavior as well as population-based trends. However, further research is required to establish its use on an epidemiological level.

**Strengths**

The strength of the study can be found in using nonintrusive, passive behavioral data to generate digital phenotypes for depression and, in the future, for more mental health disorders.

In addition, web-based recruitment was used, which eased the onboarding process and allowed the users to participate in the study at their own comfort. This study design is easy to replicate for other digital phenotyping indications where it is possible to administer web-based self-report questionnaires and generate results.

**Limitations and Future Work**

The first limitation of the study was that the PHQ-9 was administered only once; thus, the depression symptom status was only collected at baseline. Future studies should aim to assess the symptoms at 2 time points and observe the changes in questionnaire scores alongside the changes in digital behavior. Another limitation was that our data were heavily inclined toward the 18 to 25-year age group, with 84.9% (474/558) of the participants belonging to it. Our study did not have clinical diagnosis of depression as an inclusion criterion, only a self-reported clinical diagnosis and the self-reported PHQ-9 scale. Using a more diverse age group in a more proportionate number could provide a better overview of how digital behavior symptom severity could change with age as a factor. Although the PHQ-9 as a patient-reported outcome measure is the gold standard method for diagnosing depression and is used worldwide to screen for depression, the results of this study will be further consolidated when tested in a clinically diagnosed population. This study was available only for Android users; therefore, further studies should look at incorporating the iOS operating system. Furthermore, future studies can include other locations and questionnaires.
Conclusions
Nonidentifiable passive smartphone data prove to be a suitable tool to assist with the remote screening and monitoring of depression. The strong privacy metrics and low respondent burden pave the way for further exploration in not only screening and even triaging patients but also measuring therapeutic outcomes through the MHSS as a metric. Finally, the aggregated measurement of a group as a health metric could further support larger epidemiological studies.
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Background: The COVID-19 pandemic accelerated drivers for virtual health adoption and triggered the US federal government to implement regulatory changes to reduce barriers to virtual health implementation. Consequently, virtual health solutions have been increasingly adopted, and health systems in the United States have been reorganizing their care delivery process with unprecedented speed.

Objective: This study aimed to assess and make recommendations on the strategy, business model, implementation, and future considerations for scaling and sustaining virtual health solutions based on the views of executives from the largest health systems in the United States.

Methods: In September 2020 and October 2020, the Health Management Academy conducted 29 quantitative surveys and 23 qualitative interviews involving 58 executives from 41 of the largest health systems in the United States. Participating health systems were approximately equally distributed across size categories (small, medium, and large, defined as annual total operating revenue US $2-3 billion, $3-6 billion, and >$6 billion, respectively) and US Census Bureau regions (Northeast, Midwest, South, and West).

Results: Based on the Health Management Academy’s assessment of approaches to governance, financing, data infrastructure, and clinical integration of virtual health, most participating health systems (13/24, 54%) had a mid-stage level of maturity in virtual health implementation. Executives reported the pandemic is forcing health systems to re-examine strategic priorities; the most commonly raised key impacts were increased access (15/21, 71%) and flexibility (10/21, 48%) as well as lower costs of care delivery (9/21, 43%). Most executives (16/28, 57%) reported their organization had a defined budget for virtual health, and many noted that virtual health is best supported through value-based payment models. Irrespective of health system maturity, reimbursement was consistently rated as a key challenge to virtual health scaling, along with patient access to and understanding of virtual health technology. The success of virtual health implementation was most commonly measured by patient satisfaction, health care provider engagement, and proportion of health care providers using virtual health solutions (reported by 7/8, 88%; 6/8, 75%; and 7/8, 75% of information technology executives, respectively). Almost all health systems (27/29, 93%) expect to continue growing their virtual health offerings for the foreseeable future, with user-friendliness and ease of integration into the electronic medical record as key factors in making go-forward decisions on virtual health solutions (each selected by 9/10, 90% executives).

Conclusions: The increased demand for virtual health solutions during the COVID-19 pandemic is expected to continue postpandemic. Consequently, health systems are re-evaluating their current platforms, processes, and strategy to develop a sustainable, long-term approach to virtual health. To ensure future success, health system leaders need to proactively build on their virtual health solutions; advocate for payment, site flexibility, and reimbursement parity for virtual health; and demonstrate continued engagement and boldness to evolve care beyond established models.
Virtual health is a rapidly evolving field, encompassing a range of information and communication technologies and forms of care delivery. Although there is no static and universally agreed definition of virtual health, the World Health Organization has defined eHealth in the following way: “the cost-effective and secure use of information and communications technologies in support of health and health-related fields, including health-care services, health surveillance, health literature, and health education, knowledge and research” [1].

Virtual health, as well as telemedicine or telehealth, could be considered as components of eHealth, with virtual health focused on modalities of care delivery. For the purposes of this research, we defined virtual health to include the following components.

- Live (synchronous) videoconferencing: a 2-way audiovisual link between a patient and health care provider
- Store-and-forward (asynchronous) care delivery: transmission of a recorded health history to a health care provider or patient
- Remote patient monitoring: the use of connected electronic tools to record personal health and medical data in one location for review by a health care provider in another location, usually at a different time
- Mobile health (mHealth): health care and public health information provided through mobile devices. The information may include general educational information, targeted texts, and notifications about disease outbreaks.

Over recent years, there have been trends toward an increase in virtual care solutions for patients [2]. However, prior to the COVID-19 pandemic, health systems across the United States faced several barriers to the expanded use of virtual health, including a lack of reimbursement, uncertainty around workflow integration, resistance to change, and concerns about quality and efficacy [3,4]. The COVID-19 pandemic accelerated drivers for virtual health adoption, as maintaining continuity of care during “stay at home” orders necessitated increased use of virtual health to minimize exposure to and spread of the virus during care delivery. The pandemic also triggered the US federal government to implement multiple regulatory changes to reduce barriers to virtual health implementation. Pandemic emergency orders allowed for cross-jurisdictional recognition of licensure, enabling health care providers licensed in one state to work in any other state [5-8]. The Coronavirus Preparedness and Response Supplemental Appropriations Act of 2020 waived many of the geographic and site restrictions on Medicare reimbursement [9]. The US Department of Health and Human Services loosened enforcement of some rules under the Health Insurance Portability and Accountability Act of 1996 during COVID-19, giving health care providers more flexibility in the use of telehealth solutions [10]. Consequently, virtual health solutions have been increasingly adopted, and health systems in the United States have had to reorganize their entire care delivery process with unprecedented speed [11,12].

Although the pandemic has catalyzed significantly higher virtual health utilization, health care providers and academics in the field are predicting a fundamental, enduring shift in how health systems deliver care [12-14]. Although health systems scaled virtual health out of necessity, innovating to meet the needs of an immediate crisis is different from sustainable, long-term transformation. Consequently, health systems are beginning to re-evaluate how the virtual health strategies implemented during the COVID-19 surge in virtual health utilization will meet the needs of the system, health care providers, and patients going forward. The pandemic quickly demanded that patients, health care providers, and health systems adapt virtual care at an unprecedented pace of change. Continuing to manage this rate of change will continue to be a challenge postpandemic. Maintaining these elevated levels of virtual health adoption among health systems into the future will depend on key factors, including sustained payment mechanisms, regulatory flexibility around site-of-service requirements, and development of a virtual care delivery model that wins the confidence of patients, health care providers, and health systems with regard to quality, safety, and cost. With 637 separate health systems across the United States [15], sharing learnings and best practices between health care providers is important for ensuring consistency and equity in health care delivery across the nation. Sharing information can also assist health systems with decision-making and implementation of the most effective solutions. Some of these learnings may also be applicable to health care systems in other countries.

In this study, we aimed to assess and make recommendations on the strategy, business model, implementation, and future considerations for scaling and sustaining virtual health solutions based on the views of executives from the largest health systems in the United States.
virtual health modalities. Surveys were distributed by email and included 18 multiple choice questions divided into 4 sections: general quantitative survey, clinical, strategy and operations, and information technology (IT)/data (Multimedia Appendix 1). The questions included under the General Quantitative Survey section were given to all participating executives, whereas the sections on clinical, strategy and operations, and IT/data were sent to targeted executives with expertise on those topics. Interviews ran for 30 minutes to 60 minutes, were conducted virtually through Microsoft Teams, and included questions based on a qualitative interview guide containing 31 questions divided into 6 sections: strategy, structure, implementation, finance, data, and consumerism (Multimedia Appendix 2). Questions from each section were asked as relevant to the interviewee’s role; for example, only C-suite executives in IT were asked questions in the data section. Executives from the same health system were allowed to attend the same interview if preferred.

The Academy collected responses and analyzed results. For the quantitative survey data, percentages were calculated for each question, with the total number of responses to each question as the denominator. For the sections on clinical, strategy and operations, and IT/data, the denominator was the number of executives with the relevant experience who answered each question. If a respondent skipped a question, then the denominator for that question would be reduced by 1. Due to the small sample sizes involved, statistical analyses of survey data were not feasible. Responses from the interviews were qualitatively assessed, and observations were summarized in the report. Quotes were blinded and included as spoken by interview participants.

Data were segmented by health system size, geographic region, percent of revenue from government pay, and virtual health maturity. Health system size was defined based on annual total operating revenue (TOR), including all revenue from both patient care and health plan if applicable; large systems were those with >US $6 billion TOR, medium systems were those with $3-$6 billion TOR, and small systems were those with <$3 billion TOR. Geographic regions were based on the US Census Bureau regions [17] and were defined as Northeast, Midwest, South, and West (Figure 1). Government pay was defined as the proportion of payer mix coming from Medicare, Medicaid, or other government sources, with high and low categories of greater than or less than the median of the survey group, respectively. Virtual health maturity was defined and assessed by The Academy based on responses to survey and interview questions in 4 categories: virtual health governance, finance, data/IT, and clinical. General features of health systems at early stage, mid-stage, advanced, and innovative levels of virtual health maturity are shown in Figure 2. Selected subgroup analyses are presented for qualitative comparison.

**Figure 1.** Geographic regions and headquarter locations of participating health systems; includes one health system with 2 headquarter locations identified.
Ethical Considerations
This research was considered exempt from institutional research board review according to the US Department of Health and Human Services, Office for Human Research Protections, §46.101, (b)(2) [18] because it involved survey procedures, and the information obtained could not be linked to the participants and did not place them at risk.

Results

Participating Health Systems
Study participants included 58 executives from 41 separate health systems in the United States. There were 29 quantitative survey responses and 23 qualitative interviews (some interviews involved more than 1 executive).

Participating health systems represent a mean TOR of US $5.5 billion. Participating health systems were approximately evenly distributed across the size categories: 32% (13/41) were large, 39% (16/41) were medium, and 29% (12/41) were small. Participating health systems were also approximately evenly distributed across the different US regions: Northeast (9/41, 22%), Midwest (13/41, 32%), South (11/41, 27%), and West (8/41, 20%). The median government pay across these systems was 42% (range 23%-66%). Based on their approaches to governance, financing, data infrastructure, and clinical integration of virtual health, most participating health systems (13/24, 54%) were categorized as being at a mid-stage level of overall maturity in virtual health implementation (Figure 2).

Health systems tended to be at a more advanced level of maturity in their approach to strategy/governance and finance and less mature in their data and IT infrastructure and clinical integration (Figure 3).
Virtual Health Strategy

Prior to the COVID-19 pandemic, most health systems had implemented some form of virtual health solution for specific use cases, most commonly tele-stroke, tele-intensive care unit, or within behavioral health. However, most health systems did not have defined infrastructure, processes, or strategies to leverage virtual health on a large scale. Most health systems reported a neutral to conservative approach to pursuing virtual health modalities pre-COVID-19 (60% to ≥70% across modalities). Reimbursement difficulty and lack of integration with the electronic medical record (EMR) were cited as the main barriers to virtual health implementation.

Executives reported that the pandemic is forcing health systems to re-examine strategic priorities, and executives raised multiple key impacts on health systems and health care providers. In light of the virtual health “new normal,” health systems are forced to re-examine the cost structure of their business model and the composition and skills of their workforce, as well as the need for brick-and-mortar facilities. There is also a push for health systems to incorporate insights from consumer-facing industries (eg, banking, finance) in digital front door strategies.

Health system executives reported that, during the COVID-19 pandemic, immediate priorities included maintaining patient and staff safety by keeping health care providers and patients remote whenever possible and sustaining revenues to support the business. As health systems look to develop a long-term strategy for virtual health, executives are beginning to set new goals for enterprise-level virtual health and, in particular, increasing flexible, consumer-friendly care; improving access and expanding market share; broadening the suite of digital health technologies; and building new virtual health business models.

Areas in which executives expect virtual care to have the greatest impact include increasing access and flexibility of care delivery and lowering costs (Figure 4A). It will be essential for health systems to leverage technology to develop a model of a continual ongoing relationship with the patient across the health care journey of their lifetime, as compared with a previous model of episodic care. As virtual health expands, executives are prioritizing equity in access and outcomes. Health systems do not want virtual health to exacerbate existing divides in patients’ ability to access and benefit from care and are taking steps to monitor and address equity concerns (Figure 4B).

In order to scale existing virtual health modalities to meet surging demand, many health systems found building on their existing platforms—regardless of how small—was the best choice for rapidly scaling virtual health to meet the needs of their patients and health care providers:

*We have had a telehealth option since 2012, and the growth had historically doubled each year from a very small base. But that growth is now exponential—we went from about 70,000 virtual health visits a year in 2019, to nearly 70,000 per week by early April (2020).* [Chief of Medical Technology]

Health system executives reported that, during the COVID-19 pandemic, immediate priorities included maintaining patient and staff safety by keeping health care providers and patients remote whenever possible and sustaining revenues to support the business. As health systems look to develop a long-term strategy for virtual health, executives are beginning to set new goals for enterprise-level virtual health and, in particular, increasing flexible, consumer-friendly care; improving access and expanding market share; broadening the suite of digital health technologies; and building new virtual health business models.

Areas in which executives expect virtual care to have the greatest impact include increasing access and flexibility of care delivery and lowering costs (Figure 4A). It will be essential for health systems to leverage technology to develop a model of a continual ongoing relationship with the patient across the health care journey of their lifetime, as compared with a previous model of episodic care. As virtual health expands, executives are prioritizing equity in access and outcomes. Health systems do not want virtual health to exacerbate existing divides in patients’ ability to access and benefit from care and are taking steps to monitor and address equity concerns (Figure 4B).
Many health system executives considered virtual health to form part of both their care delivery strategy and consumer strategy. This is because improved access, flexibility, and convenience are increasingly sought by consumers, and virtual solutions may assist health systems in meeting these expectations. However, health system executives recognize the opportunity to improve the consumer-friendliness of their current virtual health systems. Most executives from large health systems (5/9, 55%) rated their organization’s virtual health systems as either consumer-friendly or very consumer-friendly. For medium and small health systems, only 20% (2/10) and 14% (1/9) of executives, respectively, rated their virtual health systems as consumer-friendly or very consumer-friendly.

**Virtual Health Business Model**

Health systems will likely focus on development of a hybrid model of virtual and in-person care, with efforts focused on population health and value-based reimbursement. Most executives (16/28, 57%) reported their organization had a defined budget for virtual health (Figure 5).
Many executives expressed concern that a retraction to a prepandemic lack of payment and site-of-care restrictions on virtual health would significantly detract from their ability to deliver care virtually:

*If payment parity for virtual visits goes away, expenses will have to decrease to meet the corresponding decrease in that revenue stream... We’re not going to stop doing virtual, because we believe it’s the right thing to do for our patients, and it’s about continuing to evolve with the future of healthcare.* [Senior Vice President, Finance]

Executives saw virtual health as a strategy best supported through a value-based payment model:

*Going forward, we’re trying to get to a more value-based world where we’re only bringing patients onsite if they need complex care. That’s a large transformation that is underway, and virtual is an important component of that, but there’s still a long way to go.* [Chief Medical Information Officer]

Most health systems in the United States are predominantly fee-for-service and have only a small proportion (an average of 29%) of revenue coming from value-based payment models. Executives reported that their organization would not shift to a fully value-based model until a larger proportion of revenue comes from these models.

*The value-based payment tipping point is probably 40%, but we’re not near that now; we’re at 10% or less, and many value-based arrangements start with fee for service.* [Senior Vice President and CMO of Ambulatory Service]

Health systems are restructuring their operations to adapt to the increased use of virtual health. For example, most health systems (6/10, 60%) intend to use technology to automate certain tasks associated with virtual services, such as clinical documentation during virtual visits. This increased automation can also assist with cost management. Other strategies to address cost management in response to the shifting business model include reducing or consolidating the physical clinic’s square footage (5/10, 50% of health systems), adjusting the workforce by reducing or reassigning staff (3/10, 30%), and redesigning health care provider compensation (2/10, 20%). Health systems may also be able to manage costs by aligning and partnering with other health systems to provide financial support for necessary technologies.

Health system executives stressed that the federal government’s actions to maintain payment for virtual health and promote flexibility in care delivery during the pandemic will need to be sustained for health systems to continue to provide virtual care. These responders were optimistic about these benefits being extended, and some health systems have developed “legislative teams” willing to align efforts with other health systems to help drive government support, at both state and federal levels, for sustained reimbursement for virtual care. Despite these efforts, uncertainty remains:

*The maintenance of virtual visits is dependent on a payment model remaining in place for them, I can’t stress that enough. If there isn’t payment parity between virtual and in-person, we’ll have to re-examine how to manage our costs.* [President, Medical Group]

**Implementing Virtual Health Solutions and Workflows**

Health systems experienced a rapid surge in virtual health utilization during the peak of the COVID-19 pandemic; during spring and summer 2020, 58% of total visits to participating...
As health system executives consider their long-term virtual health strategy, many expect to leverage the governance structures established during the pandemic moving forward. For medium and large health systems, almost all executives reported that their organization had a centralized governance structure for virtual health implementation (Figure 6A). These central committees were typically composed of multiple key stakeholders and representative groups (eg, clinical leadership, regulatory, patient experience), and many executives reported their organization had a formal leadership role established for virtual health (eg, CMO of virtual health). Virtual health governance structures most commonly fell within the IT and/or population health division (14/29, 49% and 10/29, 34%, respectively), and most participating health systems created a dedicated virtual health committee or taskforce, which will remain post-COVID-19.

Key considerations around creating these new governance structures included centralization versus decentralization of authority, defined versus undefined accountability, and outsourcing versus insourcing committee members. High-maturity approaches tended to feature a multistakeholder governance structure that clearly delineated responsibilities for virtual health strategy and implementation.

During the COVID-19 surge in virtual health utilization, the higher a health system was on the virtual health maturity curve, the more likely they were to scale up existing solutions rather than implement new technology. Patient and health care provider usability was reported as being the primary criteria for selecting virtual health solutions. Health care provider acceptance and adoption of virtual health increased during the pandemic; however, health system executives reported less success in developing and integrating virtual health into existing clinical workflows in a sustainable and comprehensive way.

Health system executives and leaders are considering whether their existing EMR and IT capability will be positioned to sufficiently support and adapt to telehealth efforts moving forward or whether a partnership with an outside vendor would be a more viable option long term. Most (7/9, 77%) IT executives reported their organization currently uses multiple virtual health platforms; however, 44% (4/9) aim to streamline operations and move to one base platform in the next 1 year to 2 years (Figure 6B). Most health systems (19/29, 66%) used Epic as their primary virtual health software solution, and most (15/29, 52%) used Zoom as their primary synchronous video platform. All IT executives reported that their organization had at least some success in integrating virtual health data into the EMR, with 22% (2/9) rating this integration as very successful. There will need to be a focus on developing platforms that are friendly and affordable to patients and health care providers.

The expansion of virtual health has caused some organizations to consider reshaping their clinical pathways from being EMR-centric to more consumer-focused:

"Our EMR plays an important role, but when we launched our virtual health app, we made the decision to shift away from EMR-focused processes to consumer-focused ones. What’s easy and intuitive for the consumer is not the same as the way the EMR wants you to do things." [Chief Strategy Officer]

Executives were generally less confident in their IT capabilities (eg, interoperability, technology, data analytics) than some of the process components of virtual health implementation (eg, adoption by health care providers). Executives were most confident in their cybersecurity proficiency and the distinct virtual health technology solutions, with leaders rating their proficiency within these components as “at goal and advancing.” Executives noted that, to effectively implement virtual health enterprise-wide, it is critical to ensure that virtual health solutions effectively support both patients and health care providers with frictionless, accessible care at each step of the patient journey, from finding care to managing care, and paying for care:

"Our digital front door aims to help patients solve their inconvenient pain points – where am I in my deductible? How much do I owe? To do that, we’re focused on empowering the patients to answer three questions: how do I find the care I need, how do I manage the care I need, and how do I pay for it." [Chief Strategy Officer]

Some health system executives reported using virtual health to supplement and extend the reach of their existing care infrastructure. For example, one health system used physicians’ offices as specialty access hubs where the primary care physician could connect virtually with specialists in a single appointment. In another example, the health system’s virtual health platform was incorporated into ambulances, enabling emergency department staff to connect virtually and triage patients to the most appropriate care venue according to the level of care needed. Approximately 50% of the time, health care providers were able to make decisions to monitor patients at home, reducing the number of emergency department visits, and thereby reducing potential exposure to COVID-19 and conserving personal protective equipment.

Irrespective of health system maturity level, reimbursement was consistently rated as a key challenge to virtual health scaling, along with patient access to and understanding of virtual health technology (Figure 6C). To improve patient and health care provider understanding, health systems may need to develop and provide training for virtual care to both their patients and health care providers.
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Defining Metrics to Measure the Success of Virtual Health Implementation

Patient and health care provider satisfaction and health care provider engagement are the most commonly prioritized virtual health metrics among participating IT executives (Figure 6D). Health system executives reported a need to increase the tracking and measurement of virtual health–specific metrics.

Health metrics differed slightly between health systems with high and low government pay, with low government pay systems more likely to prioritize patient satisfaction and wait time (Figure 6D). Organizations used a variety of different metrics, including measures of patient and health care provider satisfaction, clinical and screening metrics, platform and follow-up metrics, and financial metrics. Health system executives commonly reported they have not yet settled on their key metrics but recognize their importance for virtual health validation.

Several health systems are using pilot projects to better evaluate the success of their virtual health initiatives on metrics such as total cost of care, readmissions, and follow-up rates. Health systems plan to build on these projects to understand how they can continue to optimize their use of virtual health. These pilot projects enable health systems to maintain the “fail fast” mentality that they developed during the pandemic.

Health system executives stated they have a narrow window of time to collect sufficient data on virtual health’s efficacy and efficiency compared with in-person care, in order to make the case to regulators and payers for why supporting virtual health’s financial sustainability is a must. There were some differences of opinion between executives on whether in-person measures can or should be transferred over to digital modalities.
Future Considerations

Almost all health systems (27/29, 93%) expect to continue to grow most or all of their virtual health offerings for the foreseeable future:

What’s here to stay is the adoption of it, acceptance that care is not always in person. People have trepidation around payment, but what I’ve said is we’re not going to have a choice. It’s not going to matter. Health systems and physicians will learn how to adopt this, or they will go out of business or be purchased. You have maximum two to three years. If you’re not aggressively adopting these services, you will fail. [Executive Director, Virtual Care]

Health system executives’ degree of satisfaction with their current virtual health system varied between US regions, with executives from health systems in the Western region most likely to rate the organization’s virtual health system as sufficient for most or all of their needs (Figure 7A). Many health systems are reevaluating existing virtual health infrastructure, with user-friendliness and ease of information sharing or integration with the EMR as the 2 most commonly reported key factors (9/10, 90% of operations executives) in making go-forward decisions on virtual health initiatives (Figure 7B). Other factors in making go-forward decisions included to ensure data-driven decision-making; maintain patient confidence in a trusting, confidential patient-health care provider relationship; and a focus on how to best leverage technology to support a hybrid model of virtual and in-person care. This will require both patients and health care providers to rethink their relationship and the journey of providing consumer-focused health care. Alternate payment models driven by population health and value-based reimbursement will require adaptability and change in health care provider contracts.

Figure 7. Future considerations for virtual health implementation, as reported by executives, regarding the (A) sufficiency of current virtual health systems by region (West: n=5; Midwest: n=13; South: n=11; Northeast: n=9) and (B) factors in making go-forward decisions on virtual health initiatives (n=10). EMR: electronic medical record.
Executives raised a number of key challenges moving forward, including transparency and flexibility in health care provider licensing, maintaining the “move fast” cultural shift, integrating patient-generated health data with the EMR, determining which types of visits should be virtual versus in-person, and maintaining relationships between health care providers and their patients. Other unknowns and challenges included the pandemic trajectory, aid and politics, macroeconomic factors, demand for services, impact of regulations, and operational resilience. Addressing burnout and health needs of health care providers were also identified as issues going forward, with most (13/20, 64%) health system executives describing their care team as “tired and frustrated” with the COVID-19 journey. About one-third (6/20, 32%) were in a state of “acceptance of the new normal,” and 5% (1/20) described their status as “return to hope.”

Health system executives commented that, although the future outlook is uncertain, a proactive mindset is needed to create the future they want for their patients and their health care providers. This includes key actions such as executing and building on the established continuum of virtual care; advocating for payment, site flexibility, and reimbursement parity for virtual care; and continued engagement and boldness from leadership to evolve care beyond established models. Such care models are evolving toward a hybrid model of virtual, in-person care supported by changing the mindset of both patients and health care providers of what the new patient-health care provider relationship is seen as across the continuum of the patient care journey and not just episodic care as it may have been before the pandemic.

Discussion

Principal Findings

Through surveys and interviews with executives from many of the largest health systems in the United States, this study assessed and makes recommendations on the strategy, business model, implementation, and future considerations for implementing virtual health solutions in the United States. The key findings were (1) the main impacts of increased demand for virtual health solutions on health systems were increased access and flexibility and lower costs of care delivery; (2) health system executives commonly believe that virtual health is best supported through value-based payment models; and (3) almost all health systems expect to continue growing their virtual health offerings for the foreseeable future, with reimbursement being the key challenge to virtual health scaling.

A robust, patient-centric virtual health offering is now a standard expectation for health system executives. Health systems are evaluating whether their current virtual health system meets the differing needs of the system, health care providers, and patients and are identifying the mission-critical goals of a long-term virtual health strategy. Although the external shock of COVID-19 disrupted care models, all participating health systems are expecting to continue virtual care moving forward.

A key consideration in maintaining virtual care is to establish its safety and efficacy relative to traditional in-person care. The efficacy and safety of virtual care would be dependent on the nature of the solution and circumstances of use. For example, a Cochrane review of admission avoidance–hospital-at-home programs showed no differences in mortality between patients treated using admission avoidance–hospital-at-home programs compared with conventional inpatient hospital care [19]. On the other hand, virtual solutions such as a chatbot have proved more controversial, and experts have raised concerns about efficacy [20]. Delivering care virtually can also impact the patient-health care provider relationship, as physical touch and eye contact can communicate interest and empathy. In one study, patients who did not previously have a relationship with their health care provider reported feeling less comfortable with clinical video telehealth than those who had previously visited in person [21].

Current virtual health platforms were sufficient for participating health systems’ COVID-19 response but far from perfect. These health systems are reevaluating their current platforms, processes, and strategy to develop a long-term approach to virtual health that addresses key challenges, including adjusting clinical and operational workflows that meet clinical and operational needs with one user-friendly, integrated, scalable platform to ensure patients’ access to technology and avoid exacerbating existing health equity disparities. Early adopters of new medical technologies commonly have high socioeconomic status due to differences in access (the digital divide) and differences in use (due to factors such as health literacy) [22]. The transition towards increased adoption of virtual health solutions has the potential to either relieve or exacerbate existing health care disparities. The decisions that health systems make now in the types of solutions they offer, and the strategies they choose to minimize disparities, are important in shaping health care equity for the future. For example, apps that are difficult to use could make accessing care disproportionately more difficult for people who are older, have a lower level of education, or are from a diverse racial or ethnic background, who may have lower digital literacy [23]. Alternatively, health equity disparities may decrease over time for technologies that simplify treatment, as innovations gradually diffuse through society [22]. Another concern is fragmentation of patient care due to the expansion of non-health system–affiliated virtual care options. This could erode relationships between health care providers and patients and reduce the effectiveness of care due to a lack of communication between affiliated and nonaffiliated health care providers. There is also a lack of clarity on which clinical and financial metrics are most valuable to validate virtual health’s cost and efficacy compared with in-person care. With one estimate showing that US physicians spend approximately 15 hours per week on quality metrics [24], it is important to focus on the most valuable metrics to minimize the time and effort these require.

Participating health systems report significant uncertainty around changes to payment models and regulatory policy (eg, reduction in payment parity, eliminating payment for phone-only visits, persistence of site-of-care, and state licensing restrictions) as they try to plan for the financial sustainability of their virtual health offerings. A lack of payment parity for virtual and in-person visits could be a disincentive to offer virtual visits, because if insurers reimburse telehealth appointments at a lower
rate than in-person visits, health systems may have to operate telehealth services at a loss or not offer these services at all. Regulatory policies also differ substantially by state; for example, 43 states and Washington DC have payment coverage laws for telehealth, but only a subset of these have payment parity laws [25]. Health system executives have a role to play in shaping the financial sustainability of virtual health solutions going forward, as they can proactively advocate for continuation of many of the regulations and payment structures that have enabled increased virtual health adoption during the pandemic.

Health system executives are concerned that current virtual health modalities are not sustainable if regulations regress toward prepandemic status; however, many note that accelerated movement toward value-based payment models would support virtual health expansion. Health systems that proactively seek alternate payment models could benefit in the long-term with payment structures that are more sustainable in a post-COVID-19 world. The use of value-based payment models is predicted to increase due to incentives created by the 2015 Medicare Access and CHIP Reauthorization Act [26]. Under this act, stakeholders are able to propose alternative payment models to the Physician-Focused Payment Model Technical Advisory Committee. An example of an alternative payment model is the bundled hospital-at-home and 30-day postacute transitional care program at the Icahn School of Medicine at Mount Sinai in New York City, which led to improved patient outcomes and care ratings compared with traditional inpatient care [27]. In this payment model, health care providers were able to charge a base payment for hospital-at-home services and fee-for-service charges for other services, demonstrating the feasibility of this alternate payment model.

To establish a sustainable, enterprise-wide approach to virtual health that addresses the challenges and barriers laid out in this research, health systems are working through key components, including governance structures, finance, data/IT, and clinical operations. As health systems evolve in their virtual health maturity, governance structures tend to become more centralized, with the most mature health systems having explicit C-level support for virtual health. Virtual health budgets become more defined and high-level, wherein advanced and innovative health systems have system-level budget lines for virtual health, and work with payers to develop and advocate for virtual health payment structures. With increasing maturity, data and IT systems become more advanced, and health systems proactively seek cutting-edge technologies, move beyond standard metrics, develop interconnectivity between platforms, and proactively monitor for cybersecurity threats. Additionally, health care providers become increasingly empowered and able to seamlessly integrate virtual and in-person care. As health systems evolve in their virtual health maturity, their market impact is expected to increase.

Strengths and Limitations
This analysis has several strengths and limitations. One strength is the breadth of executive types that inform this study. Participants included executives from the 3 categories of clinical, operations, and data/IT, which may assist in understanding virtual health from different perspectives. In addition, survey participants represent a variety of health systems, differing by size, region, degree of government pay, and virtual health maturity level. This even distribution of health system features suggests that the sample is likely to be representative of the health system landscape in the United States, which is further supported by the substantial portion of the total US health system market represented by these systems. These surveys do, however, only represent a subset of systems, and these findings may not be applicable to every health system. Also, these findings represent the views of individual executives, and there may be differences of opinion within individual health systems. In addition, by including only US-based health systems, some of the issues raised are specific to the United States, such as concerns around state licensing requirements. Although this analysis is limited to US health systems, the COVID-19 pandemic has precipitated a trend toward increased adoption of virtual health in countries around the world [11], and it is likely that many of the trends and challenges highlighted by this study would be applicable in other countries. Additionally, the timing of the study in late 2020 allows the authors to only document health systems’ early response to the pandemic.

Conclusions
The COVID-19 pandemic saw a substantial increase in virtual health adoption, and this increase is expected to continue postpandemic. Consequently, health systems are reevaluating their current platforms, processes, and strategy to develop a sustainable, long-term approach to virtual health. Health system leaders need a proactive mindset to create the future they want for their patients and their health care providers, including executing and building on the established continuum of virtual care; advocating for payment, site flexibility, and reimbursement parity for virtual care; and continued engagement and boldness to evolve care beyond established models.
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Abstract

Background: Social media platforms such as YouTube are integral tools for disseminating information about health and wellness to the public. However, anecdotal reports have cited that the human gut microbiome has been a particular focus of dubious, misleading, and, on occasion, harmful media content. Despite these claims, there have been no published studies investigating this phenomenon within popular social media platforms.

Objective: The aim of this study is to (1) evaluate the accuracy and reliability of the content in YouTube videos related to the human gut microbiome and (2) investigate the correlation between content engagement metrics and video quality, as defined by validated criteria.

Methods: In this cross-sectional study, videos about the human gut microbiome were searched for on the United Kingdom version of YouTube on September 20, 2021. The 600 most-viewed videos were extracted and screened for relevance. The contents and characteristics of the videos were extracted and independently rated using the DISCERN quality criteria by 2 researchers.

Results: Overall, 319 videos accounting for 62,354,628 views were included. Of the 319 videos, 73.4% (n=234) were produced in North America and 78.7% (n=251) were uploaded between 2019 and 2021. A total of 41.1% (131/319) of videos were produced by nonprofit organizations. Of the videos, 16.3% (52/319) included an advertisement for a product or promoted a health-related intervention for financial purposes. Videos by nonmedical education creators had the highest total and preferred viewership. Daily viewership was the highest for videos by internet media sources. The average DISCERN and Health on the Net Foundation Code of Conduct scores were 49.5 (SE 0.68) out of 80 and 5.05 (SE 2.52) out of 8, respectively. DISCERN scores for videos by medical professionals (mean 53.2, SE 0.17) were significantly higher than for videos by independent content creators (mean 39.1, SE 5.58; P<.001). Videos including promotional materials had significantly lower DISCERN scores than videos without any advertisements or product promotion (P<.001). There was no correlation between DISCERN scores and total viewership, daily viewership, or preferred viewership (number of likes).

Conclusions: The overall quality and reliability of information about the human gut microbiome on YouTube is generally poor. Moreover, there was no correlation between the quality of a video and the level of public engagement. The significant disconnect between reliable sources of information and the public suggests that there is an immediate need for cross-sector initiatives to safeguard vulnerable viewers from the potentially harmful effects of misinformation.
Introduction

Over the past decade, governments, health organizations, and private sector companies have increasingly endorsed the use of social media platforms as a trusted means of disseminating information on health and wellness [1-3]. Of the available platforms, YouTube has arguably emerged as the standout modality for accessing comprehensive health care information. As of December 2021, YouTube boasts over 1 billion hours of watched content daily, over 2 billion unique users monthly, and is commonly accessed by both health professionals and the public alike for a wide range of health-related queries [4]. Although YouTube usually hosts factually accurate content, there have been reported instances where inaccurate information has been hosted for public viewing [5]. This issue came to prominence during the COVID-19 pandemic as inaccurate content about COVID-19 vaccines and national vaccination programs rapidly gained global viewership. This, in turn, led to YouTube’s implementation of a COVID-19 medical misinformation policy, which disallowed COVID-19 content that contradicts the policies of health authorities [6]. Since its implementation in September 2020, the platform has removed over 130,000 videos, a staggering figure highlighting the scale of misinformation on vital public health matters. However, a similarly specific policy has not been extended to other areas of health-related content in which there may be a history of misinformed content. In these cases, the responsibility of determining the veracity and applicability of the encountered information is placed upon the individual [7].

As increasing understanding develops around the “digital determinants of health” [8], there is concern that unverified content may lead to instances of clinical harm to viewers who cannot independently discern content quality [9-11]. In turn, these users may share misinformed content with their social networks, resulting in misinformation within epistemic bubbles and, more concerningly, “echo chambers” [12,13]. One topic that is highly vulnerable to this phenomenon is the human gut microbiome. The gut microbiome is a consistently popular topic for content creators on YouTube, particularly as greater awareness develops around its regulatory role in anxiety, mood, cognition, and pain through the gut-brain axis. Despite the paucity of high-grade evidence on the mechanisms through which the microbiome may be reconfigured to optimize human physiology, there has been a sharp rise in videos that promote lifestyle-based strategies which purport to modify the gut microbiome for health and well-being benefits [14,15]. Without rigorous standards related to scientific accuracy, these videos often stretch the applications of existing scientific evidence to advocate treatments that are advertised as helpful but instead may have no effect or potentially cause overall harm. Hence, if not properly caveated with scientific resources and disclaimers, these videos can distract viewers from empirically sourced medical advice and protective health-seeking behaviors.

To date, no studies have evaluated the quality of the microbiome-related content available on social media. Moreover, it is not known whether the engagement metrics associated with microbiome-related content correlate with the quality of the information provided. As such, this study aims to (1) evaluate the accuracy and reliability of YouTube content pertaining to the human gut microbiome and (2) investigate the correlation between social media engagement metrics and video quality, as defined by validated criteria.

Methods

Ethical Considerations

The institutional review board of Imperial College London determined this study does not constitute human subjects research and was therefore exempt from the associated ethical requirements.

Selection of Videos

The phrases “microbiome”, “gut microbiome”, and “microbiome health” were searched on the United Kingdom (UK) version of YouTube on September 20, 2021. The search terms were chosen to ensure appropriate coverage of any videos related to the role of the gastrointestinal microbiome in health and well-being. The search was conducted using an incognito browser (Google Chrome, Google LLC) to avoid biased suggestions based on cookies or previous search histories. The results were ranked according to view count as this is the most sensitive means of identifying videos that have had the greatest impact and are the most likely to trend. The 200 most-viewed videos (10 pages) of each search were deduplicated and subsequently extracted. Video titles and channels were first screened for relevance and English language before further full-video screening. Videos were included if they described at least 1 of the following: (1) components of the gut microbiome; (2) the role of the microbiome in gut health, including cancers, inflammatory bowel conditions, and infectious bowel conditions; (3) methods of altering the gut microbiome for the purpose of broader health-related effects; and (4) side effects or the safety of interventions used. Videos that did not discuss the human gut microbiome or were not in the English language were not included. Videos >5 years old were also excluded to represent the current body of work about the microbiome more accurately. In cases of uncertainty on whether a video should be included, a consensus was sought between authors, with a tendency to include the video for full assessment.

Data Extraction

The characteristics of the videos were independently extracted by 2 authors (SC and YM). This included the video’s URL, country of origin, duration, age, and channel name. Engagement metrics that assess the use of a video by the public were also extracted; this included the number of likes, dislikes, comments, and the view count. The videos were subsequently classified.
into the following 6 categories based on their content and purpose: educational channels produced by medical professionals (eg, the American Society for Microbiology); educational channels produced by nonmedical professionals (science education or explanatory media, eg, The Sheekey Science Show), independent producers (eg, Tom Bilyeu – QUEST nutrition), internet media (magazines or talk shows, eg, Health Via Modern Nutrition), news agencies (clips from network news programs, eg, King 5 news), and nonprofit or medical organizations (hospitals, government organizations, or universities eg, Mayo Clinic, UCLA Health, Hopkins Kimmel).

Outcome Measures
The primary outcome measure was the quality of the videos assessed, which is graded using the DISCERN tool as well as by assessing the video’s adherence to the Health on the Net Code of Conduct (HONcode). Secondary measures included engagement metrics, which were classified as total viewership (total number of views the video accrued), daily viewership, and preferred viewership (number of likes received by the video). Correlations between video characteristics, engagement metrics, and quality assessment scores were analyzed using linear regression models.

The DISCERN Score
The DISCERN tool is an instrument that is designed to help users assess consumer health information. The criteria were originally drafted based on the analysis of a random sample of consumer health information on the treatment choices for 3 medical conditions (myocardial infarction, endometriosis, and chronic fatigue syndrome). The tool consists of 3 categories of items, scored between 1 (worst) and 5 (best), that assess the reliability (8 questions, 40 attainable points), quality of Information (7 questions, 35 attainable points), and overall impression (1 question, 5 attainable points) of the information source, thus accounting for a total attainable score of 80. The DISCERN criteria have enabled the assessment of various aspects of video quality, including completeness, understandability, relevance, depth, and accuracy of information. The shortlisted videos were rated independently by 2 authors (SC and YM). Any discrepancies were resolved through discussion with a third author (VS).

The HONcode
The HONcode certification is an ethical standard aimed at offering high-quality health information. It demonstrates the intent of a website to publish reliable and high-quality information with maximum transparency. The HONcode consists of 8 principles that evaluate the reliability and credibility of health information, including the justification for and balance of claims, citations of sources used, details of funding, and clear distinguishment of advertising from editorial content [16]. Videos were rated with a score of 1 (adherent) or 0 (nonadherent) for each of the 8 principles, for a total score of 8.

Statistical Analysis
The statistical analysis was performed using SPSS (version 27; IBM Corp). All data are presented as means and SEs of means unless otherwise stated. The interrater reliability was assessed using the Cohen \( \kappa \) statistic. A DISCERN score of 1 or \( \sim 1 \) was considered agreement for each category in accordance with previous studies. Data were assessed for normality using the Shapiro-Wilk test. The 1-way ANOVA and Kruskal-Wallis tests were used to assess the relationships between categorical variables, such as channel type, and DISCERN scores with parametric and nonparametric distributions, respectively. The associations between engagement metrics and DISCERN scores were evaluated using linear regression. Statistical significance was set at \( P < .05 \).

Results
Video Selection and Characteristics
We identified 600 videos in total based on the 3 search terms. Following deduplication, 143 videos were removed, yielding 457 videos. After the initial screening of video titles and channels, 138 videos that did not meet the inclusion criteria were removed. This led to 319 videos being included in the final analysis. The video review process is illustrated in Figure 1.
Of the 319 videos included in this study, the majority originated from North America (234/319, 73.4%), followed by Europe (46/319, 14.4%) and Australasia (32/319, 10%). A total of 41.1% (131/319) of the videos were produced by nonprofit organizations, 15.4% (n=49) were created by independent creators, and 11.9% (n=38) were produced by nonmedical educational organizations. In total, only 19.4% (62/319) of the videos were produced by a medical professional, of which a smaller minority had proven expertise in the human microbiome. The mean duration of videos was 21.2 (SE 1.25) minutes. A majority (251/319, 78.7%) of the videos were uploaded in the last 3 years, with a median age of 2.22 years. Of note, 16.3% (52/319) of the videos included an advertisement for a product or promoted a health-related intervention for financial purposes. The characteristics of the included videos are summarized in Table 1.
Table 1. Characteristics of the sample videos (N=319).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Country of origin, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>28 (8.8)</td>
</tr>
<tr>
<td>Canada</td>
<td>10 (3.1)</td>
</tr>
<tr>
<td>France</td>
<td>2 (0.6)</td>
</tr>
<tr>
<td>Germany</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td>Hungary</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>India</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td>Ireland</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td>Italy</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Lebanon</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>4 (1.3)</td>
</tr>
<tr>
<td>Russia</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>South Africa</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td>Spain</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>32 (10)</td>
</tr>
<tr>
<td>United States of America</td>
<td>224 (70.2)</td>
</tr>
<tr>
<td><strong>Channel type, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Educational (nonmedical)</td>
<td>38 (11.9)</td>
</tr>
<tr>
<td>Educational (medical)</td>
<td>62 (19.4)</td>
</tr>
<tr>
<td>Independent users</td>
<td>49 (15.4)</td>
</tr>
<tr>
<td>Internet media</td>
<td>32 (10)</td>
</tr>
<tr>
<td>News agency</td>
<td>7 (2.2)</td>
</tr>
<tr>
<td>Nonprofit</td>
<td>131 (41.1)</td>
</tr>
<tr>
<td><strong>Duration in minutes, mean (SE)</strong></td>
<td>21.2 (1.25)</td>
</tr>
<tr>
<td><strong>Days since upload, mean (SE)</strong></td>
<td>962 (40.1)</td>
</tr>
<tr>
<td><strong>Engagement</strong></td>
<td></td>
</tr>
<tr>
<td>Views, mean (SE)</td>
<td>195,469 (43,985)</td>
</tr>
<tr>
<td>Views per day since upload, mean (SE)</td>
<td>245 (47.8)</td>
</tr>
<tr>
<td>Likes, mean (SE)</td>
<td>3954 (909)</td>
</tr>
<tr>
<td>Dislikes, mean (SE)</td>
<td>90.8 (21.2)</td>
</tr>
<tr>
<td>Containing advertisements or serving a promotional purpose, n (%)</td>
<td>52 (16.3)</td>
</tr>
</tbody>
</table>

**Quality Assessment Scores**

The average DISCERN and HONcode scores were 49.5 (SE 0.68) out of 80 and 5.05 (SE 2.52) out of 8, respectively. Of the various video characteristics, the regression analysis shows that only the channel type and the presence of promotional materials were indicative of content quality, as per DISCERN scoring (Figure 2). Figure 2A shows the effect of the channel type on the mean DISCERN score, and Figure 2B shows the effect of promotional materials on the mean DISCERN score. Videos with promotional materials had significantly lower DISCERN scores than videos without any advertisements or product promotion (P<.001). The highest DISCERN scores were recorded for videos by medical professionals (mean 53.2, SE 0.17), whereas lower DISCERN scores were recorded for videos by independent content creators (mean 39.1, SE 5.58). Scores for each of the DISCERN subsections (completeness, understandability, relevance, depth, and accuracy of information) followed a similar trend.

The linear regression analysis revealed no correlation between the quality of a video based on the DISCERN score and any engagement metric, including total viewership, daily viewership,
and preferred viewership (number of likes; Figure 3). There was some agreement between the HONcode and DISCERN scores. For example, the HONcode score was the highest for videos by medical professionals, which also had the highest DISCERN scores. However, this was not a consistent correlation as HONcode scores were significantly lower ($P<.001$) for videos by internet media sources, at a mean of 1.28 (SE 0.81), relative to the mean DISCERN score of 47.7 (SE 4.18).

**Figure 2.** The relationships between video characteristics and DISCERN scores. All values are presented as averages with 95% CIs.

![Figure 2](image)

**Figure 3.** The relationship between engagement metrics and DISCERN scores, highlighting the correlation between the total number of views (A), daily viewership (B), and number of likes (C).

![Figure 3](image)

**Engagement Metrics**

Overall, the videos accrued a total of 62,354,628 views since being uploaded. The highest mean number of views was achieved by nonmedical education creators. The viewership per video for content produced by medical professionals was 136,606, which was significantly lower than the average of 195,469 views for all videos. Preferred viewership followed a similar trend, in which the highest value of 10,920 likes was registered for videos made by nonmedical education creators; this was 3 times the value for videos by health care professionals (n=3480) and 5 times the value for videos from nonprofit organizations (n=2954). In contrast, daily viewership (n=1067) was the highest for internet media sources and was thrice that achieved by medical professionals (n=321). In parallel, videos by internet media sources were liked (n=6020) to a greater extent relative to total viewership and compared to other channel types, reflecting greater approval among the audience. Summary data of engagement metrics are included in **Table 2**.
Table 2. Engagement metrics, adherence to the Health on the Net Foundation Code of Conduct, and DISCERN scores for YouTube videos on the gut microbiome.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value for each channel type</th>
<th>Value for all channel types</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Educational (non-medical)</td>
<td>Educational (medical)</td>
</tr>
<tr>
<td>Videos, n</td>
<td>38</td>
<td>62</td>
</tr>
<tr>
<td>Total views, n</td>
<td>16,786,496</td>
<td>8,469,633</td>
</tr>
<tr>
<td>Views per video, n</td>
<td>441,749</td>
<td>136,606</td>
</tr>
<tr>
<td>Daily views, n</td>
<td>436</td>
<td>321</td>
</tr>
<tr>
<td>Likes, n</td>
<td>10,920</td>
<td>3480</td>
</tr>
<tr>
<td>Dislikes, n</td>
<td>228</td>
<td>31</td>
</tr>
<tr>
<td>HONCode adherence score (out of 8), mean (SE)</td>
<td>2.36 (0.16)</td>
<td>2.77 (0.8)</td>
</tr>
<tr>
<td>DISCERN total score (out of 80), mean (SE)</td>
<td>46.4 (1.85)</td>
<td>53.2 (0.17)</td>
</tr>
<tr>
<td>DISCERN reliability score (out of 40), mean (SE)</td>
<td>24.6 (0.96)</td>
<td>27.4 (0.8)</td>
</tr>
<tr>
<td>DISCERN quality score (out of 35), mean (SE)</td>
<td>18.9 (0.91)</td>
<td>22.3 (0.63)</td>
</tr>
<tr>
<td>DISCERN overall impression score (out of 5), mean (SE)</td>
<td>2.84 (0.1)</td>
<td>3.51 (0.09)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study highlights the importance of YouTube as a medium for sharing content surrounding the human gut microbiome. We demonstrate increasing public interest in this field, with over 62 million cumulative views on the videos that were shortlisted. However, this study also highlights that there is significant variation in the quality of the information provided by most videos. A content analysis revealed that the quality of the information was dependent on factors such as the profile of the content creator and the presence of a financial slant. Interestingly, videos with the most reliable information did not consistently receive the highest ratings or engagement. The disconnect between content quality and public engagement suggests that less informed videos are being viewed in lieu of more balanced content, which could lead to the propagation of misinformation.

Our analysis showed an inverse relationship between channel type, quality of content, and viewership. Videos created by recognized institutions, such as universities, hospitals, and charities, provided more accurate information than videos from independent producers, some of whom were also qualified medical practitioners. However, both the total and average viewership was significantly higher for nonmedical content creators, even after accounting for the duration of the videos and date of upload. The number of likes given to videos reflected a similar pattern, indicating that viewers expressed a more positive reception of videos that were lower in quality. This highlights the alarming phenomenon that low-quality, unreliable, and potentially misinformed content may be more readily acquired, processed, and positively viewed by an audience who may otherwise be unaware of existing literature on the microbiome [17].

Furthermore, the majority of videos made by independent creators captured in this study usually promoted a specific form of health care intervention, such as a dietary product, to “reengineer” the microbiome [18]. Although the microbiome inarguably plays a crucial role in a wide range of common medical conditions, there is a paucity of high-grade evidence demonstrating a risk modification effect of a reconfigured microbiome or that the advertised interventions can modify the microbiome to a clinically significant extent. These videos, often with no declaration of financial interests, frequently lacked evidence or misrepresented the literature by making a significant leap in the interpretation of the results of existing literature on the microbiome. Thus, given the far-reaching effects of web-based misinformation, there is a pressing need for key stakeholders, such as content creators, governments, health organizations, and hosting platforms, to proactively implement
policy, regulatory, and educational interventions to protect susceptible members of the population.

**Policy Implications**

Particularly in the postpandemic era, digital technologies are increasingly commonplace in the delivery of public health and well-being educational materials and interventions. Although younger cohorts may have embraced this shift, there is evidence to suggest that many segments of the population were poorly prepared for this rapid digitization of services [19]. Equity across the population in the ability to access, interpret, and appraise information is both under-reported and overlooked. Targeted interventions need to empower the end-user as well as serve a custodial role over the production of content. As such, strategies to mitigate the spread of nonfactual health information on social media can be approached at 3 levels: government, industry, and consumer.

At the government level, there is laudable tightening in protective legislation globally. The proposed UK legislation (the Online Safety Bill) aims to combat harmful web-based content through increased regulatory oversight [20]. Similarly in the United States, the proposed Health Misinformation Act and Justice Against Malicious Algorithms Act aim to hold web-based platforms accountable for posting content with misinformation related to an existing public health emergency (eg, COVID-19) or contributing to physical or severe emotional injury [21-23].

Additionally, in the context of COVID-19 and the spread of anti-vaccination misinformation, technology corporations have already begun to remove and monitor nonfactual and harmful content on their sites. YouTube’s search algorithm has historically recommended videos that attracted the most views or clicks. However, the recent heightened concerns regarding harmful misinformation on YouTube have prompted algorithm changes, which have reportedly reduced the consumption of borderline content by 70% [24]. Further potential action through increasing the ranking and visibility of health content from reputable scientific sources, such as universities, hospitals and health charities, would increase consumer exposure to high-quality and reliable health information. To appraise content, platforms need to generate criteria for evaluating the credibility and reliability of a source; evaluate which assessment tools such as the HONcode, URAC certification or the Credibility, Reliability, Authority, and Purpose test best fit their model; and incorporate them into their quality appraisal methods. As part of this, platforms can also necessitate that content creators disclose potential conflicts of interest to minimize instances where content is skewed for the purpose of commercialization. The ground layout (ie, content guidelines) where a social media platform has outlined clear criteria for credibility and ways to achieve it will be useful for content creators to follow when producing their content. In this way, social media platforms can actively elevate high-quality content while reducing misinformation from poorer-quality content. A summary of recommendations for content-hosting platforms is displayed below (Textbox 1).

**Textbox 1.** A summary of recommendations for content-hosting platforms to increase the quality and reliability of visible health-related content.

- Evaluate content with assessment tools (eg, Health on the Net Foundation Code of Conduct, URAC, or Credibility, Reliability, Authority, and Purpose test).
- Increase ranking, and therefore visibility, of health content from reputable scientific sources.
- Necessitate disclosure of conflicts of interest from content creators.
- Flag content from nonmedical independent creators with content warnings.
- Provide external links to health content from validated sources of health information (eg, United Kingdom National Health Service, World Health Organization, US Centers for Disease Control and Prevention).
- Outline clear criteria for content creators to achieve increased credibility.

Consumers also have a responsibility to identify nonfactual information and discern high-quality and reliable information on the internet. Often, social media sites allow users to tailor their preferences and see information from only the sources they select, leading to “bubbles” and echo chambers that reinforce any false information users encounter. Given the vast amount of content that is uploaded to the internet on a continuous basis, it is unrealistic for content hosts to review all material for nonfactual or harmful content. Thus, the provision of educational material for the general public is crucial, especially given that health information resources are increasingly being migrated to the internet. Globally, the World Health Organization, in partnership with local governmental agencies, has introduced several initiatives to improve public awareness and education regarding web-based health misinformation, with a particular focus on COVID-19 and vaccination misinformation [25,26]. Additionally, the UK government has recently published its Online Media Literacy Strategy, with one of the key aims being to improve the ability of members of the public to identify misinformation and assess the reliability of a web-based information source [27]. Similar to likes and ratings, social media platforms can employ verified users who have prior experience in using validated tools to assess video quality to provide their feedback. Videos identified can be checked by the platform before consideration for removal as well. It is important that the crude censorship of these videos does not foray into impeding free speech and still allows the user at the heart of the consumption process to make the final decision. With an increasing reliance on digital health technology that is only expected to rise in the future, it is critical to ensure the public is adequately equipped with the skills to use it, and the ability to recognize and manage misinformation forms a significant component of this.
Strengths and Limitations

This study has several strengths. Firstly, to our knowledge, this is the first study to report on the accuracy and quality of the most widely viewed YouTube videos about the gut microbiome. Furthermore, we have analyzed the videos’ content accuracy and reliability using a combination of objective measures, including the DISCERN criteria. Our sample size is extensive and covers up to 400 of the most-watched videos on this topic, capturing over 62 million views. As such, our study provides a broad assessment of the mismatch between content quality and viewership, which provides important insights into channels through which key stakeholders may codesign interventions to deliver high-quality information to an evidently receptive audience. Limitations of this study include its inherent selection bias given that only videos in the English language were included, which reduces the generalizability of our results to videos produced in other languages and originating from different geographical regions. In addition, our search was limited to YouTube. Other social media platforms such as Facebook, TikTok, Instagram, and Twitter were not included in this study, although these remain a target for future research due to high use as well.

Conclusions

There is a significant degree of variation in the quality of health-related YouTube videos on the gut microbiome. Both the channel type and the presence of financial intent were significant factors in the quality, reliability, and transparency of the information provided. There is little correlation between viewership and information quality, reflecting a mismatch in public engagement and discernment of good-quality health advice from misinformation. This calls for greater scrutiny of health-related information provided on social media platforms. Further work should aim to impose more stringent regulations as well as policies and educational resources to ensure accurate and reliable information is accessible in a transparent manner with the interests of the general public in focus.
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Abstract

Background: Hypertension (HTN) affects millions of Americans. Our Whole Lives: an eHealth toolkit for Hypertension and Cardiac Risk Factors (OWL-H) is an eHealth platform that teaches evidence-based lifestyle strategies, such as mindfulness and cooking skills, to improve self-management of HTN.

Objective: The primary goal of this pilot study was to evaluate the feasibility of OWL-H combined with teaching kitchen group visits (TKMGVs) in a low-income population of participants with HTN.

Methods: We conducted a pre-post 8-week study to assess the feasibility of a hybrid program (a web-based 9-module self-management program, which includes mindfulness and Mediterranean and Dietary Approaches to Stop Hypertension diet) accompanied by 3 in-person TKMGVs among patients with HTN. Data including demographics, platform use, and satisfaction after using OWL-H were examined. Outcome data collected at baseline and 8 weeks included the Mediterranean Diet Questionnaire, Hypertension Self-Care Profile Self-Efficacy Instrument, Blood Pressure Knowledge Questionnaire, and the number of self-reported blood pressure readings. For the statistical analysis, we used descriptive statistics, paired sample t tests (1-tailed), and qualitative methods.

Results: Of the 25 enrolled participants, 22 (88%) participants completed the study. Participants’ average age was 57 (SD 12.1) years, and 46% (11/24) of them reported a household income <US $30,000 per year. Among the 22 participants who logged in to OWL-H, the average number of mindfulness practices completed was 7 and the average number of module sessions accessed was 4. In all, 73% (16/22) of participants reported that they were “very satisfied” with using OWL-H to help manage their HTN. Participants’ blood pressure knowledge significantly increased from baseline (mean 5.58, SD 1.44) to follow-up (mean 6.13, SD 1.23; \( P=0.03 \)). Participants significantly increased their adherence to a Mediterranean diet from baseline (mean 7.65, SD 2.19) to follow-up (mean 9, SD 1.68; \( P=0.004 \)). Participants’ self-efficacy in applying heart-healthy habits, as measured by the Hypertension Self-Care Profile Self-Efficacy Instrument, increased from baseline (mean 63.67, SD 9.06) to follow-up (mean 65.54, SD 7.56; \( P=0.14 \)). At the 8-week follow-up, 82% (18/22) of the participants had self-reported their blood pressure on the OWL-H platform at least once during the 8 weeks.

Conclusions: The eHealth platform for HTN self-management, OWL-H, and accompanying in-person TKMGVs have the potential to effectively improve lifestyle management of HTN.

Trial Registration: ClinicalTrials.gov NCT03974334; https://clinicaltrials.gov/ct2/show/NCT03974334
Introduction

Hypertension (HTN) affects millions of Americans, with a disproportionate burden falling on both those within the lowest socioeconomic status (SES) demographic and on people of color [1]. Currently, to increase access and self-efficacy, there is a heightened need for technology targeted toward delivery of HTN self-management strategies. However, few studies have tested the use of internet-delivered self-management interventions within lower SES populations [2-7].

HTN is a complex disease, with both external and internal factors affecting its control, including healthy diet, stress management, and medication use [8]. From the patient’s standpoint, it requires an understanding of basic physiology and the concept that one’s behavior (dietary habits, physical activity, and stress) has an impact on blood pressure levels [9]. Although treatment options such as dietary and behavior change counseling can increase healthy dietary habits that can reduce HTN, only 35% of adults with HTN receive such interventions [10]. These factors, coupled with external factors such as food insecurity; decreased access to fruits and vegetables and locations to exercise; and high-stress jobs, likely play an important role in significantly poor HTN control [8,11-14].

Adults are increasingly seeking dietary information from internet sources and apps, and these digital health tools present scalable ways to improve lifestyle changes [15,16]. Furthermore, as of 2019, up to 71% of Americans who earned <US $30,000 owned a smartphone and 56% had home broadband service [17]. However, there has been little research conducted with low-income individuals accessing web-based tools to improve HTN self-management [18,19]. Before embarking on a large-scale trial, appropriate methodologies must be adapted or developed and tested for feasibility in a target population consisting of individuals with HTN and other cardiac risk factors and low SES. Therefore, this study examines the feasibility of a web-based multimodal self-management platform called Our Whole Lives: an eHealth Toolkit for Hypertension and Cardiac Risk Factors (OWL-H), combined with a teaching kitchen medical group visit (TKMGV) in a low-income population.

Originally adapted from mindfulness-based stress reduction [20-22], the Our Whole Lives (OWL) web-based platform was created as a patient-derived web-based self-management toolkit named Our Whole Lives: an eHealth Toolkit for Chronic Pain (version 1). It was created in 2014 as part of a Patient Centered Outcomes Research Institute randomized controlled trial for patients with chronic pain and depression. OWL was designed with a patient advisory group and beta-tested with diverse groups to ensure that patients from varied racial, ethnic, generational, and low–health literacy backgrounds could comprehend its information [20]. The OWL curriculum introduces patients to the principles of mindfulness practices, nutrition, stress reduction, and movement [22,23]. In 2017, OWL (version 2) was tested to determine its effectiveness as a stand-alone intervention for patients with chronic pain; participants showed significant reduction in depression, pain interference, and average pain impact, accompanied by 13% reduction in opioid use (P=.03) [24].

Using the proven OWL platform and with funding from the University of Massachusetts Medical School’s Center for Advancing Point of Care Technologies in Heart, Lung, Blood, and Sleep Diseases, this pre-post study was powered to test the feasibility (though not the clinical outcomes) of OWL (version 3), Our Whole Lives for Hypertension and Cardiac Risk Factors. This was combined with accompanying in-person medical group visits and hands-on cooking classes in a teaching kitchen (ClinicalTrials.gov NCT03974334). Using the principles of adult education, the new adapted platform provides content and experiential activities to increase self-management of HTN through regular blood pressure monitoring and self-management strategies to reduce cardiac risk factors such as sodium consumption, stress, and unhealthy eating. Figure 1 shows the OWL-H curriculum on the platform.
Figure 1. Our Whole Lives: an eHealth toolkit for Hypertension and Cardiac Risk Factors patient curriculum diagram.

Methods

Setting
This study was conducted at the University of Massachusetts Memorial Health Care system, which provides access to the large and diverse patient population in central and western Massachusetts. The city of Worcester, Massachusetts, itself allows access to a diverse local population, with >13% of the city’s residents being Black or African American, 7% being Asian, and 21% being Hispanic or Latino, with 21% of the population living below the poverty line [25].

Study Design
This feasibility trial enrolled participants with a current diagnosis of HTN to test OWL-H. Totally, 2 cohorts of patients (N=24) participated in an 8-week clinical trial testing of hybrid live cooking classes or medical group visits, combined with a web-based self-management platform (OWL-H). Participants’ qualitative comments and feedback were used to revise the OWL-H platform for the next iteration.

Recruitment and Enrollment
Inclusion criteria were as follows: people with a current diagnosis of HTN who were aged >18 years, could provide informed consent, and can understand educational materials written in English and whose physical and mental health status were sufficient to comprehend instructions and participate in the interventions. Participants also had to have access to computer technology (mobile phone, desktop, or laptop) and the internet to use the web-based OWL-H platform. Exclusion criteria were as follows: people with serious underlying comorbid physical, cognitive, or psychiatric disease, including psychotic or manic symptoms, which precluded full participation in the intervention; those involved in active substance abuse; pregnant women or those who were actively trying to become pregnant; and those not willing to participate in the intervention or attend medical group visits. In addition, those planning to begin new HTN treatments within 2 weeks from the beginning of the protocol or who were planning a major medical treatment within 4 months from being screened were not eligible to participate.

Participants were recruited from the Worcester area with a focus on adult primary care clinics and were either self-referred (via flyers and brochures distributed around the clinics) or referred by their primary care providers. They spoke in person or over the phone with the study research coordinator (RC) to complete the self-report portion of the screening process and review the study objectives and eligibility criteria. If eligibility was confirmed, the study RC read a study consent fact sheet to the participant and obtained verbal consent.

Intervention Web-Based Platform
OWL-H is a password-protected website hosted on a Health Insurance Portability and Accountability Act–compliant server that can be accessed via a computer, tablet, or mobile device. It contains an orientation session (for training purposes) and 8 unique educational sessions (Figure 1; Table 1). One session is released each week, across 8 weeks, and participants can access these unlocked sessions at any time [26-31]. The study team (licensed dietician or nutritionist [BO], a culinary-trained family medicine physician [LJM], and a mindfulness-trained family physician [PG]) adapted the content from OWL (version 2) to create OWL-H. Most of the original content of OWL (version 2) created for patients with chronic pain was used (Table 1 outlines the new content that was added to strategies to reduce HTN) [24]. The third version added evidence-based self-management strategies for reducing HTN and cardiac risk factors such as cooking videos and recipes using the Dietary Approaches to Stop Hypertension (DASH) [32,33] and Mediterranean diets. The new content developed specifically for OWL-H was completed with the input of patients in the clinic, who were attending a medical group visit at University of Massachusetts Memorial Health Care, to ensure appropriate literacy levels and diverse patient engagement. In addition, curriculum changes were made based on participant feedback between cohort 1 and cohort 2.
<table>
<thead>
<tr>
<th>Week and title of the session</th>
<th>Theme or activity</th>
<th>Home practice and recipes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1</strong> Teaching kitchen 1–micronutrients=building blocks&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Sodium, potassium, and calcium and changing tastes; introduction to fiber and healthy carbohydrates; eating more fruits, veggies, herbs and spices; drinking more water; knife skills and safety; and basic cooking skills</td>
<td>Pear, spinach, and walnut salad, salsa, oil-free pesto, chia seed pudding, and water bar</td>
</tr>
<tr>
<td>OWL–orientation to our group</td>
<td>Awareness of breath M&lt;sup&gt;c&lt;/sup&gt;, ground rules, introduction to mindfulness, and video on how to measure BP&lt;sup&gt;l&lt;/sup&gt; (3.54 minutes)</td>
<td>Engage group members on community tab and set up home practice space</td>
</tr>
<tr>
<td>OWL–what is HTN&lt;sup&gt;g&lt;/sup&gt;?:&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Summary of HTN, how HTN is measured and treated, introduction to HTN management lifestyle habits&lt;sup&gt;b&lt;/sup&gt;, introduction to BS, and video on what is HTN? (12 minutes)</td>
<td>Self-monitoring BP, journal&lt;sup&gt;b&lt;/sup&gt;, and BS&lt;sup&gt;f&lt;/sup&gt; on 6 out of 7 days</td>
</tr>
<tr>
<td><strong>2</strong> OWL–eat for your health&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Introduction to DASH&lt;sup&gt;f&lt;/sup&gt; and Mediterranean eating plans (video 17.52 minutes)&lt;sup&gt;b&lt;/sup&gt; and the healthy plate method and video on introduction to M</td>
<td>Eat one meal mindfully, share healthy plate pictures&lt;sup&gt;b&lt;/sup&gt;, BS on 6 out of 7 days, and M on 6 out of 7 days</td>
</tr>
<tr>
<td><strong>3</strong> OWL stay active&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Setting SMART&lt;sup&gt;b&lt;/sup&gt; movement goals, exercise education and guidance&lt;sup&gt;b&lt;/sup&gt; introduction to MM&lt;sup&gt;1&lt;/sup&gt;, and video on stay active (12:30 minutes)</td>
<td>Come up with a 3 day/week exercise plan&lt;sup&gt;b&lt;/sup&gt; and alternate BS and MM on 6 out of 7 days</td>
</tr>
<tr>
<td><strong>4</strong> Teaching Kitchen 2–what do we have with our veggies tonight?&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Fats-saturated, omega 3s; protein and all its sources (plant based); fiber; sugar; traffic light foods; glycemic index, hunger, and portion control; alcohol and other enjoyments; vegetable entrees; and what is “mise en place”?</td>
<td>Three-bean salad, roasted chickpeas, avocado ice cream, and zucchini noodles</td>
</tr>
<tr>
<td>OWL–foods to reduce inflammation and spotlight on healthy fats&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Nonpharmacological approaches to treating inflammation, tips to reduce salt intake and increase healthy fat consumption&lt;sup&gt;b&lt;/sup&gt;, video on inflammation (4:07 minutes), and spotlight on salt (4:36 minutes)</td>
<td>Post a recipe on the community tab, create a plan to substitute salt for spices&lt;sup&gt;b&lt;/sup&gt;, and alternate BS and M on 6 out of 7 days</td>
</tr>
<tr>
<td><strong>5</strong> OWL–stress less, live more</td>
<td>Nonpharmacological approaches to reducing stress and video on our reaction to stress (4:08 minutes)</td>
<td>Create a stress reduction plan, alternate BS and MM, and M on 6 out of 7 days</td>
</tr>
<tr>
<td><strong>6</strong> Sleep, sleep, it’s good for your heart</td>
<td>Nonpharmacological approaches to sleep and video on the importance of healthy sleep (5:15 minutes)</td>
<td>Create healthy sleep space and share plan on the community tab, alternate BS and MM, and loving kindness M on 6 out of 7 days</td>
</tr>
<tr>
<td><strong>7</strong> OWL-HTN medications and supplements&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Discussion of common classes of HTN medications and common side effects, research-supported supplements for HTN&lt;sup&gt;g&lt;/sup&gt; introduction to loving kindness M, and videos on vitamins and minerals (4:08 minutes) and food as pharmacy (19:38 minutes)</td>
<td>Notice any physical sensations when taking the prescribed BP medications&lt;sup&gt;b&lt;/sup&gt; and choice of BS, MM, M, or loving kindness M on 6 out of 7 days</td>
</tr>
<tr>
<td><strong>8</strong> OWL–practical ways to eat healthy&lt;sup&gt;b&lt;/sup&gt;</td>
<td>A review of important food groups for patients with HTN, tips for grocery shopping and eating out at restaurants&lt;sup&gt;b&lt;/sup&gt;, and video on practical eating (8:21 minutes)</td>
<td>Create a heart-healthy plate shopping list and share on the community tab&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Teaching kitchen 3–cooking competition&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Putting it all together; eating out–how to order; meal planning; planning ahead–batch cooking and freezing; shopping list–staples for your pantry; budget cooking and shopping; reading nutrition labels; trying new foods; and cooking competition</td>
<td>Quick lemon and garlic quinoa salad; carrot and beet salad; Asian salad; cocoa banana smoothie; spinach, cucumber, and mint smoothie; and kale, coconut, and pineapple smoothie</td>
</tr>
</tbody>
</table>

<sup>a</sup>OWL: Our Whole Lives.

<sup>b</sup>Though all sessions’ pictures, formatting, and content were updated in some way, this denotes brand new content created specifically for OWL for Hypertension and Cardiac Risk Factors.

<sup>c</sup>M: meditation.
Upon logging in to OWL-H, participants were greeted with a 4-item check-in box asking them to rate their mood (ranging from 0-10, with high numbers indicating positive mood) and physical comfort (ranging from 0-10, with high numbers indicating high levels of comfort); record their current blood pressure and pulse; and answer whether they had taken their high blood pressure medication today, if applicable. Within OWL-H, the measurement record charted these daily readings throughout the duration of the program so that participants and staff can track their progress. All the participants received an Omron 7 Series upper-arm blood pressure monitor with an appropriately sized cuff.

After completing the check-in process, participants had the option to navigate through OWL-H session modules, tools, or resource pages. Each session included 1-2 videos on health topics, with duration ranging from 2-20 minutes, covering the week’s topic (Figure 1). Next, the participants completed a home practice (eg, meditation, body scan, and mindful movement) and posted it on the community board or journal. When any media item was played and completed, a comment box appeared to facilitate collection of real-time qualitative feedback from the participants (“What are your thoughts and feelings after completing this video?”).

Home practices, assigned at each session, included mindful movement (a video with duration of 24 minutes or audio with duration of 32 minutes), meditation with a focus on the breath (3 audio options with duration of approximately 20 minutes each), and body scans with a focus on noticing sensations in different areas of the body (3 audios with duration of 23 minutes or 12 minutes). Each mind–body practice was recorded by a certified yoga or meditation teacher. As participants progressed through the sessions, they were slowly introduced to new techniques or longer meditations to enhance their experience, and after completion of each, they were asked to provide feedback on the session. The mind–body progress log, which can be accessed from within the session or the upper taskbar, added a gamification element to OWL-H by tracking the completion of these practices. The participants received 1 checkmark and puzzle piece to fill in their week’s progress on the log. By practicing for 6 out of 7 days, the participants can earn enough puzzle pieces to complete the week’s reward image.

The journal is a private feature that allows participants to write about their daily events, thoughts, and reactions at their own time. In addition, the home practices periodically asked the participants to follow up on a lesson learned that week through a written journal assignment, such as writing about common stresses or creating a healthy shopping list. Participants were asked to participate in the monitored web-based discussions hosted on the community board of the website. OWL-H’s extensive resource library contains 12 unique content areas, all derived through participant feedback and requests (focus on health, mind and body, poems, quotes, nutrition resources, nutrition tips, healthy eating, recipes, integrative medicine, support services, videos, and audios). Each area contains information and tools that support what is learned in the main session content, either directly linked from within a session’s written materials or as stand-alone supplemental material. It also contains information on local resources (eg, affordable gyms, food pantries, free meals, and community resources), spotlights on foods of interest (eg, salt, whole grains, fruit, and vegetables), information on mindfulness and mental health, and motivational content (eg, poems; Figure 2) [33-37].

Figure 2. Our Whole Lives: an eHealth toolkit for Hypertension and Cardiac Risk Factors (OWL-H) version 3 platform.
Overview of In-Person TKMGV

TKMGV Session 1 (Week 1)

During the first in-person session, all participants were welcomed to the room and asked to sit in a circle and complete an individual medical check-in form before meeting the clinician one-on-one in a side room. In a group setting, participants were taught to use an Omron Series 7 upper-arm cuff that was lent to them for the duration of the study and were provided a binder containing the cooking class recipes, their OWL-H log-in information, user manual, printed resource documents, and a welcome letter. The participants were trained in and observed measuring their own blood pressure. Next, the study staff assisted participants in accessing and bookmarking OWL-H on the device of their choice (ie, smartphone, tablet, or laptop). Participants then logged in to the OWL-H for the first time, following a live demonstration of the website by the study staff. The remainder of the session was conducted in the teaching kitchen in the next room (Table 1; Figure 3). The recipes and cooking classes were facilitated by a culinary-trained physician (LM). One week after this first class, the RC called each participant to assess whether there were any issues with using OWL-H and to answer any questions.

Figure 3. Teaching kitchen next to group visit room.

TKMGV Session 2 (Week 4)

For week-4 TKMGV, the program check-in structure remained the same, and clinicians led an in-person interactive presentation on the DASH and Mediterranean diet. Once the check-in and teaching-kitchen portion was completed, the participants reviewed any technical issues or questions they had about OWL-H.

TKMGV Session 3 (Week 8)

For the final TKMGV, the program check-in structure was the same as the first class: (1) participants completed the postintervention outcomes and feedback surveys, and physical outcome measures were collected by the study staff and (2) after completing the cooking portion of TKMGV, participants could stay and participate in an optional focus group to facilitate further collection of qualitative feedback; all in attendance chose to do so. Participants could receive US $50 in the form of an Amazon gift card for completing all aspects of the study, US $25 for completing the 8-week program and all questionnaires, and another US $25 for participating in the optional focus group. All the participants who completed the study also received a certificate of completion.

Self-report Outcome Data Collection

As a feasibility study, the primary outcomes were centered around confirming whether OWL-H is a feasible tool to deliver and facilitate self-management of HTN and other cardiac risk factors. The second primary outcome was to characterize participants’ use of and feedback on OWL-H to further adapt and revise the content and platform for use in a large study. These data were collected through surveys administered at baseline and 8 weeks (or web-based through REDCap [Research Electronic Data Capture; version 9.3.0; Vanderbilt University] [38] if a participant was not able to attend in person). Questions regarding participants’ preintervention and postintervention blood pressure monitoring habits were asked, and a blood pressure entry log was collected using the OWL-H system to provide quantifiable self-management data. Using these outcomes, we evaluated preintervention and postintervention effects.

Demographic information included the following: age, sex, race, ethnicity, country of birth, marital status, health insurance status, education level, employment status, and yearly household income. Other questions assessed the status of social and cardiac determinants of health such as food security (“In the last 12 months, the food that I bought just didn’t last, and I didn’t have the money to get more” and “In the last 12 months, I couldn’t afford to eat balanced meals”), access to healthy food (“In the last 12 months, I couldn’t afford to buy fresh fruit and vegetables”), prescribed blood pressure medication (“Do you currently take a prescribed blood pressure medication?”), whether they smoke cigarettes or drink alcohol (“How often do you practice non-smoking [tobacco]?” and “How often do you practice moderation in drinking alcohol daily [2 glasses or less for men; 1 glass or less for women]?”), and their recent level of stress (“Stress means a situation in which a person feels tense, restless, nervous, or anxious, or is unable to sleep at night..."
because of his or her mind is troubled all the time. Within the last 30 days, how often have you felt this kind of stress?”).

The Blood Pressure Knowledge Questionnaire (BPKQ) [39,40] was used to assess the participants’ level of knowledge regarding risk factors of HTN. It consists of eight items covering topics such as common symptoms, white coat syndrome, and the amount of salt consumed by the average American individual, with a mix of multiple-choice (6 items) and true or false questions (2 items). The total number of correct items determines the score, which ranges from 1 to 8, with high scores indicating high level of knowledge. The information needed to answer each item correctly was covered in the OWL-H’s curriculum.

The Hypertension Self-Care Profile (HTN-SCP) consists of three separate instruments designed to assess self-care behavior, motivation for self-care, and self-efficacy in people with HTN. It was developed and validated in 2014 [41]. The self-efficacy instrument (HTN-SCP–Self-Efficacy [HTN-SCP–SE]) used in this study consisted of 20 items assessing the respondent’s confidence, on a scale of 1 (not confident) to 4 (very confident), to regularly engage in lifestyle habits that are recommended for patients with high blood pressure. This resulted in a total confidence or self-efficacy score ranging from 20 to 80, with high scores indicating high levels of confidence in engaging in heart-healthy lifestyle habits.

The Mediterranean Diet Questionnaire consists of 14 yes or no items that assess the participant’s consumption of heart-protecting or heart-harming foods, such as various healthy proteins (eg, legumes, nuts, and fish) and commercial sweets or pastries, respectively. It was originally developed in Spain in 2004 to briefly assess adherence to a Mediterranean diet [42] for patients at risk for cardiac complications and has been validated in multiple studies [43]. Items assess not only the type of food consumed but also whether the appropriate serving size is consumed, on a weekly basis. The number of “yes” responses are totaled, resulting in a score ranging from 0 to 14, with high scores indicating high adherence to the Mediterranean diet.

To assess the blood pressure self-monitoring before and after the intervention, we asked the following question at baseline, “Are you regularly (at least once per week) able to measure your blood pressure outside of your doctor appointments?” Those who said “yes” were asked, “How often, in a regular week, do you measure your blood pressure outside of your doctor appointments?” In their postintervention surveys, they were again asked to estimate their average weekly number of entries. Along with the self-reported numbers, the OWL-H platform also maintains a log of every blood pressure reading entered by each participant across the 8 weeks. Surveys were administered either in person, over the phone, or via an email invitation through REDCap—a password-protected research tool.

**OWL System Outcome Data**

Self-reported blood pressure and pulse data were collected each time the participants logged in. Collected data included participant’s use of the OWL-H website, such as the number of minutes spent on the site, use of home practices, or number of health videos completed; any text that was inputted in the website through the comment boxes, journals, and community board; and any resource content that was accessed.

**Qualitative Data Collected on OWL-H**

Qualitative data were gathered in real time through written comments in media comment boxes. Qualitative feedback was also collected from the participant entries into the journal and through surveys on both the specific sessions and the overall OWL-H content and platform. The video comments and journal entries were collected to gain an understanding of reflections, reactions, and opinions about the OWL-H project and to ascertain their impact on the overall satisfaction of the patients.

**Data Analysis**

Descriptive statistics were used to analyze the survey information. Means, SDs, frequencies, and percentages were calculated for demographic characteristics. To compare the results between baseline and follow-up, we used paired sample t tests (1-tailed) and descriptive statistics. We carried the missing values forward from the pretest measurements to account for missed survey items. Means and SDs were calculated for the BPKQ, Mediterranean Diet Questionnaire, HTN-SCP–SE, and blood pressure self-monitoring at baseline and 8 weeks. All quantitative analyses were conducted using SPSS (version 26, IBM Corp).

For OWL use data, we tracked and summed the average and total number of accessed mind–body practices, number of times the participants used the journal, and total duration of time spent on OWL-H.

Qualitative data analysis methods were used to identify themes that were related to participants’ OWL-H platform use. The media comments and journal entries were reviewed and independently coded by 2 research assistants (LCK and AC). Using modified grounded theory, the coders inductively generated new codes. After the media comments and journal entries were coded, the 2 research assistants (LCK and AC) reconciled the codes with the RC and resolved any differences through consensus and review. The coders identified high-density codes and combined similar codes into categories and themes, which were shared with the research team.

**Ethics Approval**

This study was approved by the University of Massachusetts Medical School institutional review board (H00015619).

**Results**

**Overview**

The study flow, screening, and study enrollment are illustrated in Figure 4.
The study team contacted a total of 54 candidate participants of which 38 (70%) participants agreed to be screened (3/38, 8% participants were screened and found ineligible), 35 (65%) participants were eligible, and 25 (46%) participants consented. After enrollment and consent (25/54, 46%), 4% (1/25) of the participants voluntarily withdrew from the study and 8% (2/25) of the participants were lost to follow-up (1 before baseline data collection; N=24). Of the 24 participants, 22 (92%) participants completed follow-up data collection. Specifically, in cohort 1, there were 42% (10/24) of participants in the beginning and 41% (9/22) of participants at the end, whereas for cohort 2, there were 63% (15/24) of participants in the beginning and 59% (13/22) of participants in the end.

Table 2 lists all the demographic factors. In this study, the average age was 57 (SD 12.1) years, most participants were women (21/24, 88%), and 33% (8/24) of participants identified as belonging to a race other than White, and 17% (4/24) of participants identified as Hispanic. In all, 46% (11/24) of participants’ annual household incomes were <US $30,000, with 79% (19/24) of participants reporting they “have just enough money to make ends meet” or “do not have enough money to make ends meet or prefer not to answer” on a monthly basis. Participants responded “often true or sometimes true” that “the food that I bought just didn’t last, and I didn’t have the money to get more” (7/24, 29%); that they “couldn’t afford to eat balanced meals” (8/24, 33%); and that they “couldn’t afford to buy fresh fruits and vegetables” (9/24, 38%). Totally, 46% (11/24) of participants reported having used a food insecurity service (eg, Supplemental Nutrition Assistance Program; Women, Infants, and Children program; and food pantries).
### Table 2. Demographic characteristics (N=24).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Baseline values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>57 (12.1)</td>
</tr>
<tr>
<td><strong>Sex (women), n (%)</strong></td>
<td>21 (88)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>16 (67)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;a&lt;/sup&gt;</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Hispanic or Latino (yes), n (%)</td>
<td>4 (17)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Up to high-school diploma or general education development</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>12 (50)</td>
</tr>
<tr>
<td>Bachelor degree or higher</td>
<td>9 (38)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Working outside the home</td>
<td>12 (50)</td>
</tr>
<tr>
<td>Unemployed or retired</td>
<td>10 (42)</td>
</tr>
<tr>
<td>Student or home maker</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Yearly household income (US $), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0-29,999</td>
<td>11 (46)</td>
</tr>
<tr>
<td>≥30,000</td>
<td>11 (46)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Country of birth, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>17 (71)</td>
</tr>
<tr>
<td>Outside the United States</td>
<td>7 (29)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>12 (50)</td>
</tr>
<tr>
<td>Not married</td>
<td>12 (50)</td>
</tr>
<tr>
<td><strong>Health insurance type, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>12 (50)</td>
</tr>
<tr>
<td>Private</td>
<td>12 (50)</td>
</tr>
<tr>
<td><strong>Blood pressure (baseline systolic diastolic; mm Hg), mean (SD)</strong></td>
<td>131 (17)/88 (11); (minimum 110/68, maximum 167/123)</td>
</tr>
</tbody>
</table>

**In general, how do your finances usually work out at the end of the month? Do you find that you usually...? n (%)**

| **End up with some money left**                       | 5 (21)          |
| **Have just enough money to make ends meet**         | 14 (58)         |
| **Do not have enough money to make ends meet or prefer not to answer** | 5 (21)         |

**In the last 12 months..., n (%)**

**Often true or sometimes true**

| **...the food that I bought just didn’t last, and I didn’t have the money to get more.** | 7 (29)          |
| **...I couldn’t afford to eat balanced meals.** | 8 (33)          |
| **...I couldn’t afford to buy fresh fruit and vegetables.** | 9 (38)          |

**Never true**

| **...the food that I bought just didn’t last, and I didn’t have the money to get more.** | 17 (71)         |
| **...I couldn’t afford to eat balanced meals.** | 16 (67)         |
| **...I couldn’t afford to buy fresh fruit and vegetables.** | 15 (63)         |
Survey Outcomes

Table 3 lists the baseline and follow-up mean values and comparisons for all the outcomes. Participants’ HTN knowledge, measured using the BPKQ, significantly increased from baseline (mean 5.58, SD 1.44) to follow-up (mean 6.13, SD 1.23; \( P = .03 \)). Participants’ self-efficacy in applying heart-healthy habits, as measured by the HTN-SCP–SE, increased from baseline (mean 63.67, SD 9.06) to follow-up (mean 65.54, SD 7.56), but there was no significant change (\( P = .14 \)). Participants showed a significant increase in their adherence to a Mediterranean diet from baseline (mean 7.65, SD 2.19) to follow-up (mean 9, SD 1.68; \( P = .004 \)).

<table>
<thead>
<tr>
<th>Items</th>
<th>Baseline total sample, n (%)</th>
<th>Baseline value, mean (SD)</th>
<th>Postintervention total sample, n (%)</th>
<th>Postintervention value, mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood Pressure Knowledge Questionnaire</td>
<td>24 (100)</td>
<td>5.58 (1.44)</td>
<td>22 (92)</td>
<td>6.13 (1.23)</td>
<td>−2.07 (21)</td>
<td>.03</td>
</tr>
<tr>
<td>Hypertension Self-Efficacy Questionnaire</td>
<td>24 (100)</td>
<td>63.67 (9.06)</td>
<td>22 (92)</td>
<td>65.54 (7.56)</td>
<td>−1.13 (21)</td>
<td>.14</td>
</tr>
<tr>
<td>Mediterranean Diet Questionnaire</td>
<td>23 (96)</td>
<td>7.65 (2.19)</td>
<td>22 (92)</td>
<td>9 (1.68)</td>
<td>−2.96 (21)</td>
<td>.004</td>
</tr>
</tbody>
</table>

At baseline, of the 24 participants, 10 (42%) participants reported being able to measure their blood pressure at home. For those 10 participants, the mean of the self-reported baseline number of blood pressure measurements per week was 2.8 (SD 1.31; minimum=1, maximum=5). At the 8-week follow-up, 82% (18/22) of the participants had reported their blood pressure in OWL-H at least once during the 8 weeks. The self-reported average weekly blood pressure measurement of these participants was 4.78 (SD 1.90; minimum=1, maximum=7), with the OWL-H platform data reporting the mean weekly entries as 2.74 (SD 2.02). Across 8 weeks, the mean total number of measurements logged was 22.22 (SD 16.54; minimum=1, maximum=54). When considering only the participants who completed the entire 8-week protocol (22/24, 92%), the mean total log of blood pressure was 24.05 (SD 16.14; minimum=1, maximum=54). When dividing the total number of measurements logged for the same 92% (22/24) of the participants across the 8 weeks, the weekly logged blood pressure mean was 3 (SD 2.02). There was no difference in the change between baseline blood pressure 131/88 mm Hg (minimum=110/68 mm Hg, maximum=167/123 mm Hg; SD 17 systolic pressure and SD 11 diastolic pressure) and 8-week blood pressure 134/84 mm Hg (minimum=104/58 mm Hg, maximum=160/103 mm Hg; SD 16 systolic pressure and SD 11 diastolic pressure).

Participants’ average mood score across the 8 weeks was 7.23 (SD 1.70) and average physical comfort score was 6.63 (SD 2.11). After accounting for those who did not complete the study (2/24, 8%) and those not taking blood pressure medication (2/24, 8%), the average adherence to taking a prescribed blood pressure medication across the 8 weeks was 85% (17/20).

Of the 9 modules, the average number of modules accessed was 4 (minimum=0, maximum=9). The average number of unique educational documents accessed from the resource library was 8.27 (minimum=0, maximum=51). Of the 24 participants, 11 (46%) participants attended all 3 cooking classes, whereas 3 (13%) participants attended only 1 class. Of the 24 participants, 2 (8%) participants did not spend time on OWL-H after the orientation class, and the remaining 22 (92%) participants used OWL-H on their own at least once. For those 22 participants, the average number of minutes spent in using the site was...
approximately 30 hours or 1773.64 minutes (minimum=101 minutes, maximum=4789 minutes). Participants’ average number of mindfulness home practices completed was 7 (minimum=0, maximum=40) and average number of completed videos on health topic was 7 (minimum=0, maximum=22). In terms of participation in mind–body practices at home, on average, participants completed 3 body scans (minimum=0, maximum=16), 2 meditations (minimum=0, maximum=18), and 1 yoga session (minimum=0, maximum=12). Further analysis of platform use is shown in Figure 5 (video use). These results show a trend of decreased use over time (Multimedia Appendix 1 reports mind–body activity schedule and Multimedia Appendix 2 reports mind–body activity use rates).

Figure 5. Summary of completed video views by session (S). DASH: Dietary Approaches to Stop Hypertension.

Overall, participant satisfaction and feedback about OWL-H was positive. From the survey feedback, we found that 73% (16/22) of the participants reported that they were “very satisfied” with using OWL-H to help manage their HTN. In all, 73% (16/22) of the participants reported that it was “very helpful” in “helping [you] to take and record [your] blood pressure at home.” Totally, 82% (18/22) of participants said that they “feel like OWL provided support and encouragement to reach [your] goals,” 73% (16/22) of them said that they would “like to use OWL again,” and 82% (18/22) of them said that they “would recommend OWL to someone they know.” Further participant feedback is presented in Textbox 1.

The main themes that emerged from the content feedback were centered on the health benefits of the mind–body practices, self-reflection on healthy behaviors, behavior change, and nutrition knowledge and skills (Textbox 1). Participants who practiced the body scans, meditations, or mindful movements overwhelmingly felt beneficial effects on their health. Of the 22 participants, 11 (50%) participants expressed that the practices had effects on their stress, pain levels, or blood pressure. Specifically, regarding blood pressure, a participant remarked, “Very effective. Dropped my systolic 15 pts.” After watching the videos or participating in home practices, most participants (13/22, 59%) reflected on their own behaviors and beliefs. Videos on health topics such as Practical Eating and Stay Active had participants writing about their current or past health behaviors, and often ended with them deciding to reinforce a health habit, make a change, or discuss barriers to change. Participants said that they learned a variety of new nutrition skills to help them make healthy choices, such as “I will try ginger root tea. I will introduce turmeric into my cooking more as well. I could add a bit of flaxseed to my steel cut oats too.”

A mild adverse event was reported during the study; however, it was determined to be unrelated to the study.
Textbox 1. Summary of qualitative Our Whole Lives for Hypertension and Cardiac Risk Factors media content (eg, videos and audios) feedback.

<table>
<thead>
<tr>
<th>Theme and original quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Participants who practiced the body scans, meditations, or mindful movement activities overwhelmingly felt beneficial effects on their health, such as stress reduction, pain awareness and reduction, and actual decline in measured blood pressure.</td>
</tr>
<tr>
<td>- “I found the meditation very relaxing and calming and definitely something I would use as a tool to relieve some stress- which I do. I breathe in and out and it seems to help a great deal” [participant 1].</td>
</tr>
<tr>
<td>- “Yesterday I fell and hurt my knee and back. So today when I did the body scan it helped with locating my exact pain locations, so I was able to relax those areas to cut down the pain” [participant 2].</td>
</tr>
<tr>
<td>- “Tried taking BP before and after body scan. Before: 165/92 After: 113/53 That’s really impressive” [participant 3].</td>
</tr>
<tr>
<td>- “I totally love her voice and the meditation. Sometimes people get angry at family members, but that is just a waste of energy. So sending them love will make you feel better” [participant 4].</td>
</tr>
<tr>
<td>• Participants found that the material in the videos and practices encouraged them to try healthy behaviors or reinforced their already healthy behaviors.</td>
</tr>
<tr>
<td>- “I really enjoyed listening to this video. I already have put into practice much of the tips that were shared, however, I learned a few new things too. Things like cutting more veggies and fruits than needed, looking at the top and bottom of supermarket shelves to find the best bargains, and looking at the UNIT price of an item to see if I am really saving money. I knew about staying on the outer perimeters of markets for finding healthier choices too. This program has really changed the way I think about food and I have seen great results in the weight I have lost and my blood pressure medication being reduced. Thank God for this program!!” [participant 5].</td>
</tr>
<tr>
<td>• Patients learned a variety of new health and nutrition knowledge and skills to help them make healthy lifestyle choices.</td>
</tr>
<tr>
<td>- “I really liked how the doctor explains high blood pressure (HBP) in easy terms what it is, so anyone can understand. I didn’t know about the mm of mercury being the standard measurement for it, for everyone. There are many devastating heart problems associated with HBP, and I often forget that if not controlled, could lead to a stroke, heart attack and so forth. But the good news is, to be aware it truly is the silent killer. My mother had three a heart attacks, and one of my sisters had one, and had stents put in. Knowledge is power to change my life. Thankful for the doctor and her team, to teach me, and eager to learn new healthier ways to lower my HBP” [participant 6].</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings
The importance of using technology to encourage self-management and self-monitoring for patients with cardiac risk factors and HTN has become even more important during the COVID-19 pandemic, especially for those with health disparities in access to high blood pressure treatment [44]. We recruited participants with HTN to engage with the OWL-HTN platform combined with attending a TKMGV and found that 73% (16/22) of participants were highly satisfied with using OWL-H to manage their HTN. Participants’ blood pressure knowledge and adherence to a Mediterranean diet significantly increased. There was an increase in self-efficacy in applying heart-healthy habits. In all, 82% (18/22) of the participants reported their blood pressure in OWL-H at least once during the 8 weeks.

During the pandemic, the importance of internet access and health delivery technologies to assist with self-monitoring and social connection, such as mobile phones, computers, and tablets, has increased [17,45]. For example, in a recent study by Lustria et al [46], the prevalence of internet use was 72% among those with self-reported HTN or diabetes, which translates to 63 million US adults. Technologies present a way to create a community, educate, and sustain engagement in health practices. However, patients with low income and experiencing high blood pressure may not have access to the internet and spaces to exercise and have increased stress and food insecurity, further exacerbating disparities in HTN risk [47-49]. Furthermore, low diet quality is even more prevalent among adults with food insecurity, and diet quality is directly related to morbidity and mortality of cardiovascular diseases [47,49-51]. Therefore, it is important that this population have increased patient education and skills, such as healthy shopping and cooking, stress reduction, and regular monitoring of their blood pressure.

Studies have shown a link between knowledge about HTN and blood pressure outcomes [52]. Insufficient knowledge about HTN could lead to less optimal blood pressure control through lower rates of adherence to prescribed medications and engagement in lifestyle practices [53-57]. We found that the participants’ knowledge of common blood pressure and cardiac risk factors significantly increased after the intervention. High knowledge of HTN was associated with healthy lifestyle practices, including eating smaller portions to lose weight and reducing dietary sodium. Abu et al [58], in a study of adults with HTN who attended 2 primary care clinics in the city of Baltimore, Maryland, found that patients with low knowledge about HTN were less likely to be engaged in heart-healthy lifestyle practices than patients with high knowledge about HTN.

Both the Mediterranean dietary pattern and the DASH diet have been shown to improve blood pressure in adults and have been
linked to reduced cardiac injury [59-62]. Our intervention presented engaging content, cooking demonstrations using a teaching kitchen, and recipes from the Mediterranean and DASH diets (high in fruits, vegetables, whole grains, and lean proteins, and low in red meats, sweets, saturated, and total fat) [63] and we showed an increase in adherence to a Mediterranean diet. There is very little research on the use of teaching kitchen or culinary skills as an intervention to reduce blood pressure [64-66]. In a study by Razavi et al [67], families living in New Orleans, Louisiana, were randomized to a hands-on teaching kitchen culinary education class or non–kitchen-based dietary counseling for 6 weeks. Compared with families receiving traditional dietary counseling, those participating in hands-on kitchen-based nutrition education were approximately 3 times as likely to follow a Mediterranean dietary pattern [67]. Qualitative findings from OWL emphasized themes that included healthy shopping on a budget, cooking one’s own food, and adapting the DASH and Mediterranean diets to appeal to diverse ethnic groups and income levels.

There is strong evidence that mind–body techniques such as meditation are linked to low blood pressure [68-70]. The main themes that emerged from the video content feedback were centered on the health benefits of the mind–body practices, self-reflection on healthy behaviors and beliefs, behavior change or reinforcement of healthy behaviors, and new health and nutrition knowledge and skills (Textbox 1). Participants who practiced the body scans, meditations, or mindful movements overwhelmingly felt beneficial effects on their health. In addition, the most widely viewed videos were on the topics of stress and inflammation, 2 videos assigned after the second in-person TKMGV; hence, more research is needed on how patients interact with live or web-based curriculum and which component leads to behavior change.

We found that participants increased their blood pressure monitoring. At the 8-week follow-up, 82% (18/22) participants had reported their blood pressure in OWL-H at least once during the 8 weeks. In the Framingham Health eHeart study, women were more likely than men to enroll in a digital intervention that tracked weekly blood pressure and activity with a Fitbit device, with high rates of device use through the 5-month intervention [71,72]. We showed that it is feasible to deliver the intervention at a teaching kitchen as part of a medical group visit and use web-based tracking, content, and experiences (eg, meditation) to reinforce self-management of HTN. Our future research direction includes a large fully powered randomized controlled trial that will allow us to test which parts of the intervention have the greatest impact or whether there is synergy in the different components that lead to behavior change.

Limitations
As a feasibility pilot study, the sample size was not powered to detect reductions in blood pressure. External factors such as the variability in internet connectivity and type of device, such as smartphones, computers, or tablets, may have impacted the results. No valid methodology exists to measure and account for these external factors. In addition, the engagement of male participants was low (3/24, 13%), a limitation reported in other studies of similar nature [73-75]. The future upgrade of OWL-H will aim to include study materials in non-English languages with a goal to increase efficacy of the intervention for ethnically diverse participants.

Conclusions
As these technologies are associated with healthy behaviors, they present a way to create a community, educate, and sustain engagement in health. The flexible access to remote learning platforms creates a convenient and cost-efficient way to reach patients who are under geographic, pandemic, and economic burdens that prevent health care access.
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Contrasting a Mobile App With a Conversational Chatbot for Reducing Alcohol Consumption: Randomized Controlled Pilot Trial

Abstract

Background: Mobile apps have shown considerable promise for reducing alcohol consumption among problem drinkers, but like many mobile health apps, they frequently report low utilization, which is an important limitation, as research suggests that effectiveness is related to higher utilization. Interactive chatbots have the ability to provide a conversational interface with users and may be more engaging and result in higher utilization and effectiveness, but there is limited research into this possibility.

Objective: This study aimed to develop a chatbot alcohol intervention based on an empirically supported app (Step Away) for reducing drinking and to conduct a pilot trial of the 2 interventions. Included participants met the criteria for hazardous drinking and were interested in reducing alcohol consumption. The study assessed utilization patterns and alcohol outcomes across the 2 technology conditions, and a waitlist control group.

Methods: Participants were recruited using Facebook advertisements. Those who met the criteria for hazardous consumption and expressed an interest in changing their drinking habits were randomly assigned to three conditions: the Step Away app, Step Away chatbot, and waitlist control condition. Participants were assessed on the web using the Alcohol Use Disorders Identification Test, Adapted for Use in the United States, Readiness to Change Questionnaire, Short Inventory of Problems-Revised, and Timeline Followback at baseline and at 12 weeks follow-up.

Results: A total of 150 participants who completed the baseline and follow-up assessments were included in the final analysis. ANOVA results indicated that participants in the 3 conditions changed their drinking from baseline to follow-up, with large effect sizes noted (i.e., $\eta^2=0.34$ for change in drinks per day across conditions). However, the differences between groups were not significant across the alcohol outcome variables. The only significant difference between conditions was in the readiness to change variable, with the bot group showing the greatest improvement in readiness ($F_{2,147}=5.6; P=.004; \eta^2=0.07$). The results suggested that the app group used the app for a longer duration (mean 50.71, SD 49.02 days) than the bot group (mean 27.16, SD 30.54 days; $P=.02$). Use of the interventions was shown to predict reduced drinking in a multiple regression analysis ($\beta=.25, 95\% \ CI 0.00-0.01; P=.04$).

Conclusions: Results indicated that all groups in this study reduced their drinking considerably from baseline to the 12-week follow-up, but no differences were found in the alcohol outcome variables between the groups, possibly because of a combination of small sample size and methodological issues. The app group reported greater use and slightly higher usability scores than the bot group, but the bot group demonstrated improved readiness to change scores over the app group. The strengths and limitations of the app and bot interventions as well as directions for future research are discussed.

Trial Registration: ClinicalTrials.gov NCT04447794; https://clinicaltrials.gov/ct2/show/NCT04447794
Introduction

Background
Access to evidence-based treatment and support for addressing excessive alcohol use is a public health priority given that alcohol continues to be the third leading preventable cause of death in the United States, and its excessive use is responsible for >95,000 deaths each year [1,2]. A recent review of death certificates found that the annual number of deaths from alcohol-related causes doubled between 1999 and 2017 for individuals aged ≥16 years [3]. Although the effectiveness of behavioral interventions for alcohol addiction is well established [4,5], the National Epidemiological Survey on Alcohol and Related Conditions found that treatment utilization is very low; in 2019, among the 14.5 million people aged ≥12 years reporting a past year alcohol use disorder, only 7.6% received treatment for alcohol use at any location [6].

Technology-Delivered Alcohol Interventions and Health Equity
Technology-based interventions, including mobile apps, have great potential to meaningfully expand access to treatment and have been shown to be acceptable among alcohol and other substance users [7-9]. Over the past 15 years, numerous behavior-change interventions have been created to capitalize on the potential of the internet, including several alcohol interventions with demonstrated effectiveness in reducing alcohol consumption without the guidance of a counselor [10-13]. For example, the Drinker’s Checkup, a web-based brief motivational intervention that provides alcohol-use assessment, individualized feedback, and an intervention to develop a plan of behavior change, reduced alcohol consumption among problem drinkers by 50%, with reductions maintained at the 12-month follow-up [14]. A meta-analysis found that effect sizes from technology-based interventions were “as effective or nearly as effective as face-to-face therapy” [15], with clinical benefits found in other reviews [16,17]. In addition to their effectiveness, technology-based interventions have great potential to reduce health disparities in hidden populations [18,19], including homeless individuals [20]. Whether technology is used to deliver direct treatment services [19], or to provide behavioral support for reducing alcohol use or preventing relapse [21], technology-based alcohol interventions overcome several personal and access-related barriers to in-person alcohol treatment, including poor or inadequate availability of services; cost and inadequate insurance; convenience in the face of childcare, work, and transportation challenges; and beliefs about help-seeking as shameful or a sign of weakness [22,23]—barriers to treatment that are particularly salient for women, minorities, and those in rural locations [23-25]. Relatedly, technology-based interventions have the potential to address concerns about privacy and stigma that may be associated with attending alcohol treatment facilities [25,26].

Mobile Devices and Contextual Relevance
One important advantage of technology-based alcohol interventions is that they can be accessed from home and the intervention is situated within daily contexts [27-29]. Much of what leads to continued alcohol use or relapse occurs in an individual’s everyday environment, where, unlike a traditional treatment context, exposure to alcohol-related cues, stress, and negative affect are uncontrolled [30,31]. These contextual and situational cues may overwhelm an individual’s coping resources and other skills that were discussed during treatment sessions with the hope that they would be used when facing cravings for alcohol triggered by internal and external factors encountered in daily life [31,32]. The increased use of smartphones to access the internet is especially promising, as these mobile devices provide a way to support behavior-change goals whenever and wherever needed. While digital divide issues persist with regard to high-speed internet access, it is estimated that 81% of all American adults, 79% aged 50 to 64 years and 53% aged ≥65 years, own smartphones [33]. These data also indicate that minority groups are at least as likely as White individuals to own a smartphone, and recent trends show a preference for smartphone use over desktop access to the internet [33], suggesting an opportunity to improve treatment access for historically underserved groups.

Similar to other internet-based interventions, smartphone-based interventions help bridge the gap between those in need of treatment and those receiving it by addressing stigma concerns associated with treatment program attendance, leveraging the desire to independently manage an alcohol problem, and eliminating the need for physical travel to a treatment facility. In addition, as smartphones are carried at almost all times by their owners, they have greater potential to provide timely interventions in the actual environment in which drinking occurs, and given that most mobile health apps are free or sell for <$5, they are much more affordable than traditional treatment. That being said, the growing volume of publicly available apps varies in quality and effectiveness, and even those developed using theories of behavior change and evidence-based content may lack rigorous evaluation. In a recent systematic review of health behavior change apps, including diet, physical activity, and alcohol use, many reported improvements in targeted outcomes, but few demonstrated significant treatment effects over comparison groups in randomized trials [34]. The reported limitations included study design issues (eg, nonrepresentative samples and inadequate comparison groups), intervention design issues (eg, features offered are not based on theory or existing evidence), and limited or short-lived engagement with the app [30,34].

Treatment Effectiveness and Effective Management
Maintained engagement with behavior change apps has been associated with app effectiveness in a number of studies and may depend on specific design features that improve adherence
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and efficacy. Engagement-enhancing features include visually appealing and easily navigated content; features based on behavior-change principles including feedback, self-monitoring, and data-driven adaptation; and features that promote therapeutic alliance including acceptance and support, relatability, and positive expectations [35]. For example, conversational agents that use artificial intelligence to proactively guide, prompt, and check in with participants and encourage general use of the app have been found to improve the therapeutic alliance between the participant and the intervention, resulting in more engagement [36]. In other studies, the ability to set goals, self-monitor progress, and receive feedback increased engagement across a variety of health behaviors, including alcohol use [37]. An advantage of apps is their ability to generate utilization data, which are commonly used as a proxy for quantifying engagement. Utilization metrics typically include the number of log-ins, proportion of features accessed, and frequency and duration of use [30]. However, interpreting the relative importance of these metrics to determine the amount and type of engagement that is sufficient to achieve the desired behavioral and health outcomes (ie, effective engagement) has not been established [37]. Given the lack of practical measures to comprehensively assess effective engagement, researchers continue to rely on utilization data with the assumption that more engagement is better [38].

**Step Away: A Behavior Change App for Reducing Excessive Alcohol Use**

Step Away is a smartphone app designed to deliver empirically based alcohol assessment and intervention for individuals who drink at hazardous levels that may present health risks. Step Away is the next generation of an earlier app that we tested (the Location-Based Monitoring and Intervention System-Alcohol) with individuals with an alcohol use disorder, which demonstrated significant 6-week reductions in alcohol consumption, along with ratings by participants as being very helpful in changing their drinking habits [39]. This study also indicated that the amount of use of Location-Based Monitoring and Intervention System-Alcohol features was related to changes in alcohol consumption. The design of Step Away is informed by three theoretical constructs that are considered the key ingredients for person-centered, behavioral-based intervention and the treatment of addictions: motivational enhancement [40], relapse prevention [41], and community reinforcement [42]. The app offers eight modules in addition to daily alcohol consumption and craving tracking: (1) assessment and feedback on alcohol consumption relative to age-specific norms, drinking-related problems, and monetary costs of drinking, including daily prompting to complete a brief questionnaire on drinking behavior and cravings during the prior 24 hours, and weekly feedback highlighting progress toward goals; (2) goal setting, which asks participants to select abstinence or moderation as a goal; (3) rewards, which prompts them to set up a reward for meeting their goal and reminds them to reward themselves when their goal is met (eg, 30 days of no drinking); (4) cravings, which offers 6 in-the-moment interventions for coping with cravings; (5) moderation or abstinence strategies, which consists of simple behavioral strategies tailored to the participant’s goal; (6) supportive persons, which provides tools for connecting with participant-identified friends or family when additional support is needed; (7) reminders, which encourages the creation of visual reminders of their reasons for changing their drinking habits, including the ability to upload inspirational photos to make a change; and (8) new activities, which recommends healthy behaviors and the ability to schedule selected activities within the smartphone calendar. Step Away also provides real-time intervention options; that is, when a participant clicks on the “Get Help” icon, they are provided with strategies for managing cravings or negative emotions and contacting a national treatment finder service to receive help finding in-person treatment in their area.

Although engagement with Step Away has been shown to be relatively high with a recent study of the app in a veteran sample showing that approximately 40% of participants were still engaged with the app at 6 months [43], use of the treatment steps or other modules was found to be relatively low [43]. In an attempt to increase intervention engagement, we developed a chatbot version of Step Away that incorporates the app modules into a chat-delivered intervention, which we postulated could result in higher use and engagement over the Step Away app. A chatbot is a computer program that simulates human conversation powered by pre-established rules and artificial intelligence. They have become common in e-commerce, call centers, and internet gaming. They serve as digital assistants that communicate with a user through texting to help a user with numerous tasks, such as planning air travel or helping with a bank transaction. In the smartphone context, they are being used in texting interfaces, in such a way that it appears to the user that they are having an actual conversation with the service. An important distinction between apps and bots is that a bot user has the perception of talking with the service. Bots are emerging as promising tools in contemporary health care [44]. An example of a health care chatbot is Melody, which has a text conversation with a patient about their symptoms and provides potential diagnoses that a health care practitioner can then use to develop a treatment plan [45].

A key difference between the app and bot is that the app relies on the user to launch a new feature on their own, whereas the bot guides the user through a conversational interface and essentially serves as an alcohol reduction personal assistant. The bot is also designed to perform a daily check-in regarding ongoing drinking and cravings and offers a menu of in-the-moment tools that can be used to manage the situation or experience.

**Objective**

This paper presents results from a 3-month pilot study that compared effectiveness and participant engagement differences among individuals randomly assigned to one of three groups: (1) Step Away app, (2) Step Away bot, and (3) assessment-only delayed condition (control). Our study builds on the existing literature by indicating whether a chatbot-delivered version of a smartphone-delivered intervention has superior engagement and alcohol outcomes compared with an app with similar intervention features over a 12-week duration, and whether these interventions produce superior outcomes over a waitlist control condition.
Methods

Study Design
The study used a randomized controlled study design and a mixed methods approach (ClinicalTrials.gov NCT04447794). Participants were enrolled and randomly assigned to one of three groups: Step Away app (for iPhone and Android smartphones), Step Away chatbot, and assessment-only delay (control). Participants were assessed for their alcohol consumption and related behaviors when they enrolled in the study (baseline) and again 12 weeks later (follow-up). Age and gender stratification were used to ensure a relatively even distribution across each intervention or control group.

Recruitment
Participant recruitment was conducted through Facebook advertisements, which provided a link to the study website and the web-based prescreening survey. Recruitment began in early June 2021 and was completed in early September 2021 when the target sample size was reached. Advertisements were targeted to all Facebook users who may meet the following criteria: age ≥18 years; have either an iPhone or an Android phone; reside in the United States; not in another form of alcohol treatment or using another mobile health alcohol intervention, be an active drinker, and have proficiency in English language.

The prescreening survey asked potential study participants about these criteria as well as all 10 questions from the Alcohol Use Disorders Identification Test, Adapted for Use in the United States (USAUDIT). Those who met these criteria, and who had a USAUDIT score between 8 and 24 inclusive for males aged ≤65 years and a score between 7 and 24 inclusive for females as well as males aged ≥65 years, were invited to complete the consent form and the baseline survey. The target audience for Step Away is those whose drinking patterns fall in the at-risk or high-risk USAUDIT zones. Therefore, those with USAUDIT scores of ≥8 for males and ≥7 for females met the criteria for risky drinking; those with scores of ≥25 were not eligible to participate. A US $25 Amazon e-gift card was provided to each participant when they completed the baseline survey, and another US $25 Amazon e-gift card was emailed after the completion of the follow-up survey.

Measures
The following measures were assessed at baseline and follow-up. The USAUDIT was assessed at the time of screening for eligibility and again at baseline for comparison. Demographic characteristics such as age, sex, education, and ethnicity were collected.

Alcohol Use Disorder Identification Test, Adapted for Use in the United States
The USAUDIT [46] is a 10-item measure used to identify hazardous drinking. The scale response is scored from the least frequent, 0 (never) to the most frequent, 6 (daily). Scores of ≥8 have been shown to detect hazardous drinking, and a cutoff point <8 has been suggested as a cutoff with higher sensitivity for women [46,47]. The Alcohol Use Disorders Identification Test was found to have a median Cronbach α of .83 and a test-retest reliability of 0.92 [47].

Short Inventory of Problems-Revised
The Short Inventory of Problems-Revised (SIP-R) [48] assesses alcohol-related problems through 15 questions scored on a 4-point Likert scale from 1 (never) to 4 (daily or almost daily). Higher scores indicate more life problems related to alcohol use [49]. Among problem drinkers, the SIP-R demonstrated good concurrent validity and internal consistency [49-51].

Timeline Followback
The Timeline Followback (TLFB) [52] assesses the quantity and frequency of alcohol consumption. Participants reported the number of drinks they had consumed each day for the past 30 days [52]. When compared with daily interviews using a smartphone, the TLFB showed concurrent validity; however, this diminished over time as participants were less likely to remember the number of drinks they had per day [53].

Readiness to Change Questionnaire
The Readiness to Change Questionnaire (RTCQ) [54] is a 12-item questionnaire that measures the stage of change. The scores were calculated to categorize a participant in the “precontemplation,” “contemplation,” or “action” stage of change regarding changing their drinking behavior [54]. The RTCQ demonstrated a test-retest reliability of about 0.80 per scale and a Cronbach α of about .80 per scale [54].

System Usability Scale
The 10-item System Usability Scale (SUS) [55] measures a user’s experience of a product’s usability. The SUS was found to be reliable, with a Cronbach α of .91 [56]. Participants in the app and chatbot groups completed the SUS to assess the usability of both tools.

Data Collection
Screening and administering consent forms and baseline and follow-up surveys were all done using the web-based survey platform Qualtrics. Data were downloaded from Qualtrics in CSV format for review and analysis.

Screening and Consent
Completed screenings, including the USAUDIT, were automatically scored using Qualtrics to determine eligibility. Scores of ≤8 indicated that they did not answer all 9 of the demographic criteria questions required for eligibility (eg, age and residency in the United States); scores of ≥9 were considered eligible. Individuals meeting the demographic criteria were eligible if their USAUDIT score fell between 7 and 24 for females or between 8 and 24 for males. The cutoff criteria were set to reflect the minimum cutoff score for detecting hazardous drinking [57]. Those who scored >24 were not eligible owing to safety concerns; USAUDIT scores of ≥25 indicate a moderate to severe alcohol use disorder or dependence [57]. These individuals instead received an automated message providing treatment options and mental health resources, including the SAMHSA treatment locator and the national suicide prevention hotline. If they met the eligibility criteria, Qualtrics was used to automatically link them to the web-based consent form.
Baseline

Baseline survey links were emailed to participants once they were manually reviewed by the study team to confirm their eligibility. Up to 3 reminder emails were sent to complete the baseline survey, if necessary.

12-Week Follow-up

Follow-up surveys were matched to the baseline surveys for each participant. An email with a link to the follow-up survey was manually sent to each participant as they became eligible (i.e., after they had used the app or chatbot for 12 weeks, or 12 weeks after their study enrollment for the control group). To encourage a high follow-up response rate, up to 3 reminder emails were sent and up to 3 phone reminder calls were made.

Participant Validation

To ensure that the study did not enroll participants who were only seeking renumeration (“phishers”), further participant validation checks were conducted before emailing the baseline survey link, including reviewing the collected data for identical email addresses, multiple duplicate IP addresses, and geolocation data. At follow-up, additional validation checks were conducted. We compared the participants’ demographic responses from baseline to follow-up. In this step, 13 participants reported significant inconsistencies in demographics from baseline to follow-up (e.g., they reported inconsistent answers to questions about their ethnicity and gender between baseline and follow-up). We were unable to verify these participants through a telephone call, and they were thus removed from the analyses to ensure valid responses.

Sample

We recruited 1417 participants in total, including those who completed the prescreen. Of these, 417 patients were eligible and consented to participate. After examining participant responses regarding study eligibility, additional participants were removed because of having numerous prescreen submissions under the same IP address which represented phishing, or the automatic scoring through the prescreen allowing ineligible participants into the study (e.g., they indicated being currently in alcohol treatment which was an exclusion criteria). Subsequently, the baseline surveys were sent to 197 participants. A few participants (n=6) were further found to be ineligible after examining their prescreening surveys, leaving 191 eligible baseline surveys. At follow-up, 163 participants completed the survey. After removing 13 participants owing to failing our validation checks, we analyzed data from 150 participants, 55 (36.7%) app users, 50 (33.3%) bot users, and 45 (30%) participants in the delay group. Figure 1 shows the flow of this study. All analyses were conducted using SPSS (version 27; IBM Corp).

Figure 1. Participant flow.
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Results

Sample Characteristics

Table 1 shows demographics from each intervention group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>App (n=55)</th>
<th>Bot (n=50)</th>
<th>Delay (n=45)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>42.58 (13.49)</td>
<td>40.82 (12.54)</td>
<td>41.51 (13.07)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>25 (46)</td>
<td>22 (44)</td>
<td>16 (36)</td>
</tr>
<tr>
<td>Female</td>
<td>30 (54)</td>
<td>28 (56)</td>
<td>29 (64)</td>
</tr>
<tr>
<td><strong>Race and ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>5 (9)</td>
<td>8 (16)</td>
<td>3 (7)</td>
</tr>
<tr>
<td>White</td>
<td>44 (80)</td>
<td>36 (72)</td>
<td>37 (82)</td>
</tr>
<tr>
<td>Asian American</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Alaska Native or American Indian</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hispanic or Latinx</td>
<td>3 (6)</td>
<td>4 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Change in Drinking Measure From Baseline to Follow-up

Missing data were imputed using multiple imputation. TLFB data correlated with age, gender, and SIP-R data. Multiple imputation was performed using age, gender, SIP-R, and TLFB data as predictor variables for missing TLFB data with 5 data sets imputed. A total of 36 respondents were excluded from the TLFB analyses owing to insufficient TLFB data, resulting in a total of 114 participants from the app (n=42, 36.8%), bot (n=39, 34.2%), and delay (n=33, 29%) groups for the TLFB analyses. These participants did not complete any of the 30-day TLFB survey questions at either baseline or follow-up; therefore, multiple imputation was not possible with these participants. We calculated drinks per day (DPD), percent days abstinent (PDA), and heavy drinking days (HDD). Table 2 shows the descriptive data for each intervention group regarding drinking variables at baseline and follow-up. Figure 2 shows the percentage of days spent drinking hazardously (our primary outcome variable) from baseline to follow-up among the 3 groups.

Table 2. Means and SDs of measures by intervention group.

<table>
<thead>
<tr>
<th>Measure</th>
<th>App</th>
<th>Bot</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Timeline followback measures (N=114), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>Follow-up</td>
<td>Baseline</td>
</tr>
<tr>
<td>DPD, a mean (SD)</td>
<td>2.69 (1.72)</td>
<td>1.51 (1.04)</td>
<td>2.64 (1.26)</td>
</tr>
<tr>
<td>PDA b (%), mean (SD)</td>
<td>24 (28)</td>
<td>44 (31)</td>
<td>22 (22)</td>
</tr>
<tr>
<td>HDD c mean (SD)</td>
<td>7.69 (8.33)</td>
<td>3.29 (5.50)</td>
<td>7.49 (7.98)</td>
</tr>
<tr>
<td><strong>Drinking outcome measures (N=150), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>Bot</td>
<td>Delay</td>
</tr>
<tr>
<td>AUDIT d mean (SD)</td>
<td>15.25 (4.35)</td>
<td>12.62 (7.24)</td>
<td>16.28 (3.49)</td>
</tr>
<tr>
<td>RTCQ e mean (SD)</td>
<td>2.35 (0.55)</td>
<td>2.40 (0.68)</td>
<td>2.14 (0.50)</td>
</tr>
<tr>
<td>SIP-R f mean (SD)</td>
<td>11.69 (7.25)</td>
<td>8.16 (6.80)</td>
<td>12.68 (10.28)</td>
</tr>
</tbody>
</table>

aDPD: drinks per day.
bPDA: percent days abstinent.
cHDD: heavy drinking days (as defined by ≥4 DPD for females and ≥5 DPD for males).
dAUDIT: Alcohol Use Disorder Identification Test, Adapted for Use in the United States.
eRTCQ: Readiness to Change Questionnaire.
fSIP-R: Short Inventory of Problems-Revised.

Figure 2. Percentage of days with hazardous drinking from baseline to follow-up.
Alcohol Consumption Results by Group

Repeated measures ANOVA were conducted on the 3 dependent drinking variables calculated from the TLFB, DPD, PDA, and HDD. The within-subjects variable was time (baseline to follow-up), and the between-subjects variable was the intervention group (app, bot, or delay). There was a significant effect of time on DPD ($F_{2,111}=55.93; P<.001; \eta^2=.34$), PDA ($F_{2,111}=42.00; P<.001; \eta^2=.27$), and HDD ($F_{2,111}=28.18; P<.001; \eta^2=.20$), and all were large effect sizes. There was no significant interaction between time and group for both DPD ($F_{2,111}=1.74; P=.18; \eta^2=.03$) and HDD ($F_{2,111}=2.27; P=.11; \eta^2=.04$). These results indicate that all participants reduced their drinking significantly between baseline and follow-up, and there was no significant difference in the reduction in drinking based on the group they were randomized to.

Repeated measures ANOVA were conducted on three dependent drinking-related variables: AUDIT, RTCQ, and SIP-R. The within-subjects variable was time (baseline to follow-up), and the between-subjects variable was the intervention group (app, bot, or delay). There was a significant effect of time on the SIP ($F_{2,117}=24.76; P<.001; \eta^2=.14$), with a large effect size. There was a significant effect of time with a medium effect size on AUDIT ($F_{2,147}=10.97; P=.001; \eta^2=.07$) and RTCQ ($F_{2,147}=7.79; P=.006; \eta^2=.05$). Between- and within-subjects ANOVAs were conducted to compare the intervention groups for the 3 dependent drinking-related variables. There was no significant interaction between time and group for AUDIT or SIP-R scores, indicating that all 3 intervention groups significantly improved on these drinking measures between baseline and follow-up but did not differ from one another. There was a significant interaction between time and group for the RTCQ ($F_{2,147}=5.62; P=.004; \eta^2=.07$) with a medium effect size, indicating that readiness to change scores varied by intervention group, with those in the bot group improving significantly more between baseline and follow-up than those in the app or delay group. The intervention group did not effect change in SIP or AUDIT scores for participants.

App Versus Bot Utilization Results

Three different variables were calculated to measure utilization. We calculated from the Step Away database that the app and the bot collected, the number of times users clicked on a function of the app as the total number of visits they made to each of the interventions. Duration of use was calculated as the time between the date the user downloaded the app and their date of last use. Active days used was calculated as the number of days that a user was actively using the app, which was defined as having entered the app and clicked on at least one feature. Utilization data from 18 bot users were missing, indicating that these participants either did not use the bot at all or did not enter their personal identification number at the start of the study, which was required to match their utilization data to their study ID. Therefore, the results must be interpreted with caution and the means for the bot utilization variables are likely lower than those presented here. Independent sample 2-tailed $t$ tests were conducted between the means of each variable to determine whether there were significant differences between app and bot users. Duration of use significantly differed between app users and bot users ($F_{85}=12.23; t_{85}=2.45; P=.02$), with duration of use being higher among app users (mean 50.71, SD 49.02) than among bot users (mean 27.16, SD 30.54). Total visits were higher for app users (mean 33.96, SD 38.16) than for bot users (mean 24.56, SD 28.68; $F_{2,85}=1.53; t_{85}=1.21; P=.22$), and the average active days used was higher for app users (mean 22.62, SD 29.08) than bot users (mean 19.63, SD 26.30; $F_{2,85}=.02; t_{85}=.48; P=.88$), although neither of these differences were statistically significant.

Effect of Utilization of the Intervention on Change in Drinking Variables

Significant direct effects were shown for the duration of use of the app or bot on the change in average DPD and PDA. Increased duration of use predicted a greater decrease in DPD ($\beta=.01$, SE 0.00; $\beta=.25$, 95% CI 0.00-0.01; $P=.04$), and increased duration of use predicted a greater change in the increase of PDA ($\beta=.18$, SE 0.07; $\beta=.29$, 95% CI 0.32 to $-0.03; P=.02$). There were trends of utilization increasing change in drinking that were not significant, including an effect of total visits on the change in PDA ($\beta=-.16$, SE 0.10; $\beta=-.20$, 95% CI $-.35$ to 0.03; $P=.10$), of active days of use on the change in PDA ($\beta=-.21$, SE 0.12; $\beta=-.21$, 95% CI $-0.45$ to 0.03; $P=.08$), and of duration of use on the change in HDD ($\beta=.03$, SE 0.02; $\beta=.23$, 95% CI $-0.00$ to 0.07; $P=.06$). These trends indicated that increased use of the app or bot led to greater decreases in drinking and increases in abstinence.

Usability Ratings for the App Versus Bot

Means from the overall SUS score were compared between app and bot users using independent sample 2-tailed $t$ tests. App users rated a higher mean SUS score (mean 66.35, SD 19.68) than bot users (mean 61.70, SD 25.40), but this difference was not statistically significant. A typical acceptable SUS score is approximately 70, and scores <50 are considered unacceptable [56]. Table 3 presents the mean (SD) for the app and bot participants for each SUS question.
A finding that has emerged frequently from research on Step Away is that the app’s ability to provide self-monitoring and tailored feedback to the user is a key driver of utilization [43,59,60], which has resulted in the feedback feature being prominent and well-developed. This was the first version of the bot, and, like many first versions, it had some unforeseen limitations. First, similar to all Facebook Messenger bots, it provided a daily SMS text message prompting the user to check in with the bot; however, if they did not respond, the bot did not continue to provide prompts. It relied on the user to return to it on subsequent days to re-engage with it. We heard from some users that they thought the bot disengaged from them as it stopped providing reminders to complete their daily interviews. This notification problem did not exist with the app and app users were notified daily regardless of their response to the prompts.

Another factor related to the feedback is that although an app can provide sophisticated graphs and other pictographic representations of progress, bots are much more limited in this regard (a limitation that existed when we developed the bot). The bot’s feedback, although similar in content to the app, was more simplistic and perhaps not captivating. Finally, on 2 occasions the bot crashed (ie, ceased to function) during the study, possibly owing to complications related to its dependence on Facebook Messenger, and making it difficult for our developers to resolve promptly. The app also crashed once during the study, but the problem was immediately corrected.

Although this study indicated numerous benefits of the app over the bot, one finding favored the bot. Bot participants were found to have a greater change in motivation to change their drinking compared with the app. It is possible that the conversational tone and the feeling that the bot was more like talking to a person could have enhanced users’ motivation to change their drinking habits. Future research should explore this possibility.

### Limitations and Future Directions

This study had numerous limitations, many because of its pilot nature, which are related to recommendations for future research. First, the sample was insufficient for detecting small effect sizes, and our findings reflected this limitation. We estimated that a sample size of 195 would provide enough power to detect between-group effect sizes, as shown in this study.

### Discussion

#### Principal Findings

This study sought to develop a chatbot version of the empirically supported app, Step Away, and conduct a pilot trial to determine if a chatbot version could provide enhanced use and outcome effectiveness over the app version. We also sought to pilot trial a methodology that included randomly assigning participants who were hazardous consuming alcohol and interested in making a change to their drinking to one of three conditions: the Step Away app, the Step Away bot, and a waitlist condition.

Results from this pilot study indicated that self-reported alcohol consumption from baseline to the 12-week follow-up decreased substantially in all groups. Effect sizes suggested that changes in alcohol consumption and drinking-related problems were within the large effect range. However, the results also suggested that there were no statistically significant differences in alcohol consumption variables between the 3 groups, suggesting that the waitlist control condition changed their drinking at a similar level to the intervention groups. The lack of statistical significance could potentially be related to an inadequate sample size (the purpose of the study was not to provide a robust test of effectiveness and power calculations were not performed). It is also likely that the waitlist control condition, owing to their expressed desire to change their drinking, had a strong (and positive) reaction to being assessed at baseline for their alcohol consumption and drinking-related variables, such as life problems stemming from alcohol consumption [58]. A delayed assessment of the control group (until the intervention groups are assessed at follow-up) is a highly recommended strategy for managing this possibility.

Another focus of this study, which is perhaps equally important for alcohol outcome analysis, is the utilization assessment of the 2 interventions. In contrast to our expectations, our results suggested that the app was used more frequently and for a longer time than the bot. There are 2 possible explanations for this observation. The Step Away app was originally developed in 2013 and has undergone 4 major revisions based on user input and recommendations. A finding that has emerged frequently

### Table 3. System Usability Scale by intervention group.

<table>
<thead>
<tr>
<th>Items</th>
<th>App (n=52), mean (SD)</th>
<th>Bot (n=48), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I think I would use the Step Away app/chatbot frequently.</td>
<td>3.33 (1.31)</td>
<td>3.15 (1.41)</td>
</tr>
<tr>
<td>2. I found the Step Away app/chatbot unnecessarily complex.</td>
<td>2.46 (1.21)</td>
<td>2.65 (1.44)</td>
</tr>
<tr>
<td>3. I thought the Step Away app/chatbot was easy to use.</td>
<td>3.83 (1.20)</td>
<td>3.56 (1.41)</td>
</tr>
<tr>
<td>4. I thought that I would need assistance to use the Step Away app/chatbot.</td>
<td>1.92 (1.25)</td>
<td>2.19 (1.35)</td>
</tr>
<tr>
<td>5. I found the various functions in the Step Away app/chatbot well-integrated.</td>
<td>3.42 (1.18)</td>
<td>3.35 (1.42)</td>
</tr>
<tr>
<td>6. I thought there was too much inconsistency in the Step Away app/chatbot.</td>
<td>2.35 (1.06)</td>
<td>2.85 (1.38)</td>
</tr>
<tr>
<td>7. I would imagine that most people would learn to use the Step Away app/chatbot very quickly.</td>
<td>3.94 (0.94)</td>
<td>3.88 (1.20)</td>
</tr>
<tr>
<td>8. I found the Step Away app/chatbot very cumbersome to use.</td>
<td>2.67 (1.31)</td>
<td>2.94 (1.48)</td>
</tr>
<tr>
<td>9. I felt very confident using the Step Away app/chatbot.</td>
<td>3.75 (1.05)</td>
<td>3.75 (1.25)</td>
</tr>
<tr>
<td>Total score</td>
<td>66.35 (19.68)</td>
<td>61.70 (25.40)</td>
</tr>
</tbody>
</table>
study. Second, the methodology for assessing the waitlist control condition likely resulted in reactivity to assessment phenomena, which made detecting differences between the interventions and the control condition challenging. Future studies in this area would be wise, if using a waitlist control condition, to delay assessment, a method that has been used successfully in other studies [14]. We also had limited time to undertake this study and our 12-week follow-up period may have been insufficient for differences between interventions to emerge. Previous research with Step Away showed that participants continued to reduce their alcohol intake at 6 months [43] and that 45% of participants were still actively engaged at the 6-month follow-up. A 12-month follow-up would provide a more detailed picture of how users remain engaged with the interventions over time and how this engagement is related to improvement. Finally, although this study set out to contrast the 2 interventions and determine which had higher use and effectiveness, this contrast is perhaps not ideal. A more beneficial strategy may involve combining these technologies. Throughout the development of the bot, we realized that both bots and apps each have their unique strengths. Apps can provide highly captivating images and graphs depicting progress, while bots provide the feeling that the user is interacting with someone or something, which has the potential to increase motivation and overall engagement. Apps are also more self-guided than bots and allow the user to interact in a more self-directed, timely manner than a bot, which guides the user by suggesting modules and responding in a conversational manner. It is possible to merge these 2 technologies into 1 system by placing a bot within an app. Thus, it may be that the best in class smartphone-based system for reducing drinking is a hybrid of a bot and an app, a promising direction for future interventions.

Conclusions
Research on smartphone-based interventions for alcohol problems has been promising, but more research into factors related to use and long-term effectiveness is urgently needed. This study indicated that the app and bot interventions were related to substantial improvements in drinking, as was the waitlist control condition, which resulted in inconclusive results. We found that the app was more highly used, which may have been related to some bot limitations that are easily addressable, such as improved prompting over time and greater system stability, which has undoubtedly improved since the development of the Step Away bot. Future research should use longer follow-ups, more sophisticated methodology regarding the timing of the assessment for the control condition, and perhaps leveraging the 2 technologies to develop a hybrid system that has the beneficial elements of an app and a bot.
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Abstract

Background: Individuals’ social networks and social support are fundamental determinants of self-management and self-efficacy. In chronic respiratory conditions, social support can be promoted and optimized to facilitate the self-management of breathlessness.

Objective: This study aimed to identify how online and offline social networks play a role in the health management of older patients with chronic respiratory conditions, explore the role of support from online peers in patients’ self-management, and understand the barriers to and potential benefits of digital social interventions.

Methods: We recruited participants from a hospital-run singing group to a workshop in London, the United Kingdom, and adapted PERSNET, a quantitative social network assessment tool. The second workshop was replaced by telephone interviews because of the COVID-19 lockdown. The transcripts were analyzed using thematic analysis.

Results: A total of 7 participants (2/7, 29%, men and 5/7, 71%, women), with an age range of 64 to 81 years, produced network maps that comprised between 5 and 10 individuals, including family members, health care professionals, colleagues, activity groups, offline and online friends, and peers. The visual maps facilitated reflections and enhanced participants’ understanding of the role of offline and online social networks in the management of chronic respiratory conditions. It also highlighted the work undertaken by the networks themselves in the self-management support. Participants with small, close-knit networks received physical, health, and emotional support, whereas those with more diverse and large networks benefited from accessing alternative and complementary sources of information. Participants in the latter type of network tended to communicate more openly and comfortably about their illness, shared the impact of their illness on their day-to-day life, and demonstrated distinct traits in terms of identity and perception of chronic disease. Participants described the potential benefits of expanding their networks to include online peers as sources of novel information, motivation, and access to supportive environments. Lack of technological skills, fear of being scammed, or preference for keeping illness-related problems for themselves and immediate family were reported by some as barriers to engaging with online peer support.

Conclusions: In this small-scale study, the social network assessment tool proved feasible and acceptable. These data show the value of using a social network tool as a research tool that can help assess and understand network structure and engagement in the self-management support and could be developed into an intervention to support self-management. Patients’ preferences to share illness experiences with their online peers, as well as the contexts in which this can be acceptable, should be considered.
when developing and offering digital social interventions. Future studies can explore the evolution of the social networks of older people with chronic illnesses to understand whether their willingness to engage with online peers can change over time.

(JMIR Form Res 2022;6(5):e35244) doi:10.2196/35244
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Introduction

Background

Asthma and chronic obstructive pulmonary disease (COPD) are debilitating chronic illnesses that affect not only individuals but also have a huge impact on society as a whole [1-3]. Promoting self-management and improving self-efficacy in COPD and asthma is an effective method of tackling their burden [1,2], as it can lead to better use of health care professionals’ time and enhanced self-care [2]. Similarly, a Cochrane review conducted by Gibson et al [3] showed that self-management education for adults with asthma could lead to an overall improvement in their quality of life, with a reduction in days lost from work, hospitalizations, accident and emergency department visits and unscheduled physician visits for asthma, and episodes of exacerbation of asthma at night [4].

Corbin and Strauss [5] described self-management as a three-step process: (1) medical management, (2) creation of new meaningful behaviors, and (3) dealing with the emotional aspects of a chronic condition. Self-management involves different types of work performed by people with long-term conditions (LTCs) and members of their networks [6]: illness-related (ie, the tasks necessary to manage or treat a chronic illness and its sequelae), emotional, biographical (ie, the task of defining and maintaining an identity over the life course), and relational (ie, the tasks that are required to develop and sustain interpersonal relationships) [7]. Doing this work requires negotiating changes at the individual and network levels, which is a process shaped by individual self-efficacy, the collective efficacy of the networks of people with LTCs, and the support and resources available to individuals and within their networks [8-10]. The concept of self-efficacy was first described by Bandura [11] in 1977 as a person’s belief regarding whether they feel they can successfully execute particular behaviors to produce certain outcomes. Bandura [12] portrayed self-efficacy as a dynamic concept that changes over time, with expectations of personal efficacy derived from performance accomplishments, vicarious experiences, verbal persuasion, and physiological states. Patients who can withstand failures associated with acquiring the skills of a more intricate task are more likely to persevere and continue with that task [13].

As the effectiveness of self-management can be directly affected by the patient’s self-efficacy, health care providers can improve the confidence of patients in self-management by increasing their self-efficacy. A study conducted by Simpson and Jones showed that patients with COPD who are more confident in understanding and treating an exacerbation and controlling their breathlessness showed less anxiety and depression levels [14].

The fundamental determinants of self-management and self-efficacy are an individual’s social network and social support [15]. An individual’s personal social network comprises interpersonal connections among the individual’s family members, friends, and acquaintances and can have broad effects on health outcomes and quality of life [15]. Social support is defined as the relative presence or absence of psychosocial support from significant others to meet a person’s basic social needs [16] and typically comes in 4 forms: informational, emotional, instrumental, and appraisal [17]. Social support is further subdivided into two categories: perceived social support (ie, the belief that support is available when and if needed) and received support (ie, the exchange of support-related resources) [18]. Approximately 30 years ago, a causal link between social relationships and mortality was proposed [19]. Since then, numerous reviews have documented how perceived social support can influence physical health outcomes [17,20-22]. Some of the most compelling results were provided by a meta-analysis conducted by Holt-Lunstad et al [22], who concluded that perceived support was related to a significantly lower risk of all-cause mortality.

Previous literature has demonstrated that behavioral change and overall health and well-being are shaped by relationships within networks. These include weight gain [23], smoking cessation [24], happiness [25], and adherence to preventative medication [26]. One of the ways of studying the effects of social networks on behavioral and health-related properties is through the assessment of individuals’ social capital. Granovetter [27] proposed a seminal account of the structural foundations of social capital through the “strength of weak ties.” Granovetter [27] suggested that strong ties, although they foster a sense of belonging and sustain emotional support, can lead to overall fragmentation (fragmentation is defined as the proportion of mutually reachable nodes as each node is removed from the network, in other words, an inverse measure of the amount of connection redundancy in a network), whereas weaker ties amplify an individual’s access to novel information and opportunities, as they introduce the individual to nonredundant and unique knowledge pools provided by disconnected neighbors. The idea of informational nonredundancy was further reinforced by Burt [28] in his theory of structural holes (ie, the absence of direct links between individuals who share a common neighbor) and their beneficial impact on the focal node. The focal node can access complementary and nonredundant sources of information through their direct links to otherwise disconnected others [21]. In the context of LTCs, weak ties have been demonstrated to offer access to a wide range of support that deburden strong, intimate ties and is also easy to accept and reciprocate. Compared with strong ties, weak ties in the networks of people with LTCs require less relational work to
sustain them over time. Weak ties are also less threatening to an individual’s sense of self and the valued roles and responsibilities they have to others. Weak ties play a key role in navigating and negotiating relationships within networks and thus increase the collective efficacy of networks as they allow individuals to access support that is acceptable to them and to members of their networks [7,10,29].

The rapid growth of social media and web-based social platforms in recent years has allowed for new approaches to social networks and support. In addition to social platforms aimed at the general population, health-related social platforms have seen a recent upsurge in popularity [30]. Integrating social media and web-based communities in the health sector opens up new potential applications [31,32], including their use as public health surveillance tools [33-35] and health-related information sources [36,37]. A meta-analysis conducted by Laranjo et al [38] showed a positive effect of social networking site interventions on health behavior–related outcomes, encouraging future research in this area [38-40]. Moreover, there is evidence that social media interventions are effective in promoting health equity (health equity means that everyone receives individualized care to bring them to the same level of health, despite health disparities between population groups) [40-42]. Forming new social connections with individuals with similar lived experiences (such as in social media interventions) has been reported to facilitate the emergence of a sense of community and strengthen engagement with social prescriptions [43]. Taking the concept of social support a step further, Panzarasa et al [44] have proposed the concept of social-medical capital, defined as “the advantages that any user can gain from participation in the social networks provided by online health communities” (online health communities [OHCs]). In particular, these advantages include improvement in patients’ self-care and health in resource-constrained systems.

Objectives

Web-based personal network surveys have been developed to evaluate an individual’s social network in a structured manner, translating the complexity and burdensome features of this type of questionnaire into a more usable and scalable form. Interventions aimed at modulating network composition in a social network hold the promise of a novel complementary approach to the self-management of chronic respiratory conditions. Here, we used a data collection tool that can be completed by older patients without an interviewer [45]. The objectives of this study were to adapt this previously validated social mapping network assessment tool to include online contacts to (1) understand the feasibility of using this tool to map the social networks of individuals with chronic respiratory conditions within a workshop or telephone interview; (2) identify how online and offline social networks play a role in health management for patients with chronic respiratory conditions, specifically COPD and asthma; (3) explore the role of any existing online peers in patients’ self-management; and (4) shed light on the barriers and potential benefits of digital social interventions.

Methods

This was a mixed methods study that used quantitative social network assessment and qualitative analysis.

Participants and Setting

Between March and July 2020, we ran a public engagement activity titled Promoting Research in Social Media and Health with participants attending Singing for Breathing sessions at the Royal London Hospital in Whitechapel, London, to inform a grant application for developing and testing a digital social intervention. Recruitment was opportunistic, targeting a group more likely to be socially engaged, as our focus was to understand online and offline social engagement in LTCs rather than socially versus not socially engaged patients. The inclusion criterion comprised adults aged >60 years with a chronic respiratory condition. Participants provided written informed consent to take part in the study and for their anonymized quotes to be reported in the publications.

A total of 2 workshops were initially planned. The first workshop took place immediately before the singing activity. Owing to the COVID-19 lockdown, the second workshop was replaced by individual telephone interviews. The workshop activity was piloted with 2 patient and public involvement (PPI) members. Through the PPI piloting, it became clear that a 1-hour workshop would not provide enough time to guide participants to fill in the web-based survey at the same time. The survey questions were instead printed on A4 sheets, presented, and read aloud to participants during the workshop so that participants could fill simultaneously. The participants drew their networks using pencils of different colors. Red markers were used to link individuals who supported participants or one another most often (strong ties), and blue markers were used for all other contacts (weak ties). Data were subsequently transferred from paper to the web-based survey of the social network assessment tool. During the COVID-19 lockdown, participants were emailed written instructions (previously piloted by the PPIs) to complete the web-based questionnaire. According to their preferences, they could fill out the web-based survey on their own time or with the researcher’s guidance by phone. They were subsequently emailed their social network maps and interviewed by phone while looking at them.

Data Collection

We collected data by adapting PERSNET, a publicly available social network assessment tool, on a secure open-source web platform (REDCap [Research Electronic Data Capture; Vanderbilt University]) [45], which generated social network maps. We focused on individuals involved in managing their illness, whether offline or on the web (ie, social contacts not involved in the management of their respiratory condition were not collected). Maps were generated in Rstudio using the data collected from the REDCap survey [46]. Participants were prompted to answer the name generator question (“Think about people who encourage you to stay healthy by giving you motivation, advice, or direct help. Who provides this kind of support for your health?”) thinking of whoever was involved in any aspect of the management of their respiratory conditions (eg, providing medical, practical, or emotional support during...
exacerbations or practical help in the long-term management of the condition, eg, with ordering and collecting medications and prompting medication taking). We asked the participants to include any important individuals: clinicians, close family members (first-degree relatives and partners), and friends (both offline and on the web). Other collected information included the description of relationships with each individual (especially close or not especially close); the relationships between each pair of people in the network (stranger, in between or especially close); those who were supporting the participant most often; gender, ethnicity, approximate age, and higher degree of each individual, if known; how often they communicated with each person (daily, weekly, monthly, less often, or don’t know); how many years they had known each other for (<3 years, 3-6 years, >6 years, or don’t know); the way in which the participant was connected with each individual (spouse, family, friend, adviser, coworker, or other); and how far they lived from each person (same house, 1-5 miles, 6-15 miles, 16-50 miles, or ≥50 miles).

Once the maps were created, participants had the opportunity to reflect on how their offline or online social networks played a role in managing their respiratory condition based on the visual representation of their social maps. They were also prompted to reflect on whether they were in contact with any online peers and, if not, what would the barriers and potential benefits of doing so be.

Analysis
We performed network and qualitative analyses of the workshop and interview transcripts and triangulated the results [47].

Network Analysis
We visualized the social networks and analyzed them using different network metrics. The network size represents the number of individuals in the network without including the focal participant (ego). Strong ties are represented by red lines, denoting contacts who are more familiar with the participant and provide support most often, whereas weak ties are represented by blue lines (all other individuals). The mean degree is the average number of connections (ties) incident upon a member of the network. Effective size is the number of the focal node’s nonredundant neighbors, which is a function of the number of the focal node’s neighbors (alters) and the extent to which these neighbors are not directly connected to each other. The effective size varies from 1 (a network that provides only a single nonredundant contact) to the total number of ego neighbors (ie, each contact is nonredundant) [45]. Effective size represents the total value ego can extract from all its alters: the higher the effective size, the larger the number of nonredundant contacts, and the higher the benefit for the ego. The node representing ego in each network was associated with node strength, calculated as the sum of the weights of the ties connected to the node (no tie value=0, weak tie value=1, and strong tie value=2). The average tie weight was then calculated for each ego in the various networks by dividing the ego’s node strength by its degree. For each ego-centered network, the correlation coefficient between the ego’s average tie weight and the effective size was calculated using Microsoft Excel.

Qualitative Analysis
The workshops and interviews were audio-recorded, transcribed verbatim, and analyzed using thematic analysis. There were 2 parts to each transcript. The first covered the running of the social network assessment survey, and the second covered the participants’ answers to the following semistructured questions:

1. “How does your social network play a role in managing your health?”
2. “Do you ever read on internet what peers online say about living with your medical condition/s? Are you in contact with any peers online, e.g., on Facebook or the Asthma UK or BLF online communities?”
3. “If not, what would be the barriers and potential benefits?”

Transcripts were qualitatively analyzed using thematic analysis [48] to identify and define the emerging common themes. AA read all posts to familiarize with the data and the participants. ADS independently coded 20% of the data. Disagreements were identified between the coders. Following coding, the main themes and subthemes were identified, iteratively reviewed, and refined throughout the analysis. The results were triangulated with those from the quantitative analysis by comparing and combining them, contributing to one another. Emerging themes from participants’ comments during the social network assessment survey have been reported in the Social Network Maps section.

Ethics Approval
The Queen Mary Ethics of Research Committee granted ethical approval before the start of the study (QMREC2388a). After the COVID-19 lockdown, an ethics amendment was sought to replace the second workshop with telephone interviews.

Results

Participant Characteristics
We recruited 7 participants aged between 64 and 81 years, of whom 5 (71%) were women, and 2 (29%) were men, with a mean age of 73 (SD 5.28) years. Of the 7 patients, 5 (71%) had COPD, and 3 (29%) had asthma (one of them had comorbid asthma and COPD). The baseline characteristics, including gender, age, and comorbidities, are presented in Table 1.
Table 1. Participants’ baseline characteristics.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Gender</th>
<th>Age (years)</th>
<th>Married</th>
<th>Live alone</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>Male</td>
<td>70-75</td>
<td>Yes</td>
<td>No</td>
<td>COPD&lt;sup&gt;a&lt;/sup&gt; and hypertension</td>
</tr>
<tr>
<td>N2</td>
<td>Female</td>
<td>60-65</td>
<td>No</td>
<td>Yes</td>
<td>COPD, asthma, and tachy-brady syndrome</td>
</tr>
<tr>
<td>N3</td>
<td>Female</td>
<td>75-80</td>
<td>Yes</td>
<td>Yes</td>
<td>Asthma, thyroid disease, and obstructive sleep apnea</td>
</tr>
<tr>
<td>N4</td>
<td>Female</td>
<td>65-70</td>
<td>Yes</td>
<td>No</td>
<td>Asthma</td>
</tr>
<tr>
<td>N5</td>
<td>Male</td>
<td>65-70</td>
<td>Not stated</td>
<td>Yes</td>
<td>COPD and ulcerative colitis</td>
</tr>
<tr>
<td>N6</td>
<td>Female</td>
<td>80-85</td>
<td>No</td>
<td>Yes</td>
<td>COPD and heart failure</td>
</tr>
<tr>
<td>N7</td>
<td>Female</td>
<td>75-80</td>
<td>No</td>
<td>Yes</td>
<td>COPD, interstitial lung disease, and hypothyroidism</td>
</tr>
</tbody>
</table>

<sup>a</sup>COPD: chronic obstructive pulmonary disease.

Social Network Maps

The use of the tool was feasible within the workshop and interview times and settings and acceptable to the 7 participants’ networks. Participants created network maps comprising between 5 and 10 individuals and individual groups, as shown in Figure 1, with network characteristics reported in Table 2 (a complete version of Table 2 is reported in the Multimedia Appendix 1). Of the 7 participants, 5 (71%) included close family members, considering them a major source of emotional support (strong ties, indicated by red lines in Figure 1). Family members can be recognized in the maps as mutually connected with strong ties. Participants who had close family members in London also reported that they were an important source of practical support, especially during exacerbations of their disease:

*My son, well he lives in London and when I did have my exacerbation a couple of years ago, he went and did all my shopping and that sort of things because I couldn’t... [N3]*

Some participants belonged to multiple groups (eg, choirs, exercise groups, the singing groups) and found it easier to name the whole group than single individuals within them as playing a role in the management of their chronic diseases.

Participant N4 had the highest effective size (8.9) and thus a high number of structural holes (ie, the absence of direct links between contacts) in her network, which was, therefore, likely to provide access to novel nonredundant information more easily. Participant N5 had the most close-knit network with the lowest effective size (3.4) and the highest average tie weight, with most of his social contacts being connected to all others.

![Figure 1. Social networks of participants arranged according to the ego’s effective size (y-axis) and average tie weight (x-axis). Line color indicates tie strength: red lines refer to strong ties and blue lines to weak ties. The gray line refers to the fitted regression line illustrating the relationship between effective size and average tie weight.](https://formative.jmir.org/2022/5/e35244)
Table 2. Characteristics of social networks involved in the management of participants’ long-term respiratory condition.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Network size</th>
<th>Density</th>
<th>Effect size</th>
<th>Degree, mean (SD)</th>
<th>Maximum degree</th>
<th>Kin proportion</th>
<th>Average tie weight</th>
<th>Named health care professionals</th>
<th>Any contacts on the web?</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>8</td>
<td>39</td>
<td>5.7</td>
<td>2.7 (5)</td>
<td>5</td>
<td>37</td>
<td>1.50</td>
<td>GP(^h) and COPD(^i) nurse</td>
<td>No</td>
</tr>
<tr>
<td>N2</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>0(^j)</td>
<td>0</td>
<td>14</td>
<td>1.57</td>
<td>Out-of-hours GP</td>
<td>Yes</td>
</tr>
<tr>
<td>N3</td>
<td>7</td>
<td>23</td>
<td>5.73</td>
<td>1.4 (2)</td>
<td>2</td>
<td>42</td>
<td>1.85</td>
<td>GP and practice chest nurse</td>
<td>No</td>
</tr>
<tr>
<td>N4</td>
<td>10</td>
<td>13</td>
<td>8.9</td>
<td>1.2</td>
<td>4</td>
<td>20</td>
<td>1.7</td>
<td>GP and nurses, pharmacists, and consultant</td>
<td>Yes</td>
</tr>
<tr>
<td>N5</td>
<td>5</td>
<td>50</td>
<td>3.4</td>
<td>2</td>
<td>3</td>
<td>60</td>
<td>2</td>
<td>None</td>
<td>Yes</td>
</tr>
<tr>
<td>N6</td>
<td>7</td>
<td>23</td>
<td>5.5</td>
<td>1.4 (2)</td>
<td>4</td>
<td>42</td>
<td>1.14</td>
<td>GP and respiratory care staff</td>
<td>No</td>
</tr>
<tr>
<td>N7</td>
<td>6</td>
<td>33</td>
<td>4.45</td>
<td>1.6 (6)</td>
<td>2</td>
<td>0</td>
<td>1.66</td>
<td>GP</td>
<td>No</td>
</tr>
</tbody>
</table>

\(^a\)Total number of unique social contacts.  
\(^b\)Ratio of the number of ties to maximum possible number of ties.  
\(^c\)Effective size is the number of the ego’s nonredundant contacts based on the Burt measure.  
\(^d\)Average degree of a network member excluding the ego.  
\(^e\)Maximum degree of network member (most popular) excluding the ego.  
\(^f\)Proportion of network members who are kin.  
\(^g\)Node strength or degree.  
\(^h\)GP: general practitioner.  
\(^i\)COPD: chronic obstructive pulmonary disease.  
\(^j\)For some participants the tool could not calculate the SD and therefore only the mean is reported.

All participants had at least one friend in their social network who identified as a strong tie on the map. However, at least 50% of the members of the social networks of participants N2, N3, N4, and N7 were friends. These participants mentioned that in addition to emotional support, their friends offered them other forms of support, including life advice, practical and health tips, and financial support. Approximately 57% (4/7) of participants (N2, N3, N4, and N5) named their peers (ie, people with a chronic respiratory condition) among the network members. They stated that they felt part of a community when talking to peers about their disease and sharing information on how they were coping:

...the first was very much also finding out information, reading up, recommending exercises, so that’s one person...[with another friend] it’s good to have conversations where you’re talking about how you get online, you do things and how you are limited by whatever your condition is... [N4]

The networks were plotted in terms of the ego’s effective size and average tie weight. The lower the ego’s effective size and the higher the average tie weight, the more close-knit and restricted the network. The correlation coefficient between effective size and average tie weight was −0.21. The negative correlation is consistent with the Granovetter [27] theory, according to which stronger triplets (ie, high average tie weight) tend to close up into triangles (ie, low effective size).

Of the 7 participants, 6 (86%) included health care professionals in their maps. Of these, only 14% (1/7) of them mentioned a respiratory consultant, whereas the rest mentioned their general practitioners (6/7, 86%) and respiratory nurses (4/7, 57%). These participants felt particularly close to their community clinicians and could rely on them for the management of their conditions, particularly during exacerbations or infections. In addition, most participants’ first line of contact with medical advice was with their community clinicians:

[The GP] is very supportive. I’m not on her doorstep every day, but she’s a very genuine person. She’s not what I call plastic. She’s very genuine. She’s very, very genuine and very caring...I would say [my GP provides] emotional, physical, health support [N7]

The social maps of participants N2, N4, and N5 included contacts on the web. Only participant N2 was active on web-based social platforms before the lockdown restrictions because of the COVID-19 pandemic. N4 and N5 transitioned their offline contacts to the web because of lockdown restrictions. Participant N2’s online peers, in particular, provided emotional support (eg, during hospital admission for asthma exacerbation).

Themes

Several themes emerged regarding the role of both online and offline social networks in the management of chronic respiratory conditions, as illustrated in Figure 2.
Family and Chronic Illness
Most participants (5/7, 71%) included some close family members in their social networks. They highlighted the importance of family as a source of emotional support, as these are the people who know and understand them better, especially during exacerbations or when they face difficulties in their illness management. During the COVID-19 lockdown, participants reported that their close family members were still able to remotely provide the necessary support.

Social Networks and Self-efficacy
Wider social networks seemed to be markers of self-efficacy. Participants were able to better understand and manage their disease by accessing a broad social network that introduced them to novel information about self-management:

She’s a life coach and a, does energy healing and reiki and that, so that’s fantastic having her support, working on breathing and relaxation and that sort of thing...And another person is someone who I knew through work...they’re great because they’ve also got a network and they can recommend one, recommending a speech therapist or things like that [N4]

Social Networks as Motivators and a Source of Perseverance
A major theme was concerned with social networks acting as motivators for improving one’s health. Participants were encouraged to open up and discuss their disease, improving their understanding and knowledge. They could make downward comparisons and monitor their disease trajectories with those
of their peers, prompting healthier lifestyle choices that slow disease progression. In addition, participants noted that a strong and supportive social network encouraged them to recover swiftly during periods of being acutely unwell (ie, during exacerbations) and kept them engaged within their community:

...some have had it longer than others, some are in a worse way than others. Obviously, there’s different stages so, and you can get an idea if you’re at a different stage. And you don’t want to go any further so you try your best to follow anything which could help your condition. [N5]

**Chronic Conditions and Social Identity**

Some participants stated that, if possible, they preferred not to share their chronic health condition in their social networks and kept it restricted to their closest family and friends and health care professionals. Different traits regarding participants’ perceptions of disease and identity seemed to emerge through their reflections. Some participants were open to sharing their experiences and chronic illness, whereas others were more reserved, considering their illness somehow part of a more private sphere they would not easily talk about with others. This was because they avoided, if possible, talking about their health:

I’m not a very... my health is my health and I know what’s wrong with me and I just want to get on with it...I just have to get on with my own life, basically. [N6]

Other participants were more open about their health and shared their illness experiences with others, including their peers. This allowed them to accept the support available to them from their network members in relation to emotional and practical work:

Friends at the church in general, yes. They really are wonderful. I was very ill with my lungs a couple of years ago and I used to get texts, phone calls, hi, how are you, do you need any help? It’s the same with this lockdown. [N7]

**Benefits of Engagement With Online Peer Support**

The benefits identified by participants of OHCs were grouped into informational and emotional support. These are illustrated in Figure 3.

**Figure 3. Benefits of online communities.**

![Image of figure 3 showing benefits of online communities]

Approximately 43% (3/7) of participants reported their experiences related to searching the web on breathing exercises, diet, meditation, and other calming techniques:

...people would be able to exchange more of those ideas and not feel embarrassed about saying, well actually, yeah, meditation really does help me to manage my breathing and to calm down and do that sort of, and lower anxiety levels, and if anxiety is a success, then it’s quite useful to get, keep your anxiety levels lower than. [N4]

Participants described the potential of OHCs as a source of emotional support, fostering a sense of belonging and understanding. This benefit could be crucial when no other sources of support are available, such as during hospital admission, or when individuals are isolated or unable to attend face-to-face support groups and therefore are not able to benefit from sharing experiences or receiving the support of peers:

Immediately postop...I had the worst asthma attack I’ve had in years...But when I was in hospital, I was on Facebook then, I, all my friends, my friends were really supportive, I’d post updates and they came to see me...I was able to say, I’m getting better, or it’s going well or it’s not going well, so I got a lot of support. [N2]

Online peer support can be readily accessible from the comfort of someone’s house, overcoming mobility constraints and eliminating the barriers of physical distance [49,50]. OHCs can be particularly useful at times of isolation, such as during the COVID-19 pandemic, and bring patients closer to their carers, peers, and family members:

...for whom making a journey was quite an effort, so it’s obviously, it’s the right sort of group for this group of people. [N4]
Well with my group of friends, I couldn’t meet them because we’re located all over the country. With my family, yes I would only, I only use the Zoom because we can’t physically meet... [N6]

Participants recognized the value of OHCs as informational or educational platforms in which people with chronic conditions can use peer support passively by either watching YouTube videos made by peers about self-management tips or reading what peers say. By accessing novel information, they could build on their knowledge regarding their disease management, undertake downward comparisons, and discover new methods of coping that would not otherwise be available:

Oh yeah, it’s definitely, I found it on YouTube, I don’t think I would get that information from any of the people in their [inaudible] as such. [N5]

...I’ve actually seen videos of people who are in bad way with their oxygen and people like that who are trying to give you some, any information about how to cope if you get to that degree...I think to myself, I don’t want to end up like that, so I try and do everything I can possible until I’m [inaudible] getting worse. [N5]

...I get too much mucus produced which sort of clogs me up a bit so I normally try and find out if I can, on YouTube, what sort of recipes they’ve got. And if I can, if they tell me, like ginger, garlic, rosemary, things like that which help with your breathing... [N5]

Trust and practical everyday work around food and cooking were also reported:

Obviously, it’s quite a lot of good advice on there [online], in some areas it’s, some, you can take it with a pinch of salt...But most of it is pretty good information. [N5]

**Barriers to Engagement With Online Peer Support**

Barriers identified by the participants regarding engagement with OHCs in the context of illness self-management were grouped into subjective and objective. These are illustrated in Figure 4.

**Figure 4.** Barriers to online communities.

---

**Subjective Barriers to Online Peer Support**

Some participants felt worried that because of the remote nature of OHCs, relationships might not become as personal as during in-person interactions. Emerging themes included a lack of value added in relationships on the web, interference of technology, and a preference for non-web-based interactions. Participants might occasionally use the internet to search for information or clarify issues regarding their disease management, using it as quick and easy access to information not available via their existing network members. Their use of web-based resources could be seen as integrating access to existing offline relationships:

I don’t like, I don’t want to sit in front of my computer and read pages and pages and pages of stuff. I very, very rarely do that. I might look on Google for particular, something or other, and I might look at...
the information and think, good. But I’m not one to, I don’t watch... [N6]

No, I never have. If there’s something I want to know I might Google to find out but other than that I will talk to people face to face if necessary. [N7]

Similarly, a small number of participants were concerned about their ability to provide advice regarding health management because of lack of knowledge and expertise. This makes this group of participants even less likely to be involved in online peer groups:

No, I’m not prepared to help people as far as their health is concerned...there’s nothing that could compare to peoples’ health...It’s not my job. I don’t know enough about it to advise other people on what to do. [N6]

One of the participants also expressed concerns about other risks on the web, not only as it is often difficult to understand people’s true motives behind a screen but also because of her lack of technological knowledge:

No, I’m not on Facebook. I’m not on Twitter. I’m not, I’ve never really been interested in all that actually. I’ve always been a bit scared I might get scammed in some way. [N7]

The same participant explained that having an already well-established support network could be another limiting factor affecting engagement with OHCs:

But if I’ve got something wrong then I will book an appointment with the GP and I’m not on her doorstep every day fortunately enough. I’ve got too much respect for her, bless her. [N7]

I’m quite happy with the support that I’ve got. If I had a problem, you see I mentioned I’ve got sleep apnoea as well. I have check-ups on that and Telly, the physio that I see sometimes...I can discuss it with her, and she’d give me advice on it because she’s so closely knit with all of them in respiratory medicine [N7]

Some participants were cagey about the idea of making technology a feature of their lives, especially if they had been able to perform their everyday tasks without it previously. They mentioned how complicated technology could be for the older population or for anyone who had not used it regularly beforehand:

...if you have up till now been able to do something without the interference of technology and now you have to learn to do the same things that you’ve got to mediate with the technology, sometimes you think, oh I can’t be bothered with that... [N4]

I actually had this conversation with someone before this morning, who was saying that when she...presses a button and things don’t happen as she expects them to do, she says, “oh, then I give up.” So, I think that people may have a certain level but can be quite easily discouraged and depending on how important it is... [N4]

Objective Barriers to OHCs

Participants felt that not only did they lack the time required to familiarize themselves with the skills required to participate in OHCs, but they also did not have enough time to engage with them, even if they were able to navigate the web-based system:

My concern would be the about actually having the time to do it... [N4]

Finally, some felt that the people who would truly benefit from OHCs are older patients who seem to experience more debilitating symptoms. However, these patients are least likely to be adequately equipped with the required technology, such as tablets, computers, and smartphones:

The only trouble with that is there’s a lot of people, like myself who have not really got any iPads or laptop, I’ve only had this one now for a year I think and I, it’s still pretty new to me... [N5]

Participants highlighting barriers to engagement with OHCs tended to be those with low effective size, high tie weight, and a high percentage of network members being kin (ie, N7, N5, and N6), whereas benefits and openness to online peer support were indicated mainly by people with high effect size, low average tie weight, and low percentage of network members being kin (ie, N2 and N4).

Discussion

Principal Findings

This study shows the application of a web-based social network assessment tool in a population of patients with chronic respiratory conditions, extending it to include contacts both offline and on the web who were involved in their disease self-management. Participants were able to identify and visualize other people involved in the management of their chronic disease and describe the role of social networks in managing their health and illness, with the tool itself acting as a facilitator of this process, as previously shown [51]. With facilitation, using a web-based social network assessment tool was feasible and acceptable for this patient population in workshops and remote interview settings. The visualization of the social network through the tool enhanced participants’ understanding of the role of their engagement with online and offline social contacts in their disease self-management and the work undertaken by the network itself for people with asthma or COPD.

Our qualitative analysis showed that most respondents received emotional support from close family members and friends. A small minority of participants reported using peer support through OHCs, either when no other sources of support were available or passively through watching videos.

Participants with a higher effective size welcomed various forms of informational support and openly discussed their health with other people involved in the management of their chronic disease. Our qualitative analysis showed that most respondents received emotional support from close family members and friends. A small minority of participants reported using peer support through OHCs, either when no other sources of support were available or passively through watching videos.

Participants with a higher effective size welcomed various forms of informational support and openly discussed their health with other people involved in the management of their chronic disease. In addition, they belonged to different communities, with each group contributing informational support in a unique way and to a different extent. This suggests that the higher the effect size and the lower the node’s average tie weight, the more likely patients are to take advantage of the novel, nonredundant sources of information and support [28].
and seek advice and help from others outside their close family network. This could directly affect, as well as improve, their illness self-management and self-efficacy [11,12]. These data highlight the value of using the social network assessment tool as an intervention that can support self-management when facilitated and as a research tool that can help assess and understand network structure and network engagement in the self-management support of people with chronic respiratory diseases.

**Interpretation in Light of Existing Evidence**

Previous studies on social networks have shown that they can have broad effects on physical health outcomes and quality of life and even lower the risk of all-cause mortality [17,20-22]. There is also evidence to suggest that involvement in multiple support groups can foster an individual’s ability to self-manage and improve their well-being and ability to cope practically and emotionally [52]. In agreement with these reports, we found that the participants’ social contacts facilitated disease self-management and that networks were involved with different types of work (emotional and informational or behavioral), how the work was done, and by whom. In addition, our results are in line with the literature demonstrating a contagion effect of networks on behavioral change [23,24,26], as participants reported being encouraged by their social networks to take part in activities to keep them active and in better health conditions.

Several studies have explored the potential benefits of OHCs as health-related information sources [36,37] and how they can have a positive impact on health behavior–related outcomes [38]. It has been theorized that the extent of input by different members and OHCs of a network might change according to people’s current circumstances and relationships [6]. Participants welcomed the idea of OHCs as a source of information and readily accessible psychological aid, which removed the barriers of physical distance and isolation. However, some saw OHCs as impersonal, especially if they already had a strong offline network, and would not engage out of fear of the unknown. Similarly, some felt underequipped to engage in such communities because of their lack of technology and expertise.

**Clinical and Research Implications**

The facilitated use of the social network tool [45] acted as an intervention that prompted reflections on offline and online social networks in the management of chronic respiratory conditions. This process of visualization and reflection has been referred to previously as a positive disruption [53]. Previous work has shown how network visualization and reflection lead to improved network engagement and can improve outcomes [54-56]. Future studies should investigate whether encouraging people with LTCs who are willing to engage in OHCs to expand their social networks to include online peers could enhance their access to novel information and potentially improve their self-management. In addition, given the direct impact that self-efficacy can have on self-management, OHCs could focus on connecting like-minded individuals and creating new relationships. Such interactions could also bolster conversations regarding health management and motivate individuals to achieve successful disease management. Our results showed that the COVID-19 pandemic created the need for social interactions on the web and equipped some participants with the skills to overcome technological barriers.

People’s perceptions and willingness to engage with OHCs are influenced by individual traits regarding willingness to discuss health and illness with others. Being able to identify patients’ preferences in terms of sharing illness self-management with peers could allow health care professionals to signpost them accordingly. Research programs informed by these activities can enhance patient-centered research on social media and health, with new significance in light of the social isolation caused by the COVID-19 pandemic. A longitudinal study of patient networks over time could help to understand how exogenous factors (such as pandemics) are associated with changes in people’s attitudes toward engagement with OHCs.

**Strengths and Limitations**

The strengths of this study include testing the feasibility and acceptability of using a social network assessment tool [45] to visualize people involved in the management of chronic respiratory conditions in the United Kingdom. However, the small number of participants is a limitation that makes it difficult to extend and generalize the findings. Some participants named whole groups (eg, choirs and exercise groups) rather than single individuals as playing a role in the management of their chronic diseases, which may have introduced a bias in the quantitative assessment of the social network. Selection bias may have been introduced by recruiting participants who were already engaged in a health community through a singing group. Furthermore, the social maps were based on participants’ self-reported data; this raises the possibility of bias because of different cultural and personal beliefs on what individuals consider to be a social network. Finally, because of the COVID-19 pandemic and the more impersonal nature of the telephone interviews, participants’ responses might not reflect how they would have answered in a workshop.

**Conclusions**

Online social networks are becoming increasingly important components of people’s everyday lives. Their appeal in the health care domain is not only attributable to their low cost but also to their potential for changing health behavior–related outcomes [38]. Our study opens new avenues for future research, including the investigation of the evolution of social networks overtime in people with chronic illnesses and, in particular, the association between the dynamics of engagement on the web in OHCs and illness self-management.
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Abstract

Background: COVID-19 has had a catastrophic impact in terms of human lives lost. Medical education has also been impacted as appropriately stringent infection control policies precluded medical trainees from attending clinical teaching. Lecture-based education has been easily transferred to a digital platform, but bedside teaching has not.

Objective: This study aims to assess the feasibility of using a mixed reality (MR) headset to deliver remote bedside teaching.

Methods: Two MR sessions were led by senior doctors wearing the HoloLens headset. The trainers selected patients requiring their specialist input. The headset allowed bidirectional audiovisual communication between the trainer and trainee doctors. Trainee doctor conceptions of bedside teaching, impact of the COVID-19 pandemic on bedside teaching, and the MR sessions were evaluated using pre- and postround questionnaires, using Likert scales. Data related to clinician exposure to at-risk patients and use of personal protective equipment (PPE) were collected.

Results: Prequestionnaire respondents (n=24) strongly agreed that bedside teaching is key to educating clinicians (median 7, IQR 6-7). Postsession questionnaires showed that, overall, users subjectively agreed the MR session was helpful to their learning (median 6, IQR 5.25-7) and that it was worthwhile (median 6, IQR 5.25-7). Mixed reality versus in-person teaching led to a 79.5% reduction in cumulative clinician exposure time and 83.3% reduction in PPE use.

Conclusions: This study is proof of principle that HoloLens can be used effectively to deliver clinical bedside teaching. This novel format confers significant advantages in terms of minimizing exposure of trainees to COVID-19, reducing PPE use, enabling larger attendance, and delivering convenient and accessible real-time clinical training.

(Keywords: mixed reality; remote learning; HoloLens; bedside teaching; COVID-19; personal protective equipment; digital education; medical education; e-learning; protection; feasibility; medical student; virtual reality)
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Introduction

The initial outbreak of SARS-CoV-2 in Wuhan, China, in December 2019 developed into a global pandemic with an unavoidable collateral impact on postgraduate medical education. As of March 6, 2022, almost 446 million confirmed cases of COVID-19 and over 6 million deaths have been reported in 226 countries [1]. Further to this catastrophic impact measured in human lives, the pandemic has engendered major organizational change in health care systems and had significant economic impacts [2].

Bedside teaching plays an important role in medical education for postgraduate doctors with evidence of benefit to trainees, patients, and clinicians [3]. Despite increasingly sophisticated and capable diagnostic investigations, good history taking and clinical examination remain a core part of the diagnostic process [4].

Stringent infection control policies were introduced in hospital settings with the aim of preventing nosocomial spread of infection and protecting health care workers. These involved use of personal protective equipment (PPE), minimizing clinician contact, and social distancing. These necessary precautions had an impact on traditional forms of medical education. Social distancing has precluded students and junior trainees from gathering for teaching and clinical rotations have been cancelled.

The clinical environment in which students would usually acquire practical skills and form their professional identity was severely restricted by infection control policies during COVID-19 [5]. In a survey of 152 junior doctors in May 2020 at a UK teaching hospital, only 21.1% of participants felt that their educational needs were being met during the COVID-19 period. Learning opportunities have become fewer as operations have been cancelled and clinics transitioned to telemedical modalities. Despite this, bedside teaching has not undergone the same degree of digital transformation. However, novel telemedicine technologies may provide a solution to this challenge.

Augmented reality (AR) merges the virtual world and real world—the “display of an otherwise real environment is augmented by means of virtual (computer graphic) objects” [6]. Mixed reality (MR) is a subtype of AR where these digital objects can be manipulated and interacted with in real time as if part of the real world.

HoloLens 2 is an MR head-mounted device developed and marketed by Microsoft Corp. The headset combines several types of sensors to provide a true “heads-up display” with the ability to place virtual “hologram” objects within the user’s visual field. It also permits live bidirectional communication via video, MR composites, and voice with multiple remote users. In a clinical setting, this allows the wearer of the device to share their clinical interaction remotely with multiple connected users as well as display and manipulate “holographic” images (within the real environment) that can also be collaboratively interacted with by the remote users.

In simple terms, this allows the patient interaction to be observed remotely by multiple trainees; in addition, participants can display and collaboratively interact with a multitude of clinically relevant “holograms” such as blood results, radiological images, or educational figures [7]. This remote yet intrasituational learning confers specific benefits in the context of the COVID-19 pandemic in terms of reducing risk of contagion and economizing PPE, especially for “nonessential” tasks.

HoloLens and similar MR devices have already been trialed in medical education, specifically for teaching anatomy [8,9]. A recent pilot study at this center demonstrated that the use of HoloLens during the COVID-19 pandemic for direct clinical care reduced time exposure of staff caring for patients with COVID-19 by 51.5%, with an 83.1% reduction in PPE use [10].

The aim of this study was to assess the feasibility of using a HoloLens device and the MR environment to deliver remote bedside teaching to trainee doctors to support the delivery of higher-quality care during the COVID-19 pandemic.

Methods

Overview

The MR sessions were led by senior specialty registrars (the clinical trainers). The clinical trainers were senior specialty trainees who regularly delivered bedside teaching prior to the introduction of social distancing rules.

Patients with demonstrable pathology or interesting histories, who would normally have been recruited for in-person bedside teaching, were selected. Patients were required to have the capacity to consent to use of the HoloLens headset and be able to communicate with the clinician. Social distancing would normally preclude junior doctors from observing these educational consultations. HoloLens was therefore used opportunistically to allow trainees to virtually attend while adhering to infection control rules.

Trainers received a briefing and had 10 minutes of practice time using the HoloLens device. The practice time included completion of the inbuilt training program by the trainers. Following this, a simulated call was set up to allow the trainer to familiarize themselves with the device.

The HoloLens headset, in collaboration with the local infection prevention and control team, was incorporated as personal protective eye protection (Figure 1) with a decontamination protocol [10].
Ethical Considerations
Local institutional registration and approval was obtained, and data governance, infection prevention, and control procedures were agreed upon prior to the commencement of the project. No additional ethical approval was required as the project was conducted as a technology-led quality improvement project under the supervision of the institutional quality improvement team. No patient identifying images are provided (situations were simulated by authors and consent for the publication of the images was given). Informed consent was received from the patients by the clinical trainer to allow trainee remote observation prior to the remote session.

Remote Bedside Teaching Sessions
Approximately 4-6 trainee doctors participated via a secure, two-factor authentication video link system (Microsoft Teams) and connected to the session on a trusted computer with webcam enabled.

On entering the patient’s room, the trainer placed a fixed “hologram” of the trainee doctors “attending” adjacent to the patient, allowing bidirectional video and audio communication between the trainer and trainee doctors during the consultation (Figure 2). This was also supported by a chat function beside the “hologram.” This allowed the trainees to communicate in two ways: by voice or by typing via the chat function, which appeared on the screen of the trainer, where the trainee doctors could type questions and responses. The trainee doctors were also able to select radiological images and educational figures to superimpose on the real view at the trainer’s request, which would be visible for all attendees.

Two sessions were carried out. The first session reviewed a 28-year-old male presenting with bloody diarrhea and a likely flare of ulcerative colitis; this session was led by a gastroenterology specialist trainee. The second session reviewed a 62-year-old presenting with double vision and a likely third nerve palsy; this session was led by a neurology specialist trainee. Both trainers were due to clinically review the patient. Thus, these reviewers were used opportunistically for teaching so as not to increase exposure risk.
Ward Round Format

Gagné’s [11] principles of instruction, Ker et al’s [12] six questions for planning teaching ward rounds, and Abdoold and Bradley’s [13] work on improving medical teaching rounds were used to design the format for the HoloLens teaching ward round. Key parts of both papers were used to inform the structure of the session.

Prior to entering the patient’s room, aims for the session were established by the group. The trainer then presented the initial vignette of the case, moving on to an open discussion of potential history questions and relevant clinical examination. This allowed the initial principles Gagne described to be fulfilled (ie, “gain attention of students, stimulate recall of prior learning, and provide learning guidance” [11]).

The instructor then entered the room. A history and clinical examination was taken, with participants encouraged to ask questions verbally or using the Teams chat function to most closely simulate an in-person bedside teaching session. Discussion of the case was aided by superimposition of relevant images as additional “holograms,” such as endoscopy images demonstrating the patient’s inflamed mucosa and diagrams showing the anatomy of the colon.

The session was then concluded away from the bedside. Questions were “scaled up the hierarchy,” as described by Abdoold and Bradley [12], where simpler questions were asked to more junior members of the team and harder questions to more senior members to allow for the broad spread of attendees. Key learning points were discussed and documented collaboratively using the chat function during the reflection phase.

Outcomes

Trainee doctor conceptions of bedside teaching, impact of the COVID-19 pandemic on bedside teaching, and technical success of the session were evaluated anonymously using pre- and postround questionnaires using Likert scales (from 1-7) and open questions.

Cumulative data regarding exposure to at-risk patients and use of PPE were calculated for the virtual sessions against the projected exposure and PPE use for in-person teaching.

Results

A total of 24 participants answered the presession questionnaire, of which 19 were junior doctors and 4 were specialist trainees. Table 1 summarizes their responses. Participants strongly agreed that bedside teaching is key to educating clinicians (median 7, IQR 6-7). It was also apparent that bedside teaching had been severely affected by the COVID-19 pandemic, becoming a rarity (median 2, IQR 2-4).

Session 1 had 6 participants and session 2 had 4 participants, all of whom had answered the prequestionnaire. There were 3 interim foundation doctors, 5 foundation year 1 doctors, and 1 registrar. Table 2 summarizes their responses to the postteaching questionnaire. The first session was affected by a loose microphone connection and this was reflected by participants strongly disagreeing (median 2.5, IQR 1.25-3) that they were able to see and hear the patient-clinician interaction as if they had been present in person. In the second session, with the issue rectified, the quality of video and audio allowed respondents to appreciate subtle clinical signs and most strongly agreed that they felt like they were physically present (median 7, IQR
Feedback regarding session engagement, usefulness, and quality was positive across both sessions. Both teaching sessions were undertaken with at-risk patients with COVID-19 in the rooms. Session 1 and 2 lasted 26 and 33 minutes, respectively. Cumulative clinician exposure to at-risk patients was 59 minutes versus 288 minutes had bedside teaching occurred in person. This was equivalent to a 79.5% reduction in exposure. Furthermore, 10 pieces of disposable PPE (gown, apron, gloves, and mask) alongside the HoloLens were used to facilitate teaching versus 60 pieces of disposable PPE had bedside teaching occurred in person. This was equivalent to an 83.3% reduction in PPE use.

### Table 1. Respondents’ scores to the presession questionnaire.

<table>
<thead>
<tr>
<th>Prequestionnaire questions</th>
<th>Respondents’ scores (n=24), median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In my past experience, teaching occurs on ward rounds</td>
<td>4 (3-4)&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>In my recent experience, during the COVID-19 period, teaching occurs on ward rounds</td>
<td>3 (2-3.25)&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Bedside teaching is key to educating clinicians</td>
<td>7 (6-7)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>I have had bedside teaching during the COVID-19 period</td>
<td>2 (2-4)&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>I feel able to ask the senior clinician educational questions during ward rounds</td>
<td>4.5 (3-5.25)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Denotes Likert scale scores ranging from 1=never to 7=every day.

<sup>b</sup>Denotes Likert scale scores ranging from 1=strongly disagree to 7=strongly agree.

### Table 2. Respondents’ scores to the postsession questionnaire.

<table>
<thead>
<tr>
<th>Postquestionnaire questions</th>
<th>Respondents’ scores, median (IQR)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First session (n=6)</td>
</tr>
<tr>
<td></td>
<td>Second session (n=4)</td>
</tr>
<tr>
<td></td>
<td>Pooled (n=10)</td>
</tr>
<tr>
<td>I was able to see and hear the patient-clinician interaction like I was in the room</td>
<td>2.5 (1.25-3)</td>
</tr>
<tr>
<td>The teaching was relevant to me</td>
<td>6.5 (6-7)</td>
</tr>
<tr>
<td>I found the clinician leading the ward round engaging as a teacher</td>
<td>7 (6.25-7)</td>
</tr>
<tr>
<td>I felt able to ask the clinician leading the ward round educational questions</td>
<td>7 (6.25-7)</td>
</tr>
<tr>
<td>I felt like my questions were answered</td>
<td>7 (6.25-7)</td>
</tr>
<tr>
<td>The session was helpful to my learning</td>
<td>5.5 (3.5-6.75)</td>
</tr>
<tr>
<td>In my opinion, the use of HoloLens in this context is worthwhile</td>
<td>5.5 (3.5-6.75)</td>
</tr>
</tbody>
</table>

<sup>a</sup>All answers presented as Likert scale scores ranging from 1=strongly disagree to 7=strongly agree.

### Discussion

#### Principal Findings

This study is proof of principle that MR headsets can be used to deliver clinical bedside teaching with at-risk patients while reducing exposure risk and PPE use. Objectively, there was a reduction in exposure and PPE use by clinicians. Subjectively, trainees agreed that they were able to ask questions, had their questions answered, and found the session helpful to their learning. Overall, all trainees agreed that the use of HoloLens was worthwhile in this context.

In the first session, the microphone was not plugged in correctly, which likely explains why trainees disagreed with the statement that they could hear the patient-clinician interaction as if in the room. This improved in the second session, when the microphone was appropriately plugged in and all trainees agreed with the statement.

A steep learning curve was observed, with trainers able to use the headset confidently after 1-2 practice sessions. This novel format may confer significant advantages in terms of minimizing exposure of trainees and medical students to SARS-CoV-2, saving PPE, enabling much larger attendance than possible at traditional bedside teaching, creating an environment that is less intimidating for the patient, and enabling real-time application of learning to a clinical context (eg, by augmenting the headset view with educational figures).

A potential limitation of remote bedside teaching is the inability of the trainee to clinically examine the patient or appreciate signs themselves. The pandemic has necessitated such an approach as remote teaching was the best available surrogate to in-person teaching. It is unclear, however, if there is a difference in the educational impact of MR remote versus in-person bedside teaching. Similarly, the clinical cases chosen had signs that were appreciable remotely but some clinical signs require tactile feedback (eg, examining limb tone during a neurological examination, or auscultation for cardiac murmurs). On this latter point, we note that there exist digital stethoscopes that would allow sharing of auscultation findings and these are potentially compatible with a HoloLens.
This study itself was purely a feasibility trial and therefore it is difficult to comment on much beyond the technical feasibility to deliver a remote MR bedside teaching session.

Further research would be useful to ascertain the educational effectiveness of such an intervention using measures beyond subjective feedback. It is important to note that telemedicine is available in simpler and more accessible formats and the additional potential of the MR component, specifically to share educational figures and radiological images at the bedside, needs to be further investigated.

The pandemic has fostered innovation, with remote teaching becoming a normal part of medical postgraduate training. Remote training has demonstrated several potential benefits independent of the pandemic and social distancing. Reduction in travel is time-saving for trainees and has a positive impact on the carbon footprint. The digital nature of remote teaching allows for recording and increases accessibility, so trainees can watch at their own convenience and not miss out due to clinical commitments. Remote bedside teaching itself allows opportunistical examination of rare clinical signs normally limited to physical attendees. Remote bedside teaching allows greater access to these rare and valuable learning opportunities.

The ability to create a virtual classroom at the bedside where learners can remotely attend a bedside clinical teaching session and relevant results images can be shared, interacted with, and discussed is a novel evolution of the traditional bedside teaching format. Its benefits in a pandemic situation are clear but its applicability outside of this context has potential and will need further investigation.

Conclusions
MR bedside teaching is technologically feasible and acceptable using the HoloLens platform. This confers significant benefit, allowing bedside teaching to continue while complying with stringent and necessary infection prevention strategies during the COVID-19 pandemic. Beyond the pandemic, there may indeed be additional benefits including the convenience of remote attendance and the introduction of educational “holograms” to the bedside. Further research into this exciting educational platform is warranted.

Conflicts of Interest
GM is on the Scientific Advisory Board of Medical iSight. JK is a shareholder of Medical iSight. PP is the Chief Scientific Officer at Medical iSight Corporation. All other authors declare no conflicts of interest.

References

Abbreviations
AR: augmented reality
A Novel Digital Self-management Intervention for Symptoms of Fatigue, Pain, and Urgency in Inflammatory Bowel Disease: Describing the Process of Development

Louise Sweeney¹, BSc, MSc, PhD; Sula Windgassen¹, BSc, MSc, PGDip, PhD; Micol Artom², BSc, MSc, PhD; Christine Norton¹, RN, MA, PhD; Sophie Fawson¹, BSc, MSc; Rona Moss-Morris¹, BSc, MHSc, PhD

¹Health Psychology Section, King's College London, London, United Kingdom
²NHS Digital, London, United Kingdom

Corresponding Author:
Rona Moss-Morris, BSc, MHSc, PhD
Health Psychology Section
King's College London
Bermondsey Wing
London, SE1 9RT
United Kingdom
Phone: 44 2071880178
Email: rona.moss-morris@kcl.ac.uk

Abstract

Background: Empirical studies and systematic reviews have demonstrated the role of biological, cognitive, behavioral, and emotional factors in fatigue, pain, and urgency in inflammatory bowel disease (IBD). Behavioral management that addresses the cognitive, behavioral, and emotional factors offered alongside medical treatment is seldom available to people with IBD. Digital interventions provide a potentially scalable and cost-effective way of providing behavioral support to patients.

Objective: This paper aimed to describe the process of developing a supported digital self-management intervention for fatigue, pain, and urgency in IBD using theory and evidence-based approaches and stakeholder input.

Methods: The Medical Research Council framework for complex health interventions and a person-based approach were used to guide intervention development, consulting with 87 patients with IBD and 60 nurses. These frameworks informed the selection and use of a theoretical model that subsequently guided cognitive behaviorally based intervention content. They also guided the design of tailored digital intervention pathways for individuals with IBD that matched the predominant symptoms.

Results: A transsymptomatic cognitive behavioral framework of symptom perpetuation was developed for the symptoms of fatigue, pain, and urgency in IBD. A logic model was used to define the intervention techniques. Patient feedback and qualitative interviews refined the website content and functionalities, including the use of visual aids, email reminders, and graphical tracking of symptoms. Nurse focus groups informed the volume and delivery model of the therapist facilitator support. Ratings of acceptability out of 10 following feasibility testing (31/87, 36%) demonstrated accessibility (scoring 9.43, SD 1.040), ease (scoring 8.07, SD 3.205), clarity, and the relevant tone of the intervention. The final intervention comprised 12 web-based sessions (8 core and 4 symptom-specific), with one 30-minute facilitator phone call following session 1 and subsequent on-site messaging.

Conclusions: The use of theory and integration of stakeholders’ views throughout informed the development of an evidence-based digital intervention for fatigue, pain, and urgency in IBD. This is the first web-based self-management intervention designed to address these multiple symptoms with the aim of improving the quality of life and reducing the symptom burden of IBD. The intervention is being tested in a large multicenter randomized controlled trial.

Trial Registration: ISRCTN Registry ISRCTN71618461; https://www.isrctn.com/ISRCTN71618461
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**Introduction**

**Background**

Inflammatory bowel disease (IBD) refers to both Crohn disease and ulcerative colitis, which are chronic relapsing–remitting inflammatory disorders of the digestive tract. IBD has a growing prevalence [1], with an estimated 5 million people worldwide and between 2.5 and 3 million people in Europe alone diagnosed with IBD [1,2]. Periods of severe disease flare-ups can involve hospitalization and surgery [3,4]. During remission, it is common for people with IBD to continue to experience symptoms. The most commonly reported symptoms include fatigue, urgency and/or incontinence, and pain [5]. Fatigue is widely reported to have a disruptive impact on everyday functioning and quality of life (QoL) in IBD [6,7]. Similarly, urgency of defecation with or without frank fecal incontinence [8] and pain [9] are consistently cited as particularly burdensome symptoms. In a research priority setting exercise, both patients and clinicians have highlighted a better understanding and management of these symptoms [10].

Currently, the medical management of IBD alone does not always adequately treat these symptoms [11]. There is an observable disconnect between symptoms and the degree of gut inflammation in IBD, with evidence showing that even when disease activity is low, people can experience ongoing fatigue, pain, and urgency [12-14]. Research has demonstrated the complex, multidimensional, and multifactorial pathogenesis of these symptoms. Extensive evidence demonstrates the interactive role of specific cognitive, behavioral, and emotional factors in the experience of fatigue, pain, and urgency/incontinence in IBD [7,15,16]. These factors also affect the QoL of patients with IBD.

**Cognitive Behavioral Therapy for Gastrointestinal Conditions**

There is substantial symptom overlap among irritable bowel syndrome (IBS), another gastrointestinal condition, and IBD [17]. Individuals with IBS experience bowel-related abdominal pain and, often, urgency and fatigue. Cognitive behavioral therapy (CBT) is the most extensively researched psychological treatment approach, demonstrating efficacy in reducing symptom severity and enhancing QoL in patients with IBS [18-20]. CBT targets IBS-related concerns and introduces other psychological techniques such as relaxation and mindfulness to interrupt the vicious cycles of symptoms and psychological processes that perpetuate symptoms [18]. Preliminary research has demonstrated the feasibility of improving fatigue and pain using CBT in IBD [21,22]. This provides a rationale for the use of CBT in targeting fatigue, pain, and urgency in patients with IBD in remission. To date, most psychological interventions for IBD have been designed to reduce affective outcomes (ie, anxiety or depression) rather than targeting other symptoms that are burdensome for patients [23,24].

Engaging patients in their health-related decisions can result in better disease and QoL-related outcomes [24,25]. Web-based self-management resources provide a means for patients to be more involved with their care, with greater scope for accessing information and engaging with their care pathways [26]. However, attrition is recognized as a significant issue in IBD web-based intervention studies, with several contributing factors, including a lack of direct contact with a health care professional [27]. A European consensus statement [28] indicated that IBD nurses might be well placed to facilitate self-management and psychological support for patients experiencing fatigue, pain, and incontinence. As such, combining web-based programs with IBD nurses acting as intervention facilitators may empower patients while reducing attrition rates and increasing the effectiveness and cost-effectiveness of an intervention [29].

**Theory-Driven Intervention Development**

To develop a theory-driven and evidence-based intervention with maximum opportunity for wider implementation, it is necessary to draw upon intervention development frameworks. A recently published taxonomy of approaches to developing interventions to improve health suggests that there are 2 key ways of designing and creating an intervention, one of which prioritizes working with the target population and the other which focuses on theory [30]. The 2008 Medical Research Council (MRC) guidance on the development of complex interventions is a framework guiding the use of theory to inform intervention development [31]. This process is iterative, including the identification of the evidence base, systematic development of theory, modeling processes and outcomes, and feasibility and pilot testing in the development stage. The *person-based approach* is an intervention development framework that prioritizes input and guidance from the target population [32]. This uses in-depth qualitative approaches to understand the behavioral aspects of user engagement with interventions. It addresses user-centered design and feedback as an integral aspect of intervention development. This enables developers to summarize design features that are likely to be important, appealing, and persuasive for intended users to guide principles for intervention development.

Currently, there is no guidance on how to integrate both theory-based and target population–driven approaches. Normalization process theory (NPT) is an approach that focuses on factors that are likely to facilitate and inhibit the implementation of complex interventions into practice [33,34]. It recommends consulting with the target population and key stakeholders to ensure the acceptability and ease of implementation of the intervention. For example, a lack of adequate consultation with health care professionals can result in design flaws that reduce health care professionals’ readiness to support the intervention and its applicability and feasibility within health care settings [35]. The involvement of end users in the development of web-based interventions in IBD outpatient settings can reduce resistance and other barriers to adoption [25,36]. Methods available for gathering input from the target population within a person-based approach include (1) using stakeholders as research participants, where data (quantitative and/or qualitative) are drawn from participants and inductively analyzed by researchers, and (2) involving stakeholders as research partners in patient and public involvement (PPI) activity, where they actively direct and inform the research processes [37].
Aims of the Paper
The aim of this paper is to describe the use of the MRC complex intervention framework alongside an NPT-guided person-centered approach to develop a theory and empirically driven facilitator-supported, tailored, digital cognitive behavioral intervention for fatigue, pain, and urgency/incontinence in IBD called IBD-BOOST.

Methods
Overview
The 2008 MRC guidance (the most recent, available guidance at the time we began the project) [31] and the person-based approach to intervention development [32] were combined into 3 areas to inform the intervention development sequence, as depicted in Figure 1. These areas of development were not sequential but iterative, allowing for amendments and updates throughout the intervention development process.

Figure 1. Intervention development stages as recommended by the Medical Research Council guidance (orange) and person-based approach (blue). IBD: inflammatory bowel disease.

Stakeholder Engagement
We consulted key stakeholders (patients and nurses) during the qualitative interviews and PPI activities. Qualitative interviews were conducted in 5 focus groups and in individual interviews with people with IBD to explore experiences of the 3 symptoms and the thoughts of people with IBD on a web-based intervention for fatigue, pain, and urgency/incontinence. These qualitative findings have been reported in full elsewhere [38,39]. PPI activity included consultations with 87 people with IBD and 60 IBD nurses participating in PPI. Some members of the PPI bank were approached multiple times for feedback and testing purposes. A summary of the participants in each type of PPI activity across each development phase is depicted in Table 1.
Table 1. Summary of stakeholder involvement at each intervention development stagea.

<table>
<thead>
<tr>
<th>Intervention development stage</th>
<th>People with IBDb (n=87), n (%)</th>
<th>Nurses (n=60), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient survey to gather initial insight on functionality and design of the intervention</td>
<td>56 (64)</td>
<td>—c</td>
</tr>
<tr>
<td>Patient survey on intervention name options</td>
<td>20 (23)</td>
<td>—</td>
</tr>
<tr>
<td>Patient surveys (thrice) on the web-based intervention logo</td>
<td>20 (23)</td>
<td>—</td>
</tr>
<tr>
<td>Patient survey on illustrations and character names</td>
<td>14 (16)</td>
<td>—</td>
</tr>
<tr>
<td>Initial discovery interviews to gather key characteristics of the target users</td>
<td>5 (6)</td>
<td>—</td>
</tr>
<tr>
<td>Focus groups (twice) on the intervention logic model and session overview</td>
<td>4 (4)</td>
<td>—</td>
</tr>
<tr>
<td>Intervention paper session content feedback questionnaires</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sessions 1-3</td>
<td>5 (6)</td>
<td>—</td>
</tr>
<tr>
<td>Sessions 4-6</td>
<td>4 (4)</td>
<td>—</td>
</tr>
<tr>
<td>Symptom-specific or summary session</td>
<td>3 (3)</td>
<td>—</td>
</tr>
<tr>
<td>Session 1 usability testing think-aloud interviews</td>
<td>10 (11)</td>
<td>—</td>
</tr>
<tr>
<td>8-week patient feasibility testing of the entire program</td>
<td>31 (36)</td>
<td>—</td>
</tr>
<tr>
<td>My Tasks page usability testing think-aloud interview</td>
<td>4 (4)</td>
<td>—</td>
</tr>
<tr>
<td>IBD nurse survey on training and resource needs to support the intervention</td>
<td>—</td>
<td>45 (75)</td>
</tr>
<tr>
<td>IBD nurse focus groups to gather views on intervention support and training needs</td>
<td>—</td>
<td>60 (100)</td>
</tr>
</tbody>
</table>

aSome stakeholders took part in >1 activity.
bIBD: inflammatory bowel disease.
cPatient and public involvement activity for people with IBD only.

Developing Content

**Identifying the Evidence Base for Potentially Modifiable Cognitive Behavioral Factors**

The MRC framework [31] recommends identifying the relevant evidence base for an intervention. Systematic reviews of nonpharmacological interventions for fatigue, pain, and urgency/incontinence in IBD were completed by members of the team before developing the intervention. These informed the nature of the problem (symptoms of fatigue, pain, and urgency/incontinence), their causes, and the key modifiable factors with the greatest scope for change. Papers identifying cognitive, behavioral, and emotional factors related to symptoms were collected to inform the development of a CBT-based intervention. Gaps in the literature were also identified and addressed in subsequent empirical studies designed to explore and develop a conceptual understanding of the symptoms individually.

**Identifying Theory and Components of the Intervention**

Theoretical models used in interventions for fatigue, pain, and urgency/incontinence in related long-term conditions were identified. An overarching cognitive behavioral model was created transsymptomatically (for fatigue, pain, and urgency). This entailed (1) theoretical development to incorporate distinct and overlapping cognitive, behavioral, and emotional factors associated with symptoms; (2) development of an intervention logic model to identify treatment targets; and (3) consulting treatment protocols previously shown to be effective for symptom management in other long-term conditions.

**Developing Guiding Principles**

Interviews were conducted with PPI members (people with IBD) to inform initial intervention planning and gather views on the intervention content elements. A total of 5 interviews were conducted with people with IBD to develop guiding principles for the intervention. This informed us of what needs were being addressed and what contextual factors the intervention should take into account (illness experience and access to care).

**Developing a Logic Model and Session Feedback**

An outline for the intervention was created by combining the findings from theory and user consultation, as described in the 2 previous sections. The PPI groups then provided feedback on the logic model for the intervention and session plans. Of the 87 patients, 5 (6%) people gave feedback on sessions 1 to 3, and 4 (5%) gave feedback on sessions 4 to 6, whereas 3 (4%) gave feedback on the symptom-specific and summary sessions. Individuals were provided with a paper or electronic document version of their assigned sessions and asked to read through the content and exercises and provide feedback through a feedback form before returning to the study team. The feedback was used to inform adaptations of the intervention structure and content.

**Developing Features**

The person-based approach [32] was also used to inform the development and refinement of the features of the web-based intervention to aid uptake and meet the needs of the patients. Approximately 64% (56/87) of people with IBD and 75% (45/60) of IBD nurses responded to an initial survey to inform intervention functionality and design elements, such as the...
program name and logo, as well as the intervention format. Items included “how much time per week would you be able to spend on the programme?” and “if you were to give a name [label] to the tasks to complete between sessions, what would it be?” Focus groups were conducted with nurses to better understand contextual factors, such as barriers and facilitators related to supporting patients in the intervention, to optimize the implementation of the intervention as recommended by the NPT.

Once the draft intervention sessions had been developed, usability testing think-aloud interviews were conducted to collect feedback on usability, function, and perceptions of intervention content. This is where verbalized thoughts from users were provided while they interacted with an interface and its features [40]. A total of 10 think-aloud usability testing interviews were conducted to understand the experience of using session 1 for people with IBD.

Modeling Processes and Outcomes: Testing the Feasibility and Acceptability of the Intervention
The MRC guidance identifies modeling processes and outcomes as a key part of intervention development. This involves testing the feasibility and acceptability of the intervention. Guidelines on how to model processes and outcomes are limited [41]. This step was aimed at assessing whether and how the intervention functions to deliver the desired outcomes. As this intervention was developed as part of a program grant, the substantive part of the assessment of processes and outcomes came after the intervention was developed and is being assessed in multiple stages [22,42]. However, initial assessments of the feasibility of the intervention were included in the preliminary intervention development process. This included people with IBD (31/87, 36%) who were given access to the entire intervention for a period of 8 weeks and who provided feedback through web-based surveys or telephone calls after 1 week (30/31, 97%), 4 weeks (24/31, 77%), and 8 weeks (21/31, 68%; decrease because of dropout at follow-up). People were asked to give feedback after using the intervention alone so that their experience would not be influenced by the presence of a researcher [43].

Ethics Approval
The study was carried out in accordance with the 18th World Assembly, Helsinki 1964, including later revisions and other relevant ethical guidance, which provide recommendations for physicians involved in human subjects research. IBD-BOOST obtained ethical approval (19/LO/0750) from a recognized National Research Ethics Service Committee and Health Research Authority.

Results
Stakeholder Engagement
Stakeholder input was used iteratively at multiple stages during intervention development. Therefore, it is detailed in the subsequent sections.

Developing Content
Review of Nonpharmacological Interventions
A review of the literature on nonpharmacological interventions for fatigue, pain, and urgency in IBD demonstrated a lack of theoretically grounded interventions with demonstrable efficacy for improving these outcomes. A Cochrane review included only 5 nonpharmacological interventions for IBD fatigue [44], including electroacupuncture, CBT, solution-focused therapy, and advice on physical activity. The studies were rated as low quality. There was a similarly limited and heterogeneous pool of studies with small sample sizes for IBD pain [45]. For fecal incontinence, no studies have directly tested a psychological intervention in IBD; however, the limited evidence available suggests that once active disease and differential diagnoses have been ruled out, individualized management for each patient targeted at improving QoL is recommended [46].

Relevant Theory and Associated Empirical Evidence
A cognitive behavioral model of symptom perpetuation was identified as a framework from which to understand and create changes across fatigue, pain, and urgency. The cognitive behavioral model postulates that the way individuals think about and perceive their experiences (symptoms) affects how they feel and consequently respond to them [47]. Interventions that target unhelpful thoughts about symptoms and unhelpful behavioral responses have the potential to improve distress arising from symptoms and improve the symptoms themselves [48]. Although physiological triggers may differ, similar affective, cognitive, and behavioral responses to symptoms appear to exacerbate and maintain symptoms across long-term conditions [49]. A number of systematic reviews have identified specific cognitive, behavioral, and emotional factors associated with fatigue, pain, and urgency, along with other psychological factors [7,15,16,50,51]. Anxiety and depression were found to be associated with each symptom independent of disease activity.

Common cognitive factors associated with fatigue, pain, and urgency include negative perceptions of symptoms and catastrophizing [52-54]. Behavioral factors shared across the 3 symptoms included avoidance of activity, generally because of anxiety about outcomes specific to the symptoms [53,55-57]. Boom-bust patterns of behavior, which are common in other long-term conditions, including IBS [58,59], were also identified in studies exploring IBD pain and fatigue [52,53,55,56,60]. In IBD, pain, acceptance, pain self-efficacy, and mental well-being are associated with lower pain severity and pain-related disability [53,56]. A range of safety-seeking and avoidance behaviors designed to avert the possibility of incontinence was identified as often having a significant cognitive and affective burden [8,16,61,62].

Developing a Logic Model and Session Feedback
Overview
The overlapping and distinct psychological factors associated with symptoms of fatigue, pain, and urgency in IBD were summarized and informed a draft of an intervention logic model (Figure 2) and a protocol of intervention sessions. Intervention
techniques used in cognitive behavioral interventions were mapped onto the identified psychosocial factors (Figure 3). For example, graded activity and goal-setting techniques were used to target avoidant and all-or-nothing behaviors. Stress management techniques and identifying or challenging thoughts through diary monitoring were applied to reduce distress and unhelpful thoughts (catastrophizing and fear avoidance), respectively. A cognitive behavioral model of symptom perpetuation has been applied in interventions for chronic symptom management in other long-term conditions [63-65]. Consequently, protocols and manuals used for these prior interventions were consulted (with the authors’ permission) to provide preliminary guidance on the session structure and format.

Although cognitive behavioral techniques were applied to target psychosocial factors relevant across symptoms, it was critical to understand the key distinctions and influential factors for specific symptoms. For example, the likelihood of incontinence is higher than that in other gastrointestinal conditions such as IBS because of factors such as internal and external sphincter defects, surgery (eg, anal fistula), and loose stool [8,16,66,67]. Therefore, targeting safety behaviors and avoidance in IBD, as is commonly done in CBT for IBS [19], required a tailored approach appropriate for the degree of incontinence experienced in IBD. Furthermore, behavioral strategies to improve incontinence may include exercises such as pelvic floor and sphincter exercises designed to improve muscle function and increase bowel control [68]. This further supports the rationale for symptom-specific content and general content applicable across symptoms.

Figure 2. Example of overlap and symptom-specific modifiable factors in inflammatory bowel disease identified from the evidence base (systematic reviews and empirical evidence).
**Figure 3.** BOOST web-based self-management program logic model. BIPQ: Brief Illness Perception Questionnaire; CBRQ: Cognitive and Behavioral Responses Questionnaire; EQ5D: European Quality of Life Scale 5 Dimension Scale; IBD-F: Inflammatory Bowel Disease-Fatigue; IBDQ: Inflammatory Bowel Disease Questionnaire; NHS: National Health Service; PHQ-9: Patient Health Questionnaire-9; QoL: quality of life; SEMCD6: Self-Efficacy for Managing Chronic Disease 6-item Scale; VAS: Visual Analog Scale; VIS: Vaizey Incontinence Score; VSI: Visceral Sensitivity Index.

**Patient-Identified Intervention Development Needs**

From the 5 interviews conducted to develop *guiding principles*, newly diagnosed people reported inconsistent access to clear and reliable sources of information on IBD and barriers to finding guidance that matched their unique experience of symptoms. People with a longer time since diagnosis expressed the need to better track their symptoms over time to identify patterns and better understand the impact of psychological factors on symptoms. All interviewees voiced the need to confront their experience with others’ experience of IBD and find ways in which to feel more socially supported and validated in relation to their symptoms. Dibley et al [39] further explored intervention needs for people with IBD in qualitative research focus groups, and the findings are described elsewhere.

**Logic Model and Feedback on Content in Paper Format**

PPI participants (4/87, 4%) found the model (Figure 2) clear and comprehensive and could relate to the behaviors, thoughts, and emotions represented. They thought that all topics covered were valuable; however, unsurprisingly, people differed in which topics they perceived as more or less salient. Diet was identified as a missing topic and was therefore added to session 2. Participants expressed contrasting opinions on whether to make all sessions compulsory or allow the choice of which sessions to do. It was decided to make the core sessions compulsory to ensure an equal level of knowledge of the key topics for everyone in the program, with a choice of symptom-specific sessions.
Individuals reported the sessions as very helpful. They found the information accessible and concise but also comprehensive and informative. Interactive activities, patient stories, and quotes were identified as the most useful. The language was described as friendly, positive, and encouraging. However, participants suggested the need to reduce medical terms and simplify the language used in specific sections, such as those about the central nervous system and pain transmission.

**Developing Features**

**Surveys on Design and Functionality**

The results from the survey (n=101) indicated several desirable functionalities (summarized in Textbox 1), such as a preference for completing the program on a mobile phone compared with a computer or tablet. People reported wanting the ability to complete the intervention in bite-sized chunks of time rather than in long sessions. Similarly, most suggested that they would be able to spend ≤60 minutes per week on the program. Key findings were the preferences of people with IBD to receive facilitator support via email or web-based messages over telephone and to conduct support sessions in the evening rather than in the daytime. By contrast, IBD nurses preferred to conduct support sessions during the day. These discrepancies further supported the use of focus groups with nurses to understand barriers and facilitators in supporting patients in the intervention (Textbox 1).

**Textbox 1.** Desirable content and functionalities incorporated and not incorporated in intervention and reasons why if not included.

<table>
<thead>
<tr>
<th>Content and functionality incorporated into intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Interactive diagrams and aids</td>
</tr>
<tr>
<td>• Reminders to log in and complete tasks</td>
</tr>
<tr>
<td>• Bookmark pages</td>
</tr>
<tr>
<td>• Videos</td>
</tr>
<tr>
<td>• Links to external resources</td>
</tr>
<tr>
<td>• Notepad</td>
</tr>
<tr>
<td>• Personal calendar</td>
</tr>
<tr>
<td>• Graphical symptom tracker</td>
</tr>
<tr>
<td>• Content around diet in irritable bowel syndrome (a small section on diet included in the activity or exercise session but did not lead to separate sessions, given the complexity of diet in irritable bowel syndrome and inconclusive evidence)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Content and functionality desired but not incorporated</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Mobile app (however, there is an ability to access BOOST website via mobile or tablet through a browser). Reason: The program was mobile phone optimized (ie, easy to few and for use on a mobile phone), but the cost of a mobile app was out of budget</td>
</tr>
<tr>
<td>• Discussion forum with other users. Reason: Time required to moderate discussion and confidentiality</td>
</tr>
</tbody>
</table>

**BOOST** was the most popular name for the program as people found it positive, optimistic, and supportive. The preference for the logo with an arrow pointing forward was because of its association with gradually becoming better and the lack of medical reference, which people found anxiety provoking. From the illustrations presented for the characters in the program, participants selected the most gender- and age-neutral ones. When given a choice of names, participants chose *Sam* and *Alex*. To ensure inclusivity and diversity, the name *Ali* was also chosen. An explanatory note about being inclusive and avoiding bias toward a particular gender was included at the beginning of the program.

**Usability Testing Think-Aloud Interviews**

People with IBD (10/87, 11%) liked the ability to take a break during the sessions, the short paragraphs of text on each page, and the video summary of the session content. By contrast, people struggled to see links on the pages, found it difficult to go back to the home page, and wanted the quotes to stand out more from the rest of the text. People also reported that some sessions were too text heavy. As a result, the color of the links was changed, a home button was added, and quotes were formatted with a yellow background. Optional text sections were added to allow people to minimize or expand the amount of text to read.

**Nurse Focus Groups**

A total of 5 focus groups with 75% (45/60) of the nurses were conducted to understand the contextual factors that may influence the long-term implementation of the intervention. The use of facilitator was chosen over therapist as nurses were seen as taking a supportive rather than central role in the individual’s participation in the program. The focus groups revealed the limited time and resources available to nurses for multiple phone calls and concerns regarding lack of training. Consequently, the intensity of facilitator support was modified from four to one 30-minute phone call, and a comprehensive facilitator training plan was developed. The results of these focus groups were analyzed using thematic analysis and are presented elsewhere [69].

**Finalized Intervention**

Following the stages of developing content and features, a complete intervention was finalized to be tested for feasibility and acceptability.
Program Content

The BOOST content comprises education and behavioral, cognitive, and emotional techniques. The individual is supported in developing a multifactorial understanding of the symptoms of pain, fatigue, and urgency that considers the triggers and maintenance factors. Participants would complete interactive assessments to create their own model of symptoms (vicious cycle) to identify possible behavioral, cognitive, and emotional factors that perpetuate their most distressing symptoms. The participants’ vicious cycle was used as a rationale to implement behavioral, cognitive, and lifestyle changes targeted at reducing the impact of precipitating and maintaining factors. These include identifying unhelpful patterns and making changes to activity and exercise patterns, sleep hygiene, thinking strategies, management of stress and emotions, and approaches to relationships and communication with others. BOOST aims to equip participants with a variety of appropriate cognitive, behavioral, and problem-solving skills so that they can continue to make further progress after the program is completed.

Content and Structure

The program comprises of 12 web-based sessions (8 core sessions and 4 symptom-specific sessions). An overview of the content covered in each session and the associated tasks is presented in Multimedia Appendix 1. Participants are advised to work through sessions, 1 at a time, at regular weekly intervals. The sessions are designed for participants to work through at their own pace, generally taking between 30 and 60 minutes to complete.

The order of the core sessions was drawn from the principles used in 2 of our previous successful digital CBT interventions for symptom management [19,65]. The first session focuses on education about contributing factors to IBD symptoms alongside self-assessment to provide patients with a coherent understanding of how cognitive behavioral approaches can help reduce symptom severity and impact. The next 2 sessions focus on behavioral strategies in the context of balancing activity patterns (eg, avoidance or all-or-nothing behavior) and sleep focus. These tasks are more concrete and easier for most patients to engage in at the start. Sessions 3 and 4 use cognitive techniques to identify challenging, unhelpful thoughts about symptoms and personal expectations. Cognitive techniques can be more challenging as they require meta-cognitive abilities. Our previous work indicated that it is helpful to include these once people are well-engaged in the program. The final core sessions on managing stress and social support incorporated both behavioral and cognitive methods drawing from the methods or techniques addressed in the previous 5 sessions. All sessions were tailored to IBD, including patient vignettes and IBD-specific examples. Symptom-specific sessions revisited the vicious cycle in relation to the symptoms and provided specific psychoeducation and techniques (eg, physiological factors related to fatigue, acute vs chronic pain, and bowel retraining exercises for urgency).

Features

The sessions are designed to be interactive, with personalized pathways tailored to a participant’s needs. Several features are included to facilitate participants’ completion of the intervention. These include a calendar where participants can input goals they are working toward, a virtual notepad where participants can write reflections on their progress, a goals section where they can review their weekly goals, a graphical representation of the impact of their symptoms on their daily activities over time, and personalized automated emails or SMS text messages reminding participants to log into the program. A paper copy of the intervention is also available, should participants request a PDF version.

Facilitator Support

The participants have access to a facilitator who supports them in their progress. Facilitators can manage their caseloads and see relevant patient information through the BOOST facilitator platform. All participants conduct a 30-minute phone call with their facilitator after completing the first session. In this initial call, the facilitator reviews the participant’s vicious cycle of symptoms with the participant to help them reflect on and clarify the factors they have identified as potentially contributing to their symptoms and guide the participant to set goals for the program. Facilitators follow a checklist to structure phone calls with participants (Multimedia Appendix 2) and send weekly SMS text messages to provide support and encouragement. For example, facilitators may help participants identify goals or prompt reflection following a session. The participants are reminded at the end of each session to seek extra support in progressing through the program by sending a web-based message to the facilitator.

Facilitator Training

Facilitators are required to complete training for BOOST, which entails attending training sessions from the research team, developing basic cognitive behavioral skills through role-plays, and practicing the telephone session with a practice patient (a volunteer with IBD; Multimedia Appendix 3). Facilitators are provided with a facilitator training manual and receive individual and group supervision to discuss patient cases and reflections with a BOOST supervisor (health psychologist).

Modeling Processes and Outcomes: Feasibility and Acceptability Testing

Once the initial version of the web-based intervention was developed, 31 people with IBD (aged 18-65 years, female, 16/31, 52%, and with Crohn disease, 17/31, 55%) were given access to the full program for a period of 8 weeks and provided feedback on the program through web-based surveys or telephone calls after 1 (30/31, 97%), 4 (24/31, 77%), and 8 (16/31, 52%) were given feedback on the program through web-based surveys or telephone calls after 1 (30/31, 97%), 4 (24/31, 77%), and 8 (21/31, 68%) weeks. First impressions from feasibility testing were positive, with participants commenting on the clean, bright, professional, and easy-to-use design and functionality of the website. Overall, sessions were rated as understandable, relevant, and having an appropriate tone and length and were recognized as helpful. Feedback was provided by participants following each session on how helpful, relevant, easy to navigate, and motivating they rated sessions (Multimedia Appendix 4). Setting and reviewing goals related to the content covered in the session were rated as easy to complete and useful. Participants often tracked the impact of their symptoms using the program’s...
symptom graph, which was rated as a useful tool for monitoring their symptoms over time. Although the tasks were rated as useful, the functionality and layout of the task page were identified as the areas that needed the most change. Therefore, additional usability testing was conducted with 13% (4/31) of the participants to obtain more detailed feedback on how to improve the page.

In addition, it was clear that certain features of the program were not used. Therefore, the visibility and accessibility of the vicious cycle, bookmarks, and notification settings were improved. There was no facilitator support during this testing phase; however, two-thirds felt that being able to contact a facilitator while working through the sessions would have been useful, and they would have been likely to contact them for reassurance, validation, and queries relating to the content. Overall, throughout the program, users were motivated to continue and were highly likely to recommend to a friend with IBD.

Discussion

Summary of Process
This paper describes the systematic application of theory, evidence, and stakeholder involvement in the development of BOOST, the first digital cognitive behavioral intervention, with the primary aim of lessening the impact of fatigue, pain, and urgency to improve the QoL of people with IBD. A review of the evidence suggests that the cognitive behavioral model of symptom perpetuation provides a valid framework for the intervention. A mapping of findings across empirical studies looking at cognitive behavioral correlates of pain, fatigue, or urgency in IBD identified core transsymptom factors to be targeted in the intervention, including creating consistent daily routines or activity patterns, regulating sleep, and identifying and challenging unhelpful thoughts about symptoms. Symptom-specific factors such as the role of practical exercises for managing urgency [16], acceptance of chronic pain [56], and fatigue-specific beliefs [60], were also identified. Content and therapeutic techniques were mapped to create an intervention logic model. A 12-session (8 transsymptom- and 4 symptom-specific) tailored, interactive web program was then built with patient and nurse facilitator dashboards. Stakeholder input from 87 people with IBD and 60 nurses informed the build throughout, including the content and features of the website. A feasibility study with 31 people with IBD confirmed that the acceptability of the program was high and suggested further modifications of some features and language, which were made.

The intervention’s theory-based logic model provides a rigorous and transparent summary of the intervention processes and mechanisms, where identified modifiable psychosocial factors were mapped onto cognitive behavioral techniques to influence intervention outcomes. Logic models provided a sophisticated way of communicating program theory to both stakeholders and the research team, facilitated process and outcome evaluation in a randomized controlled trial (RCT) [70,71], and are recommended in the 2019 MRC guidelines. Although this guidance was published after the intervention development started, the actions recommended by O’Cathain et al [71] were each addressed because of the complementary nature of the intervention approaches used (Multimedia Appendix 5).

The development of the intervention with stakeholders allowed the design team to ensure that an acceptable, personalized, and interactive intervention was developed. These features are recognized as essential components of self-guided web-based interventions to improve user experience and clinical outcomes in the context of chronic physical health conditions [72]. Feedback on sessions and tasks was positive, with individuals describing the content as relevant, understandable, and helpful. Suggestions for improvement led to key modifications to the intervention, such as the use of a graphical symptom tracker and a personal calendar to log goals. Feasibility testing of the intervention provided an opportunity to understand how relevant and user-friendly the content and intervention features were, respectively, and identify any limitations apparent to users. This subsequently led to further changes to improve the visibility and accessibility of website functions, reinforcing the iterative nature of development and evaluation.

Understanding users’ needs (referring to both recipients and deliverers of the intervention), as recommended by the person-based approach and NPT, provided an opportunity to learn about the crucial contextual factors influencing intervention delivery. Focus groups revealed the limited time available to nurses to support the intervention, their preference for predominantly SMS text messaging or email communication, and the need for comprehensive training and supervision. They subsequently informed the intensity and modality of the facilitator support and training program. Understanding the day-to-day practices of IBD nurses was fundamental to optimizing sustainability and the likelihood of the intervention being adopted [73]. The provision of adequate training to support health care professionals in integrating web-based interventions into day-to-day practice has been emphasized elsewhere [74].

Conclusions
The development of complex health interventions evaluated in RCTs has often lacked transparent reporting of the development process. This paper describes the development of a digital, tailored, facilitator-supported self-management intervention based on a cognitive behavioral model of symptom perpetuation for patients with IBD and symptoms of fatigue, pain, and urgency/incontinence. It presents the integration of intervention development frameworks and how these were used to inform the use of theory, empirical evidence, and stakeholder input to develop a transsymptomatic intervention, with the aim of improving QoL and reducing symptom burden.

The lack of RCTs describing how their interventions were developed has been highlighted previously [75]. This paper provides a robust and transparent description of the development of a web-based intervention for symptoms of fatigue, pain, and urgency in IBD, with the aim of improving QoL and reducing symptom burden. This demonstrates the compatibility of combining the MRC framework and person-based approach, where evidence was identified, the theory was developed, mechanisms and processes were outlined, and user-centered feedback informed the intervention content and functionality.

https://formative.jmir.org/2022/5/e33001
This comprehensive and iterative approach to intervention development is argued to facilitate the effectiveness and efficacy of a complex health intervention and its long-term implementation [76]. BOOST is now being tested in a National Institute for Health Research–funded large-scale RCT [42].
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Abstract

Background: Due to scientific and technical advancements in the field, published hypertension research has developed substantially during the last decade. Given the amount of scientific material published in this field, identifying the relevant information is difficult. We used topic modeling, which is a strong approach for extracting useful information from enormous amounts of unstructured text.

Objective: This study aims to use a machine learning algorithm to uncover hidden topics and subtopics from 100 years of peer-reviewed hypertension publications and identify temporal trends.

Methods: The titles and abstracts of hypertension papers indexed in PubMed were examined. We used the latent Dirichlet allocation model to select 20 primary subjects and then ran a trend analysis to see how popular they were over time.

Results: We gathered 581,750 hypertension-related research articles from 1900 to 2018 and divided them into 20 topics. These topics were broadly categorized as preclinical, epidemiology, complications, and therapy studies. Topic 2 (evidence review) and topic 19 (major cardiovascular events) are the key (hot topics). Most of the cardiopulmonary disease subtopics show little variation over time, and only make a small contribution in terms of proportions. The majority of the articles (414,206/581,750; 71.2%) had a negative valency, followed by positive (119,841/581,750; 20.6%) and neutral valency (47,704/581,750; 8.2%). Between 1980 and 2000, negative sentiment articles fell somewhat, while positive and neutral sentiment articles climbed substantially.

Conclusions: The number of publications has been increasing exponentially over the period. Most of the uncovered topics can be grouped into four categories (ie, preclinical, epidemiology, complications, and treatment-related studies).

(JMIR Form Res 2022;6(5):e31292) doi:10.2196/31292
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Introduction

Hypertension, together with its repercussions, has been identified as a substantial public health concern. In recent years, there has been major growth in global hypertension research activities [1,2]. Growing worries about the global epidemic of hypertension as well as the need to offer information to policy makers and decision makers on better prevention, treatment, and control have contributed to this growth [3]. Hypertension is a global health problem, according to the World Health...
Organization, with an estimated one billion people having hypertension [4]. Hypertension-related diseases such as stroke and ischemic heart disease are among the leading causes of death worldwide. As a result, putting in place evidence-based prevention, early detection, and long-term control methods that reduce mortality and improve quality of life is unquestionably necessary.

There are a lot of studies on hypertension that have been published [1]. Reading and interpreting all of these publications using typical information retrieval and review methods would be time-consuming and labor-intensive, if not impossible. Finding more delicate themes and comprehending the complicated links between such publications is considerably more difficult, but it is necessary to determine whether or not studies are consistent. Machine learning–based literature mining enables the analysis of large collections of documents in a highly automated manner [5,6]. Model topic algorithms can uncover hidden or latent subjects from large document collections automatically [7]. Documents may speak for themselves by the unattended nature of latent Dirichlet allocation, and subjects emerge without human intervention [8]. The study aims to generate evidence on the evolution of hypertension research that could ultimately inform prioritization of research, financial investments, and health policy. The aim of the study was to use natural language processing techniques to provide overview of hypertension research topics over 100 years.

Methods

Methods Overview

We searched PubMed to obtain the records of all hypertension articles published in the last 100 years using the following search strategy: “(‘hypertension’[MeSH Terms] OR “hypertension”[All Fields] OR (“high”[All Fields] AND “blood”[All Fields] AND “pressure”[All Fields]) OR “high blood pressure”[All Fields]). The title and abstract of each article were extracted and combined into a single string.

Phase 1: Preprocessing

To create a document-term matrix, each article was tokenized (divided) into a list of terms (words). Text was filtered to exclude common keywords with no analytical significance (prepositions, articles, pronouns), punctuations, and digits. Following that, stemming was done, which is the process of reducing inflectional forms of a word to a common base form.

Phase 2: Topic Extraction

The preprocessed document-term matrix was then subjected to latent Dirichlet allocation. Latent Dirichlet allocation is a hierarchical Bayesian algorithm and one of the most common topic modeling approaches. Latent Dirichlet allocation identifies theme subjects by looking for keywords that frequently appear together in a document. The model then uses the associations between terms to define two things: (1) themes that are each characterized by a distribution of words and (2) documents as a distribution of topics. As a result, latent Dirichlet allocation is well suited to assessing articles that cover a wide range of topics. Using a collapsed Gibbs sampler set to run for 5000 iterations, model parameters were provided to uncover 50 themes with high interpretability (Dirichlet hyperparameters: $\alpha=0.02$, $\eta=0.02$). After the model fitting was complete, topic numbers were allocated.

The probability distribution of words in each topic was then visualized and used to create word clouds. The top 15 most likely terms in each topic were then put into a word cloud, with greater font size and darker color indicating higher probability. Topic popularity and dynamics were determined by dividing the total number of abstracts in each year by the cumulative sum of articles belonging to each topic, yielding a percentage of subjects in each year. The most popular themes in each article were also determined by assessing subject popularity by article. Using simple linear regression and Cochran-Armitage trend testing, a trend analysis was performed to identify themes with growing (“hot”) or decreasing (“cold”) popularity over time.

Phase 3: Topic-Based Sentiment Analysis

This study was based on an analysis of existing data collected from PubMed. The first step in the sentiment analysis was to align the preprocessed text with the valence classification (eg, positive, or negative). The Emotion Lexicon [9] is a database that indexes the valence and emotion of over 4000 regularly used English lemmas. Most words in the vocabulary are classified as positive or negative. By summing the counts of positive and negative terms, the overall positive and negative valence for each item was computed. The ratios were calculated by dividing the number of positive words in each article by the number of nonstop words, and vice versa for negative words (scores ranging from 0 neutral to 1 highest). The final score was expressed as a percentage of positive or negative words compared to other important words in the article.

Ethics approval and consent to participate

This study was based on an analysis of existing data collected from PubMed.

Results

Trends in Hypertension Research

A total of 581,750 articles on hypertension research were indexed between 1900 and 2018 in PubMed. As shown in Figure 1, the number of publications has been increasing exponentially over the period. The studied period was divided into the following three stages: the first stage ran from 1900 to 1940 (average publication: 7 per year), the second stage ran from 1941 to 1990 (3000 per year), and the third stage ran from 1991 to 2018 (15,000 per year). The period from 1991 to 2018 was a rapid development period, accounting for almost 75% of all hypertension research (434,487/581,750, 74.7%). Table 1 provides an overview of the 20 topics, the top 15 words of the
topics with their probabilities, and the manually attached label that best captures the semantics of the words.

Most of the uncovered topics can be grouped into four categories (ie, preclinical, epidemiology, complications, and treatment-related studies). Topic 12, *animal model*, is most prevalent in the *preclinical studies* category. It contains salient words like *rat*, *inhibit*, *mice*, and *cell*. Topic 2, *evidence review* is most prevalent in the *risk factors studies* category. It contains salient words like *disease*, *review*, and *prevent*. Topic 19, *major cardiovascular events* is most prevalent in the *complications studies* category. It contains salient words like *stroke*, *coronary*, and *mortal*. Topic 10, *antihypertensive*, and topic 18, *heart surgery* are both about pharmacotherapy and interventional cardiology.

The clustering topics are shown in Figure 2, connected topics based on the similarity of topic probability distributions over the documents. The topics that were more likely included in the same articles had a high level of similarity in distribution of topics over the documents and thus were paired or clustered together. Several interesting clusters can be seen. Topics 5 (*human proteome*), topic 9 (*physiology*), and topic 20 *genetic* are paired, which means these articles are focusing on the pathophysiology of hypertension. Another example is topic 11 (*plasma renin activity*), topic 7 *chronic kidney disease*, and topic 18 (*heart surgery*) was often discussed in the same articles. It is important to note that topic 15 *maternal heart disease* is the only topic not connected to other topics (ie, not usually discussed in the same article with other topics).

*Figure 3* shows the temporal dynamics of the distributions of all topics. It demonstrates how the popularity of each topic has changed relative to other topics over time. The interpretation of these trends is speculative, but three categories of interest were identified: increasingly *hot* (topics 1, 2, 12, and 19), decreasingly *cold* (topics 3, 7, 10, 11, 17, and 18), and infrequently published topics (topics 4, 5, 6, 8, 9, 13, 14, 15, 16, and 20). Topic 2, *evidence review* and topic 19 *major cardiovascular events* are the key *hot topics*. Most of the cardiopulmonary disease subtopics show little variation over time, and only make a small contribution in terms of proportions.

*Figure 1.* Trends in the number of hypertension research indexed in PubMed, 1900 to 2018.
### Table 1. Topic classification and keywords on hypertension.

<table>
<thead>
<tr>
<th>Classification and topic name</th>
<th>Keywords</th>
<th>Articles, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Preclinical studies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topic 5: human proteome</td>
<td>cell, protein, human, activ, tissu, express, use, studi, factor, show, membran, model, peptid, antibodi, tumor</td>
<td>23,270 (4.0)</td>
</tr>
<tr>
<td>Topic 9: biochemical</td>
<td>plasma, method, use, concentr, sampl, determin, liquid, detect, chromatographi, acid, human, metabolit, pharmacokinet, serum</td>
<td>32,578 (5.6)</td>
</tr>
<tr>
<td>Topic 11: plasma renin activity</td>
<td>plasma, hypertens, effect, level, increas, signific, activ, renin, concentr, blood, urinari, calcium, excret, serum, decreas</td>
<td>27,342 (4.7)</td>
</tr>
<tr>
<td>Topic 12: animal model</td>
<td>rat, hypertens, increas, activ, receptor, vascular, effect, express, oxid, shr, inhibit, respons, mice, role, cell</td>
<td>37,814 (6.5)</td>
</tr>
<tr>
<td>Topic 17: physiology</td>
<td>brain, respons, sympathet, rate, increas, activ, heart, effect, pressur, group, control, nerv, hypotens, system, signific</td>
<td>19,780 (3.4)</td>
</tr>
<tr>
<td>Topic 20: genetics</td>
<td>gene, hypertens, associ, genet, polymorph, studi, genotyp, famili, mutat, allel, signific, variant, control, analysi, phenotyp</td>
<td>11,635 (2.0)</td>
</tr>
</tbody>
</table>

| **Epidemiology**             |                                                                          |                 |
| Topic 1: risk factors        | risk, age, studi, associ, factor, hypertens, preval, women, blood, year, men, among, level, cholesterol, high | 37,814 (6.5)    |
| Topic 2: evidence review      | diseas, hypertens, use, clinic, care, review, health, medic, manag, cardiovascular, patient, prevent, includ, studi, treatment | 58,175 (10.0)   |
| Topic 3: blood pressure measurement | pressur, blood, measur, flow, arteri, exercis, mmhg, hypertens, increas, mean, chang, use, differ, signific, studi | 33,742 (5.8)    |
| Topic 13: correlation studies | hypertens, patient, group, arteri, signific, systol, pressur, function, diastol, age, subject, correl, index, left, studi | 22,107 (3.8)    |
| Topic 16: diets              | diet, intak, blood, sodium, dietari, salt, group, pressur, effect, vitamin, hypertens, weight, increas, high, acid | 14,544 (2.5)    |

| **Complications**            |                                                                          |                 |
| Topic 4: cardiopulmonary     | group, transplant, oxygen, patient, lung, acut, increas, dialysi, injuri, level, ventil, signific, high, pulmonari, respirator | 17,453 (3.0)    |
| Topic 6: hypertrophic cardiomyopathy | cardiac, heart, ventricular, left, myocardi, coronari, failur, hypertrophi, right, arteri, increas, atrial, group, infart, function | 18,616 (3.2)    |
| Topic 7: chronic kidney disease | renal, kidney, arteri, diseas, patient, function, portal, chronic, caus, children, stenosi, adren, treatment, case, progress | 30,833 (5.3)    |
| Topic 8: metabolic syndrome  | metabol, diabet, syndrom, insulin, obes, glucos, level, type, associ, resist, sleep, patient, increas, met, serum | 19,780 (3.4)    |
| Topic 14: cardiopulmonary disease | pulmonari, patient, hypertens, arteri, diseas, pah, lung, sever, heart, clinic, right, valv, transplant, associ, vascular | 25,597 (4.4)    |
| Topic 15: maternal heart disease | women, pregnanc, hypertens, matern, gestat, infant, birth, fetal, preeclampsia, deliveri, neonat, studi, pregnant, outcome, group | 14,544 (2.5)    |
| Topic 19: major cardiovascular events | patient, risk, diseas, factor, associ, diabet, studi, stroke, age, year, mortal, coronari, cardiovascular, incid, use | 40,723 (7.0)    |

| **Treatment**                |                                                                          |                 |
| Topic 10: antihypertensive   | patient, treatment, hypertens, effect, therapi, drug, group, blood, pressur, studi, antihypertens, trial, control, combin, signific | 45,958 (7.9)    |
| Topic 18: heart surgery      | patient, case, hypertens, surgeri, present, complic, report, surgic, portal, clinic, year, postop, vein, one, intracrani | 49,449 (8.5)    |
Figure 2. The clustering topics.

Figure 3. Dynamics and trends of the topics.
**Article Sentiment Analysis**

Most of the articles were framed with a negative valency (414,206/581,750; 71.2%), followed by positive (119,841/581,750; 20.6%) and neutral valences (47,704/581,750; 8.2%). Yearly sentiment trends with hypertension articles are shown in Figure 4.

Negative sentiments articles decreased slightly between 1980 and 2000. While both positive and neutral sentiments articles increased slightly over the same period. The top 20 frequently used positive and negative words are shown in Multimedia Appendix 1.

*Risk, chronic, syndrome, failure, and severe* were the more common negative sentiments words, whereas *healthy, effective, positive, survive, and improved* were the more common positive sentiments words.

**Figure 4.** Dynamics and trends of the article valency.

**Discussion**

**Principal Findings**

In this study found that more than half a million articles have been published on hypertension worldwide between 1900 and 2018. We identified 20 distinct topics, which can be categorized broadly into preclinical, epidemiology, complications, and therapy studies. We used an unsupervised text mining methodology to find hypertension research topics and their dynamics in this study, which looked at publications indexed in PubMed during the last century. This study adds to our understanding of hypertension research focuses and their evolutionary patterns, and it may aid researchers, journal editors, and funders in identifying new or ignored trends from established themes, as well as freshly developing trends that can be evaluated in a structured way.

Our findings revealed that the majority of the topics discovered may be divided into four categories (ie, preclinical, risk factors, complications, and treatment-related studies). The important hot topics include topic 2 evidence review and topic 19 major cardiovascular events. The majority of the cardiopulmonary disease subtopics show little fluctuation over time and contribute a modest share of the total. In the eyes of the researcher, commonly published topics may represent a large body of knowledge, a common disorder, or a low-cost easy-to-study subject. On the other hand, less often published topics may represent the study of less common hypertension-related disorders and subject matter that is difficult or expensive to research. Some pathophysiological research, for example, necessitates a substantial investment of time and resources as well as collaboration among physicians, biochemists, and physiologists. Similarly, some genetic disorders may be highly rare and have a high unmet demand, posing substantial therapy and research obstacles.

In the themes, we saw some intriguing clumping. Topics 5 (human proteome), 9 (physiology), and 20 (genetic) were paired, indicating that these papers were all on hypertension pathophysiology. Topics 11 (plasma renin activity), 7 (chronic kidney illness), and 18 (heart surgery), for example, were frequently mentioned in the same articles. It is worth noting that topic 15, maternal heart disease, is the only one that is not linked to the others because it is not mentioned in the same article.

**Comparison to Prior Work**

Although more than half a million hypertension research articles have been published in the past 100 years, only a few bibliometric articles have summarized the development and application of hypertension [10-12]. To better understand the development status, research hot spots and future development trends of hypertension, it is necessary to conduct a comprehensive retrospective analysis. In recent years, hypertension research has developed rapidly, and the amount of publications has increased exponentially. This may be due to the attention paid to the burgeoning burden of high blood
pressure in various countries to promote the widespread use of prevention and prompt treatment. Bibliometric analysis is an extremely useful tool despite its focus on international peer-reviewed journals; therefore, together with our theoretical and methodological approaches taken to identify relevant global publications and the data analysis used, we have a strong base on which to state that our study presents a comprehensive systematization of global hypertension research.

Implications for Practice and Further Research

This bibliometric analysis provides insight into the historical development of hypertension research. Scientific publications play an important role in the scientific process providing a key linkage between knowledge production and use. These data reveal a solid mass of research activities on hypertension. This study provides useful information to researchers and funding societies concerned in the implementation of research strategies to improve hypertension research. Additionally, the results of this study delineate a framework for better understanding the situations of current hypertension research and prospective directions of the research in this field that could be applied for managing and prioritizing future research efforts in hypertension research. Our study provides some novel insights useful for policy makers, researchers, and funders interested in advancing hypertension research agenda. International research collaborations and research networks should be encouraged to help prioritize hypertension research particularly in women. Our findings provide baseline data for scholars and policy makers to recognize the bibliometric indicators in this study as measures of research performance in hypertension for future policies and funding decisions. Finally, our study showed that bibliometric analysis is a good methodological tool to map published literature in a particular subject and to pinpoint research gaps in that subject.

Although topic modeling has previously been used to analyze medication safety research trends [13], we believe this is the first study to apply unsupervised machine learning to assess hypertension research subjects and patterns over the past century. The procedure of data analysis was rather objective. However, the majority of the papers included in the database were written in English, which means that relevant studies published in other languages may have been overlooked.

Strengths and Limitations

Our study had various advantages, including a thorough examination of hypertension research from a variety of medical specialities. Our study has a lot of limitations. For starters, we only looked at articles, reviews, and editorials published in academic journals indexed in PubMed as part of the study design. As a result, this research does not claim to represent all of the work done on this issue, some of which may have been published in other formats (eg, books, reports, and national journals). We also do not pretend to give exact numbers in terms of country contributions to global scientific production because we did not hand-search all of the retrieved papers to ensure their relevance, though we believe our findings reflect broad trends in the hypertension research environment.

Furthermore, the primary source of this bibliometric analysis was international academic journals indexed in PubMed, and international journals are known to contain an English language bias, which may skew our results in favor of Anglo-Saxon countries or countries where the national research system encourages publishing primarily in these types of journals [14,15]; some non–Anglo-Saxon countries have national research systems that encourage and prioritize national publications. Despite bibliometric databases expanding their journal coverage, this may diminish the international awareness of the study and obscure the true volume of research undertaken in these countries. Scholars have speculated whether editorial racism exists in the evaluation and selection of manuscripts for publication in international journals, with prejudice against authors from the Global South, and Harris et al [16] showed (and measured) bias by health professionals and researchers against low-income countries’ research compared to high-income countries’ research [17,18]. Nonetheless, rising investment in research in the Global South that includes a greater emphasis on good methodology, research infrastructure, and high-quality presentation in terms of both writing and (English) language skills could potentially offset such peer prejudice [17].

While our findings are based solely on publications in international academic journals, they are important to consider because of the importance placed on publishing in international academic journals in academia, and how it is frequently used to inform decisions about international development, policy, and research agendas. Furthermore, our findings are likely to allude to the global dynamic within this field of study. Quantitative bibliometric results say nothing about the quality of research conducted in countries worldwide; more research is needed to contextualize our findings and provide in-depth insights into the types of theoretical and methodological approaches being used and where, as well as national research priorities, and to enrich the current understanding of the historical and structural determinants of global bibliometric trends and inequity. Finally, it is important to note that common lexicons for sentiment analysis have many limitations when applied to health literature. For example, “negative” terms in the used lexicon likely are not negative in scientific literature (eg, symptoms or inhibition), and some “positive” labels (eg, survival, advanced, and progressive) are more likely to have negative sentiment in hypertension-based literature.

In this publication, we report an empirical analysis that used latent Dirichlet allocation modeling to identify key research themes based on research published in hypertension publications. We also looked at the themes’ dynamics and intellectual structure. The findings gave a complete overview of hypertension-related research subjects and highlighted how these issues have evolved over time. The findings of this study could help us better understand hypertension research trends and propose areas for further study.
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Abstract

Background: Social media platforms that are based on the creation of visual media, such as TikTok, are increasingly popular with adolescents. Online social media networks provide valuable opportunities to connect with each other to share experiences and strategies for health and wellness.

Objective: The aim of this study was to describe the content of the hashtag #mentalhealth on TikTok.

Methods: This cross-sectional, descriptive content analysis study included 100 videos with the hashtag #mentalhealth on TikTok. All videos that included the hashtag #mentalhealth were analyzed and coded for the presence of content categories. Additionally, the comments to each video were viewed and coded for content in the following themes: offering support or validation; mentioning experience with suicide or suicidal ideation; mentioning experience with self-harm; describing an experience with hospitalization for mental health issues; describing other mental health issues; and sharing coping strategies, experiences of healing, or ways to feel better.

Results: Collectively, the 100 videos studied received 1,354,100,000 views; 266,900,000 likes; and 2,515,954 comments. On average, each video received 13,406,930.69 (SD 8,728,095.52) views; 2,657,425.74 (SD 1,449,920.45) likes; and 24,910.44 (SD 21,035.06) comments. The only content category observed in most (51/100, 51%) of the videos included in the sample was “general mental health.” The remaining content categories appeared in less than 50% of the sample. In total, 32% (32/100) of the videos sampled received more than the overall average number of likes (ie, more that 2.67 million likes). Among these 32 videos, 23 (72%) included comments offering support or validation and 20 (62%) included comments that described other mental health issues or struggles.

Conclusions: With over 1 billion cumulative views, almost half of the assessed TikTok videos included in this study reported or expressed symptoms of mental distress. Future research should focus on the potential role of intervention by health care professionals on social media.

(JMIR Form Res 2022;6(5):e38340) doi:10.2196/38340

KEYWORDS
TikTok; mental health; adolescent; social media; short video apps; content analysis; digital health; online health; visual media; descriptive content analysis; mental distress; health professional; health care professional

Introduction

Access to accurate and accessible health information, support, and services are required for effective health care decision-making. This applies across the health care continuum and is inclusive of self-health promotion and participation in shared decision-making with health care provider teams [1-6]. Individuals rely on family, friends, and health care professionals...
for support, yet seek health-related information online at the same time [7,8]. In general, adolescents live in a hybrid reality—a mix of offline and online worlds [9]. They are increasingly seeking information about healthy lifestyles (fitness, diet), gender identity, sexual health, and mental health issues from online websites, social media platforms, wearable self-tracking apps, and other adolescents within online communities [10,11]. However, adolescents are less accepting of online or wearable apps that require them to input information [7]. Overall, online media and social media apps are seen as simple to use, unidentifiable, and impartial sources of health information by adolescents [7,12]. Health-related stories from peers are particularly valued among adolescents [7,13]. Influencers on social media, adolescents who create content, and microcelebrities are increasingly important resources for health-related information and social support [7,14-16]. However, adolescents may find the sheer volume of online information challenging and are not always confident in their ability to discern accurate information from misinformation or disinformation [7].

Social media platforms that are based on the creation of visual media, such as TikTok, are popular with adolescents. TikTok, a video-based social media platform, has been leveraged as a way to disseminate health-related information, and this has been especially visible during the COVID-19 pandemic [17]. The vast reach of TikTok worldwide offers a unique approach for disseminating information to the millions of users ranging from children to adults. As a social media platform, TikTok creators combine music and dance attached to personal messages that are widely disseminated [17].

Several studies have been conducted on the health-related content on TikTok. These studies indicate that a wide range of issues have been examined, including health promoting and compromising issues. Examples include, but are not limited to, studies related to COVID-19 mitigation, eating disorders, vaping, climate change, and equity issues [12,18-26].

Specific to mental health information and social support, researchers determined that youth and young adults appreciated shared experiences within online discussion forums, citing accessibility, anonymity, inclusivity, sense of control, and mitigation of stigma as valued resource characteristics [12]. Preference for seeking health information online or through peer-to-peer sharing can reflect individuals’ concerns or experiences with nonaffirming or discriminatory health care providers [12]. Furthermore, peer-to-peer health information sharing may fill the gaps in social support from health systems, health-specific information, and insight into “how to live” with chronic diseases including mental health. In particular, select TikTok videos may serve as relevant educational resources for health care professionals’ education and training [12]. However, research exploring mental health content on TikTok is essentially absent from published research literature.

Online social media networks provide valuable opportunities to connect with each other to share experiences and strategies for health and wellness, such as meditation, mindfulness, stress relief, and those specific to mental health conditions [13]. Mental health issues are highly prevalent in adolescents. According to the World Health Organization, “globally, one in seven 10-19-year-olds experiences a mental disorder, accounting for 13% of the global burden of disease in this age group” [27]. Given these statistics, combined with the popularity of TikTok use in this age group [28], the aim of this study was to describe the content of the hashtag #mentalhealth on TikTok.

Methods

Data Collection and Analysis

This cross-sectional, descriptive content analysis study included videos with the hashtag #mentalhealth on TikTok. The methods were based on prior research and established methodology [24,29,30]. By using the “discover” function on the TikTok platform and a hashtag search of #mentalhealth, a sample of the first 100 videos was collected. At the time of the study, the hashtag had 25.3 billion views. This was the most viewed hashtag in this area at the time of the study (January 2022). Only English-language videos were considered for this sample. For each video, the date of posting and the number of views, comments, and likes were documented. All videos that included the hashtag #mentalhealth were analyzed and coded for the presence of additional content categories. The content categories included general mental health (nonspecific disorder), anxiety or fear, depression, stress, suicide, self-harm, interpersonal relationships, physical health conditions or variables, child or adolescent mental health, mental health stigma, statistics and the prevalence of mental health disorders or issues, biological and neurological influences of mental health, missing other people or connections due to COVID-19, personal experience, and coping techniques or treatment.

Additionally, the comments associated with each video were viewed and coded inductively for content in the following themes: offering support or validation; mentioning experience with suicide or suicidal ideation; mentioning experience with self-harm; describing an experience with hospitalization for mental health issues; describing other mental health issues or struggles; and sharing coping strategies, experiences of healing, or ways to feel better. All data were collected, categorized, and organized by a single reviewer (CJ), and a random number generator was used to identify a subset of (10%) the videos to be analyzed by a second reviewer (CB) to determine interrater reliability. The interrater reliability score (κ=0.97) indicated a high level of consensus. Microsoft Excel was used to record, organize, and analyze the data collected.

Ethical Considerations

This study was excluded from institutional ethics board review, as the William Paterson University Institutional Review Board does not review studies that do not involve human participants.

Results

Overall, the 100 videos studied received 1,354,100,000 views; 266,900,000 likes; and 2,515,954 comments. On average, each video received 13,406,930.69 (SD 8,728,095.52) views; 2,657,425.74 (SD 1,449,920.45) likes; and 24,910.44 (SD 21,035.06) comments. Of the 100 videos, a majority (n=84, 84%) were classified as consumer-generated; only 13 (13%)
were classified as influencer- or verified-user–generated, with the remaining classified as health care professional–generated (n=1, 1%), television- or internet-based news (n=1, 1%), and television-based entertainment (n=1, 1%).

In Table 1, the first column lists the 14 different content categories of the video data and the second column details how many of the 100 videos sampled included this content. The table also includes the number of views, likes, and comments that the videos with these particular features garnered. Relative percentages from the total are included as well. The content category “statistics and prevalence of mental health disorders or issues” was omitted from the table since it was not featured in any of the sampled videos.

The only content category observed in a majority (51/100, 51%) of the videos sampled was “general mental health.” The remaining content categories appeared in less than 50% of the sample. “Personal experience” was the next most prevalent category observed in the videos and it appeared in 40% (40/100) of the sample. The remaining content categories appeared in less than 20% of the sample, with the following 5 content categories appearing in less than 5% of the sample: anxiety or fear, physical health conditions or variables, stress, mental health stigma, and missing other people or connections due to COVID-19.

Table 2 provides information about the themes noted in the videos’ comments. This table shows 6 different themes, the number of videos with comments that reflected these themes, and the associated number of views, likes, and comments of these videos. The most common themes observed in the videos’ comments sections were “offering support or validation” (61/100, 61%) and “describing other mental health issues or struggles” (49/100, 49%).

In total, 32% (32/100) of the videos sampled received more than the overall average number of likes (ie, more than 2.67 million likes). Among these 32 videos, 23 (72%) included comments offering support or validation and 20 (62%) included comments describing other mental health issues or struggles. The remaining themes were included in ≥10 videos: shared coping strategies, experiences of healing, or ways to feel better (10/32, 31%); describing an experience with hospitalization for mental health issues (7/32, 22%); mentioning experiences with suicide or suicide ideation (6/32, 19%); and mentioning experience with self-harm (2/32, 6%).

The frequently used words excerpted from the comments section of the TikTok platform are shown in Multimedia Appendices 1-2. Multimedia Appendix 1 shows the negative sentiments portrayed in the comments that reflect serious mental health concerns, which were expressed in response to participant-posted TikTok videos depicting issues of depression, grief, sadness, anger, loneliness, and trauma. In contrast, Multimedia Appendix 2 shows social support and collective optimism in the comments about the posted TikTok videos. These comments were caring and reflected encouragement, praise, and acceptance. It is important to note that these comments were generally presented in the context of support from those who allegedly have shared experiences or trauma.

Table 1. Observed content, views, likes, and comments of 100 TikTok videos on mental health.

<table>
<thead>
<tr>
<th>Content categories</th>
<th>Videos (N=100), n (%)</th>
<th>Views (N=1,354,100,000), n (%)</th>
<th>Likes (N=266,900,000), n (%)</th>
<th>Comments (N=2,515,954), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General mental health</td>
<td>51 (51)</td>
<td>703,700,000 (51.97)</td>
<td>149,000,000 (55.83)</td>
<td>1,331,622 (52.93)</td>
</tr>
<tr>
<td>Personal experience</td>
<td>40 (40)</td>
<td>638,900,000 (47.18)</td>
<td>128,400,000 (48.11)</td>
<td>1,093,179 (43.45)</td>
</tr>
<tr>
<td>Interpersonal relationships</td>
<td>18 (18)</td>
<td>366,200,000 (27.04)</td>
<td>75,100,000 (28.14)</td>
<td>440,502 (17.51)</td>
</tr>
<tr>
<td>Depression</td>
<td>13 (13)</td>
<td>213,700,000 (15.78)</td>
<td>39,000,000 (14.61)</td>
<td>294,830 (11.72)</td>
</tr>
<tr>
<td>Suicide</td>
<td>13 (13)</td>
<td>151,600,000 (11.20)</td>
<td>31,000,000 (11.61)</td>
<td>414,316 (16.47)</td>
</tr>
<tr>
<td>Coping techniques or treatment</td>
<td>9 (9)</td>
<td>53,700,000 (3.97)</td>
<td>12,400,000 (4.65)</td>
<td>144,074 (5.73)</td>
</tr>
<tr>
<td>Child or adolescent mental health</td>
<td>8 (8)</td>
<td>142,700,000 (10.54)</td>
<td>28,700,000 (10.75)</td>
<td>200,305 (7.96)</td>
</tr>
<tr>
<td>Biological and neurological influences of mental health</td>
<td>8 (8)</td>
<td>91,600,000 (6.76)</td>
<td>15,700,000 (5.88)</td>
<td>238,355 (9.47)</td>
</tr>
<tr>
<td>Self-harm</td>
<td>5 (5)</td>
<td>62,600,000 (4.62)</td>
<td>15,000,000 (5.62)</td>
<td>181,375 (7.21)</td>
</tr>
<tr>
<td>Anxiety or fear</td>
<td>4 (4)</td>
<td>58,600,000 (4.33)</td>
<td>10,600,000 (3.97)</td>
<td>42,000 (1.67)</td>
</tr>
<tr>
<td>Physical health conditions or variables</td>
<td>4 (4)</td>
<td>100,300,000 (7.41)</td>
<td>15,900,000 (5.96)</td>
<td>184,800 (7.35)</td>
</tr>
<tr>
<td>Stress</td>
<td>3 (3)</td>
<td>50,900,000 (3.76)</td>
<td>8,300,000 (3.11)</td>
<td>25,100 (1.00)</td>
</tr>
<tr>
<td>Mental health stigma</td>
<td>1 (1)</td>
<td>11,500,000 (0.85)</td>
<td>2,200,000 (0.82)</td>
<td>6,405 (0.25)</td>
</tr>
<tr>
<td>Missing other people or connections due to COVID-19</td>
<td>1 (1)</td>
<td>49,200,000 (3.63)</td>
<td>10,200,000 (3.82)</td>
<td>68,300 (2.71)</td>
</tr>
</tbody>
</table>
Table 2. Themes noted in the videos’ comments and the associated number of views, likes, and comments.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Videos (N=100), n (%)</th>
<th>Views (N=1,354,100,000), n (%)</th>
<th>Likes (N=266,900,000), n (%)</th>
<th>Comments (N=2,515,954), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offering support or validation</td>
<td>61 (61)</td>
<td>884,300,000 (65.31)</td>
<td>178,500,000 (66.88)</td>
<td>1,663,433 (66.12)</td>
</tr>
<tr>
<td>Describing other mental health issues or struggles</td>
<td>49 (49)</td>
<td>677,500,000 (50.03)</td>
<td>145,300,000 (54.44)</td>
<td>1,419,131 (56.41)</td>
</tr>
<tr>
<td>Sharing coping strategies, experiences of healing, or ways to feel better</td>
<td>16 (16)</td>
<td>301,500,000 (22.27)</td>
<td>64,200,000 (24.05)</td>
<td>448,510 (17.83)</td>
</tr>
<tr>
<td>Mentioning experience with suicide or suicidal ideation</td>
<td>14 (14)</td>
<td>171,400,000 (12.66)</td>
<td>37,700,000 (14.13)</td>
<td>369,724 (14.7)</td>
</tr>
<tr>
<td>Describing an experience with hospitalization for mental health issues</td>
<td>11 (11)</td>
<td>210,000,000 (15.51)</td>
<td>41,500,000 (15.55)</td>
<td>262,565 (10.44)</td>
</tr>
<tr>
<td>Mentioning experience with self-harm</td>
<td>7 (7)</td>
<td>87,000,000 (6.42)</td>
<td>17,100,000 (6.41)</td>
<td>187,339 (7.45)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

It is important to note the reach of the videos included in this study. With over 1 billion cumulative views, almost half of the assessed TikTok videos included in this study reported or expressed symptoms of mental distress. Other studies have observed the expression of mental ill-health within online social media platforms [31] and expressed concern about potentially traumatic and “triggering” TikTok videos as being detrimental to some viewers [32]. This is especially concerning given the frequency of screen time among adolescents. Many adolescents are predominant TikTok participants, and there is a potential for contribution to poor mental health outcomes from repetitious and prolonged viewing, especially if traumatic events are featured in the videos [32]. Recently, TikTok has acknowledged the substantial impact of their platform on users’ mental health and have provided additional resources in support of user safety, health, and mental wellness [33]. Specific to the issues of mental health, TikTok has produced well-being guides in partnership with the several international mental health organizations to support and uptake optimal messaging on the TikTok platform [34]. However, there is limited insight into the impact of traumatic or “triggering” events posted within the online platform [35], the use and impact of the TikTok mental health resources, or conversely, the health enhancing impact of positive and supportive messaging among youth who engage with social media [36,37].

Over 60% of the videos in this study had associated comments that were supportive and validating; this can signify the importance of the TikTok platform and the hashtag #mentalhealth as a possible “just-in-time” source of social support and personal validation that is made available without the need for planning, scheduling, and financial renumeration. Notably, comments that depict coping strategies were not overly common; they were apparent in about 10% of the videos with high numbers of collective views. Given the seriousness of the topics, these findings point to the fact that videos alone only tell part of the story. Health care professionals are active on social media and, specifically, TikTok [17,38]. Comp et al [17] noted that TikTok therapists, some with millions of followers, are actively providing corrective information to mental health misinformation and combatting mental health stigma on TikTok. However, it is important to note that the videos in this sample were largely posted by consumers and not by health care professionals. Hence, further research is needed on the extent to which corrective mental health information is prevalent on popular mental health hashtags. Further, our findings indicate that health care professionals, particularly those who aim to provide corrective information, should be aware of and attend to both the video content and its related commentary.

Future Implications

Future research should focus on the potential role of intervention by health care professionals on social media. This would create changes for clinician practice, including raising issues related to the ethics of following patients online, concerns related to fake accounts, the user performance factor assumed as part of the TikTok platform, and mental health assessment of social media consumption [31]. As partnerships between health care professionals and social media platforms emerge, evaluation on effectiveness and best practices will be essential. Interestingly, the call for research related to greater understanding of TikTok health content creators, the integrity of the content, and user reaction and uptake to promote evidence-based information [35] to TikTok users may be contrary to the current appeal and need for accessible health-related resources that are different from mainstream medicine [12].

Limitations

The findings of this study offer insight into the use of TikTok to discuss mental health issues. However, this study is limited by the cross-sectional design. Further, the inclusion of English-only TikTok posts is limiting; videos posted in other languages may contribute to a more comprehensive understanding of the mental health conversations posted using the hashtag #mentalhealth. Other hashtags that specify a mental health illness or experience (suicide, anxiety, or depression)
may have captured different videos than those captured by the generic use of hashtag #mentalhealth. Nonetheless, this study can serve as a foundation for further research to assess both the video content and its associated discussions, which are both important components to consider in studying mental health content on TikTok.
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#### Multimedia Appendix 1

Negative mental health sentiments portrayed in the comments associated with 100 TikTok videos. [PNG File: v6i5e38340_app1.png]

#### Multimedia Appendix 2

Sentiments of social support and collective optimism portrayed in the comments associated with 100 TikTok videos. [PNG File: v6i5e38340_app2.png]
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Abstract

Background: This survey study investigates surgical patients’ use and perception of digital health technologies in Germany in the pre–COVID-19 era.

Objective: The objective of this study was to relate surgical patients’ characteristics to the use and perception of several digital health technologies.

Methods: In this single-center, cross-sectional survey study in the outpatient department of a university hospital in Germany, 406 patients completed a questionnaire with the following three domains: general information and use of the internet, smartphones, and general digital health aspects. Analyses were stratified by age group and highest education level achieved.

Results: We found significant age-based differences in most of the evaluated aspects. Younger patients were more open to using new technologies in private and medical settings but had more security concerns. Although searching for information on illnesses on the web was common, the overall acceptance of and trust in web-based consultations were rather low, with <50% of patients in each age group reporting acceptance and trust. More people with academic qualifications than without academic qualifications searched for information on the web before visiting physicians (73/121, 60.3% and 100/240, 41.7%, respectively). Patients with academic degrees were also more engaged in health-related information and communication technology use.

Conclusions: These results support the need for eHealth literacy, health literacy, and available digital devices and internet access to support the active, meaningful use of information and communication technologies in health care. Uncertainties and a lack of knowledge exist, especially regarding telemedicine and the use of medical and health apps. This is especially pronounced among older patients and patients with a low education status.

(JMIR Form Res 2022;6(5):e33985) doi:10.2196/33985
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**Introduction**

**Background**

Information and communication technologies (ICTs) have changed our private and professional lives and are also increasingly being used in the health care sector [1,2]. ICTs cover a wide range of technologies that are often also subsumed under the term *eHealth*. da Fonseca et al [3] conducted a systematic literature review to clarify the content of the term *eHealth*. They formed 4 categories by classifying 446 publications with possible overlaps in content (mobile health [mHealth], telemedicine and telehealth, technology, and other), which we will adopt as the basic structure in this paper.

According to da Fonseca et al [3], mHealth includes the use of smartphone apps to identify, treat, and support disease. The scheduling of health examinations, use of wireless sensors to monitor patients, and transfer of these data between settings also fall under this category.

Under telehealth, the authors include interactions between providers and patients via digital means. Although the use of telehealth is highly dependent on the supply of health care professionals, it is difficult to assess the acceptance and engagement of patients receiving care in different settings. Therefore, we did not focus on this in the survey.

The technology category by da Fonseca et al [3] covers the encryption of patient medical data to protect them when they are accessed on the web. Data protection in health care facilities, the creation of system support, and the development of devices to implement digital applications also fall under this category. According to da Fonseca et al [3], the use of the Internet of Things, cloud storage, and big data can also be assigned to this category. This area is also very complex on the one hand and controlled by institutions on the other and, therefore, is not the focus of the survey.

The authors use the category *Other* to describe a combination of previous practices in new areas and a focus on costs.

To focus especially on technologies that patients can use independently and intrinsically, our survey focuses on the category mHealth, covering fitness devices and mobile apps as well as internet use and general digital health aspects. Fitness devices are defined as fitness bracelets or fitness watches.

Patients are one of the main target groups for ICTs related to health care. The use of ICTs can increase patients’ enlightened participation by enabling them to take more active control of their own health [4]. ICTs can enable better self-assessment of health status and increase patient safety and involvement [5].

However, competencies and skills are necessary for patients to use ICTs to improve their own health. In this context, health literacy (HL) is important [6]. In the context of the COVID-19 pandemic and the associated spread of health-related misinformation and widespread implementation of digital health services such as video consults, the concept of HL has become increasingly important [7,8]. Particularly in the context of the increasing significance of ICTs in general and mobile apps in particular, eHealth literacy (eHL) has become an even more important concept than HL [9]. Incorporated into this concept are the ability to navigate information on the internet and the ability to self-manage ICT use. In addition, eHL includes analytical competencies [10-12]. Another concept that is closely related to eHL is digital health equity. This describes the differences in the access to and use of ICTs between different populations and groups. This concept is of greatest interest regarding the increasing provision of digital health care as it describes the possible exclusion of people who lack access to and the ability to use ICTs [2,13].

The increased use of ICTs in various areas of life that occurred during the pandemic in the context of social distancing [14] has had significant implications for the issues considered in this paper.

**Objectives**

During the COVID-19 pandemic, there has been a tremendous increase in the use of eHealth technologies, such as video consultations [15]. However, this trial was conducted in the pre–COVID-19 era and provides an overview of the perception of these new technologies in a representative cohort of surgical patients. The aim of this pilot study was to illustrate the patient-centered aspects of digital health technologies and their use, dissemination, and acceptance depending on basic patient-related sociodemographic data. Acceptance is defined as the intention to use and, in some cases, as the actual use of health technologies [16,17]. Therefore, we investigated how surgical patients access and use digital health technologies and how their use behavior differs among different population subgroups.

**Methods**

**Study Design**

This single-center, cross-sectional survey study (Medical Information and Communication Technology Use of Patients) was conducted at the University Hospital Dresden, Germany, in the Department of Visceral, Thoracic, and Vascular Surgery between September 2019 and March 2020. A self-administered questionnaire was developed in consultation with a statistician and an expert in data management (Multimedia Appendix 1). The questionnaire was pretested and validated in a group of 10 persons working at the surgical trial unit in the Department of Surgery, University Hospital Dresden. The questionnaire was provided as a paper-based survey to ensure the participation of all patients. As the main aim of this pilot trial was to obtain a status quo of the use and perception of eHealth and mHealth technologies in a representative cohort of surgical patients rather than a thorough investigation of a general technology acceptance model, we chose to design a short, nonvalidated questionnaire ourselves. Questions were partly taken from existing instruments and partly added after obtaining results from structured qualitative interviews with patients and surgeons before this trial [9,18-20].

**Ethics Approval**

This study was conducted in line with the principles of the Declaration of Helsinki. The trial was approved by the ethics committee (Institutional Review Board) of the Technical
University Dresden (file 313062019, June 7, 2019). The American Association for Public Opinion Research guidelines were followed as applicable.

**Measurements**

The questionnaire contained four categories: (1) questions on general information, (2) questions on the use of the internet, (3) questions on mobile phones (cell phones) and smartphones, and (4) general questions on the use of ICTs (Multimedia Appendix 1). Participant-related and demographic data were collected in the questionnaire. The survey was anonymous, and a pooled analysis of the questionnaire responses was conducted so that no conclusions could be drawn about individual participants.

**Sampling and Recruitment**

Questionnaires were distributed to randomly selected nonemergency patients at the receptionist’s office during the first patient contact at the Department of Surgery at the Dresden University Hospital, Germany.

The inclusion criteria to participate in the study were (1) admission to the clinic of the Department of Visceral, Thoracic, and Vascular Surgery of the University Hospital Dresden; (2) being aged ≥18 years; (3) provision of verbal consent; and (4) understanding of the German language owing to the presentation of the questionnaire in German.

The exclusion criteria were (1) admission to the hospital because of an emergency, (2) language problems, and (3) an impaired mental state or lack of compliance.

**Data Collection**

After oral information was provided and individuals were asked to participate in the study and complete the questionnaire, the participants were presented with the questionnaire. The participants were informed that their refusal to participate would not result in any disadvantages. The time needed to complete the questionnaire was approximately 15 minutes. No compensation was offered.

**Data Analysis**

Data from the questionnaires were pooled into a table using Microsoft Excel (Microsoft Office 2016). Demographic data analyses and statistical analyses were performed using R (version 4.0.2; R Foundation for Statistical Computing) in RStudio (version 1.2.1335; RStudio, Inc). A chi-square test was performed to show any relationship between the age group and the variables under consideration ($P<.05$).

**Results**

**Overview**

In total, 650 questionnaires were distributed to randomly selected nonemergency patients at the receptionist’s office during the first patient contact. Of these, 406 questionnaires were returned, yielding a response rate of 62.5% (406/650). However, not all participants answered all questions, as can be seen in the results tables, which provide the absolute numbers for each question.

**Participant Characteristics**

Table 1 shows the participants’ demographic data and general information. The participants were divided into 3 age groups (young adults: 18-40 years; middle-aged adults: 41-70 years; and older adults: >71 years) to investigate differences according to age. In total, 56.1% (226/403) were men and 43.9% (177/403) were women; 15.1% (61/405) were young adults, 63% (255/405) were middle-aged adults, and 22% (89/405) were older adults. Only 26.8% (102/381) of the participants lived in cities with >100,000 inhabitants. Of the 406 participants, 353 (86.9%) visited their general practitioner on a regular basis, whereas only 22 (5.4%) did not regularly visit any physician. A total of 14% (55/394) reported >10 outpatient and hospital visits per year. In the sample population, 32% (123/384) had obtained an academic degree as the highest form of education, 56.8% (218/384) had completed vocational training, and 4.7% (18/384) had a school-leaving degree (see Table S1 in Multimedia Appendix 2 for the patients’ demographic data by level of education). In total, 58.9% (229/389) of the participants had a chronic disease.
Table 1. Participants’ demographic data sorted by age group (N=406).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Age 18 to 40 years (n=61), n (%)</th>
<th>Age 41 to 70 years (n=255), n (%)</th>
<th>Age ≥71 years (n=89), n (%)</th>
<th>Total(^a), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>31 (50.8)</td>
<td>145 (57.1)</td>
<td>50 (56.8)</td>
<td>226 (56.1)</td>
</tr>
<tr>
<td>Female</td>
<td>30 (49.2)</td>
<td>109 (42.9)</td>
<td>38 (43.2)</td>
<td>177 (43.9)</td>
</tr>
<tr>
<td>Total</td>
<td>61 (100)</td>
<td>254 (100)</td>
<td>88 (100)</td>
<td>403 (100)</td>
</tr>
<tr>
<td><strong>Inhabitants in hometown</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>11 (18.6)</td>
<td>96 (39.7)</td>
<td>25 (31.2)</td>
<td>132 (34.6)</td>
</tr>
<tr>
<td>10,000 to 50,000</td>
<td>13 (22)</td>
<td>58 (24)</td>
<td>24 (30)</td>
<td>95 (24.9)</td>
</tr>
<tr>
<td>50,000 to 100,000</td>
<td>2 (3.4)</td>
<td>11 (4.5)</td>
<td>6 (7.5)</td>
<td>19 (5)</td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>29 (49.2)</td>
<td>58 (24)</td>
<td>15 (18.8)</td>
<td>102 (26.8)</td>
</tr>
<tr>
<td>Not known</td>
<td>4 (6.8)</td>
<td>19 (7.9)</td>
<td>10 (12.5)</td>
<td>33 (8.7)</td>
</tr>
<tr>
<td>Total</td>
<td>59 (100)</td>
<td>242 (100)</td>
<td>80 (100)</td>
<td>381 (100)</td>
</tr>
<tr>
<td><strong>Regularly visited physicians(^b)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>13 (21.3)</td>
<td>9 (3.5)</td>
<td>0 (0)</td>
<td>22 (5.4)</td>
</tr>
<tr>
<td>General practitioner</td>
<td>41 (67.2)</td>
<td>227 (89)</td>
<td>84 (94.4)</td>
<td>353 (86.9)</td>
</tr>
<tr>
<td>Cardiologist</td>
<td>4 (6.6)</td>
<td>23 (9)</td>
<td>20 (22.5)</td>
<td>48 (11.8)</td>
</tr>
<tr>
<td>Gastroenterologist</td>
<td>7 (11.5)</td>
<td>20 (7.8)</td>
<td>10 (11.2)</td>
<td>37 (9.1)</td>
</tr>
<tr>
<td>Other physician</td>
<td>18 (29.5)</td>
<td>86 (33.7)</td>
<td>34 (38.2)</td>
<td>138 (34)</td>
</tr>
<tr>
<td>Total</td>
<td>61 (100)</td>
<td>255 (100)</td>
<td>89 (100)</td>
<td>406 (100)</td>
</tr>
<tr>
<td><strong>Outpatient and hospital visits per year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1 (1.6)</td>
<td>5 (2)</td>
<td>0 (0)</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td>1</td>
<td>6 (9.8)</td>
<td>22 (8.9)</td>
<td>3 (3.4)</td>
<td>31 (7.9)</td>
</tr>
<tr>
<td>2 to 3</td>
<td>31 (50.8)</td>
<td>82 (33.3)</td>
<td>18 (20.7)</td>
<td>131 (33.2)</td>
</tr>
<tr>
<td>4 to 6</td>
<td>10 (16.4)</td>
<td>75 (30.5)</td>
<td>39 (44.8)</td>
<td>124 (31.5)</td>
</tr>
<tr>
<td>7 to 9</td>
<td>5 (8.2)</td>
<td>28 (11.4)</td>
<td>14 (16.1)</td>
<td>47 (11.9)</td>
</tr>
<tr>
<td>≥10</td>
<td>8 (13.1)</td>
<td>34 (13.8)</td>
<td>13 (14.9)</td>
<td>55 (14)</td>
</tr>
<tr>
<td>Total</td>
<td>61 (100)</td>
<td>246 (100)</td>
<td>87 (100)</td>
<td>394 (100)</td>
</tr>
<tr>
<td><strong>Degree obtained</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Still in training</td>
<td>8 (13.1)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td>9 (2.3)</td>
</tr>
<tr>
<td>School-leaving certificate</td>
<td>2 (3.3)</td>
<td>10 (4.1)</td>
<td>6 (7.7)</td>
<td>18 (4.7)</td>
</tr>
<tr>
<td>Completed vocational training</td>
<td>34 (55.7)</td>
<td>150 (61.5)</td>
<td>33 (42.3)</td>
<td>218 (56.8)</td>
</tr>
<tr>
<td>Completed academic degree</td>
<td>16 (26.2)</td>
<td>76 (31.1)</td>
<td>31 (39.7)</td>
<td>123 (32)</td>
</tr>
<tr>
<td>No degree or no training</td>
<td>0 (0)</td>
<td>2 (0.8)</td>
<td>0 (0)</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Not specified</td>
<td>1 (1.6)</td>
<td>6 (2.5)</td>
<td>7 (9)</td>
<td>14 (3.6)</td>
</tr>
<tr>
<td>Total</td>
<td>61 (100)</td>
<td>244 (100)</td>
<td>78 (100)</td>
<td>384 (100)</td>
</tr>
<tr>
<td><strong>Chronic disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>25 (41.7)</td>
<td>144 (59.8)</td>
<td>60 (69)</td>
<td>229 (58.9)</td>
</tr>
<tr>
<td>No</td>
<td>35 (58.3)</td>
<td>97 (40.2)</td>
<td>27 (31)</td>
<td>160 (41.1)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (100)</td>
<td>241 (100)</td>
<td>87 (100)</td>
<td>389 (100)</td>
</tr>
</tbody>
</table>

\(^a\)Includes questionnaire responses without information on the age group provided, which are therefore only counted in the Total column.

\(^b\)Multiple answers were possible, and the percentage refers to the respective total.
Participant Internet Use by Age Group

Table 2 shows the internet use of the participants by age group. In total, 67% (266/397) of the participants reported having searched the internet for information about diseases at any time in the past. There was a statistically significant difference (P=.004) by age group, with 34% (29/85) of the older adults, 71.8% (181/252) of the middle-aged adults, and 93% (56/60) of the young adults using the internet to search for information about diseases (266/397, 67%). Almost half of the participants (180/390, 46.2%) had searched the internet for information about their current illness before their hospital visit. This was done by more young adults than middle-aged adults and older adults, resulting in a strong relationship with the respective age groups (P<.001). Most participants (249/406, 61.3%) indicated that they had taught themselves how to use computers and smartphones, whereas some of the middle-aged adults and older adults (5/255, 2% and 4/89, 5%) had visited adult education centers for this purpose. A total of 24.6% (96/390) of the participants did not have access to broadband internet at home. The proportion of older adults who did not have access to broadband internet (37/81, 46%) was significantly higher than that of young and middle-aged adults (P<.001).

Table 2. Participant internet use sorted by age group (N=406).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Age 18 to 40 years (n=61), n (%)</th>
<th>Age 41 to 70 years (n=255), n (%)</th>
<th>Age ≥71 years (n=89), n (%)</th>
<th>Totala, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searches the internet for diseases in general</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>56 (93.3)</td>
<td>181 (71.8)</td>
<td>29 (34.1)</td>
<td>266 (67)</td>
</tr>
<tr>
<td>No</td>
<td>4 (6.7)</td>
<td>69 (27.4)</td>
<td>55 (64.7)</td>
<td>128 (32.2)</td>
</tr>
<tr>
<td>Not known</td>
<td>0 (0)</td>
<td>2 (0.8)</td>
<td>1 (1.2)</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (100)</td>
<td>252 (100)</td>
<td>85 (100)</td>
<td>397 (100)</td>
</tr>
<tr>
<td>Searches for web-based information about current illness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>38 (63.3)</td>
<td>116 (47)</td>
<td>26 (31.3)</td>
<td>180 (46.2)</td>
</tr>
<tr>
<td>No</td>
<td>22 (36.7)</td>
<td>131 (53)</td>
<td>57 (68.7)</td>
<td>210 (53.8)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (100)</td>
<td>247 (100)</td>
<td>83 (100)</td>
<td>390 (100)</td>
</tr>
<tr>
<td>Learning to use computers or smartphonesb</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-taught</td>
<td>57 (93.4)</td>
<td>169 (66.3)</td>
<td>23 (25.8)</td>
<td>249 (61.3)</td>
</tr>
<tr>
<td>Internet research</td>
<td>8 (13.1)</td>
<td>17 (6.7)</td>
<td>0 (0)</td>
<td>25 (6.2)</td>
</tr>
<tr>
<td>Family or friends</td>
<td>17 (27.9)</td>
<td>108 (42.4)</td>
<td>23 (25.8)</td>
<td>148 (36.5)</td>
</tr>
<tr>
<td>Adult education center</td>
<td>0 (0)</td>
<td>5 (2)</td>
<td>4 (4.5)</td>
<td>9 (2.2)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (4.9)</td>
<td>18 (7.1)</td>
<td>9 (10.1)</td>
<td>30 (7.4)</td>
</tr>
<tr>
<td>Total</td>
<td>61 (100)</td>
<td>255 (100)</td>
<td>89 (100)</td>
<td>406 (100)</td>
</tr>
<tr>
<td>DSLc or broadband connection at home</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>52 (88.1)</td>
<td>178 (71.2)</td>
<td>38 (46.9)</td>
<td>268 (66.7)</td>
</tr>
<tr>
<td>No</td>
<td>4 (6.8)</td>
<td>55 (22)</td>
<td>37 (45.7)</td>
<td>96 (24.6)</td>
</tr>
<tr>
<td>Not known</td>
<td>3 (5.1)</td>
<td>17 (6.8)</td>
<td>6 (7.4)</td>
<td>26 (6.7)</td>
</tr>
<tr>
<td>Total</td>
<td>59 (100)</td>
<td>250 (100)</td>
<td>81 (100)</td>
<td>390 (100)</td>
</tr>
</tbody>
</table>

aIncludes questionnaire responses without information on the age group provided, which are therefore only counted in the Total column.
bMultiple answers were possible, and the percentage refers to the respective total.
cDSL: digital subscriber line.

Use of Mobile Phones and Smartphones

Table 3 summarizes the use of mobile phones and smartphones by age group. In total, 7.9% (31/393) of the study population did not own a cell phone. The percentage of participants who did not own a mobile phone was significantly higher in the group of older adults (20/89, 24%; P<.001), whereas all young adults owned a mobile phone. A total of 78.9% (296/375) of the respondents reported that their mobile phones were smartphones, and the proportion of older adults who did not own a smartphone was significantly higher (35/72, 49%; P<.001). The Android operating system was used by most participants (192/330, 58.2%) followed by the Apple iOS system (77/330, 23.3%). Of the 49 older adults, 19 (39%) did not know which operating system was installed on their mobile phones. Most participants (299/364, 82.1%) did not own a fitness device. Significantly more young adults than older adults owned such a device (P<.001). Table 3 shows the participants’ typical use of their smartphones in the different age groups: 12.2% (45/369) of the participants already used medical and health apps, whereas 20% (12/60) of the young adults and 4% (3/75) of the older adults used medical and health apps (P=.005).
Table 3. Participants’ use of mobile phones, cell phones, or smartphones sorted by age group (N=406).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Age 18 to 40 years (n=61), n (%)</th>
<th>Age 41 to 70 years (n=255), n (%)</th>
<th>Age ≥71 years (n=89), n (%)</th>
<th>Total*, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Owns a mobile phone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>60 (100)</td>
<td>238 (95.6)</td>
<td>64 (76.2)</td>
<td>362 (92.1)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>11 (4.4)</td>
<td>20 (23.8)</td>
<td>31 (7.9)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (100)</td>
<td>249 (100)</td>
<td>84 (100)</td>
<td>393 (100)</td>
</tr>
<tr>
<td><strong>Mobile phone is a smartphone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>60 (100)</td>
<td>204 (84)</td>
<td>32 (44.4)</td>
<td>296 (78.9)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>36 (14.8)</td>
<td>35 (48.6)</td>
<td>71 (18.9)</td>
</tr>
<tr>
<td>Not known</td>
<td>0 (0)</td>
<td>3 (1.2)</td>
<td>5 (6.9)</td>
<td>8 (2.1)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (100)</td>
<td>243 (100)</td>
<td>72 (100)</td>
<td>375 (100)</td>
</tr>
<tr>
<td><strong>Operating system of the smartphone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iOS</td>
<td>20 (33.3)</td>
<td>54 (24.4)</td>
<td>3 (6.1)</td>
<td>77 (23.3)</td>
</tr>
<tr>
<td>Android</td>
<td>38 (63.3)</td>
<td>133 (60.2)</td>
<td>21 (42.9)</td>
<td>192 (58.2)</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>1 (1.7)</td>
<td>13 (5.9)</td>
<td>6 (12.2)</td>
<td>20 (6.1)</td>
</tr>
<tr>
<td>Not known</td>
<td>1 (1.7)</td>
<td>21 (9.5)</td>
<td>19 (38.8)</td>
<td>41 (12.4)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (100)</td>
<td>221 (100)</td>
<td>49 (100)</td>
<td>330 (100)</td>
</tr>
<tr>
<td><strong>Owns a fitness device</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>40 (66.7)</td>
<td>198 (84.6)</td>
<td>61 (87.1)</td>
<td>299 (82.1)</td>
</tr>
<tr>
<td>Fitness bracelet or smartwatch</td>
<td>19 (31.7)</td>
<td>29 (12.4)</td>
<td>5 (7.1)</td>
<td>53 (14.6)</td>
</tr>
<tr>
<td>Yes, other</td>
<td>1 (1.7)</td>
<td>7 (3)</td>
<td>4 (5.7)</td>
<td>12 (3.3)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (100)</td>
<td>234 (100)</td>
<td>70 (100)</td>
<td>364 (100)</td>
</tr>
<tr>
<td><strong>Uses a smartphone or mobile phone for...</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone calls</td>
<td>52 (85.2)</td>
<td>223 (87.5)</td>
<td>54 (60.7)</td>
<td>329 (81)</td>
</tr>
<tr>
<td>Messenger services or SMS</td>
<td>58 (95.1)</td>
<td>171 (67.1)</td>
<td>24 (27)</td>
<td>253 (62.3)</td>
</tr>
<tr>
<td>Social media</td>
<td>45 (73.8)</td>
<td>62 (24.3)</td>
<td>3 (3.4)</td>
<td>110 (27.1)</td>
</tr>
<tr>
<td>Route planning and navigation</td>
<td>51 (83.6)</td>
<td>125 (49)</td>
<td>13 (14.6)</td>
<td>189 (46.6)</td>
</tr>
<tr>
<td>Medical or health apps</td>
<td>18 (29.5)</td>
<td>33 (12.9)</td>
<td>6 (6.7)</td>
<td>57 (14)</td>
</tr>
<tr>
<td>Photography and photo use</td>
<td>54 (88.5)</td>
<td>162 (63.5)</td>
<td>27 (30.3)</td>
<td>243 (59.9)</td>
</tr>
<tr>
<td>Listening to music</td>
<td>43 (70.5)</td>
<td>61 (23.9)</td>
<td>1 (1.1)</td>
<td>105 (25.9)</td>
</tr>
<tr>
<td>Watching movies and series</td>
<td>29 (47.5)</td>
<td>20 (7.8)</td>
<td>2 (2.2)</td>
<td>51 (12.6)</td>
</tr>
<tr>
<td>Web browsing</td>
<td>53 (86.9)</td>
<td>121 (47.5)</td>
<td>11 (12.4)</td>
<td>185 (45.6)</td>
</tr>
<tr>
<td>Games</td>
<td>25 (41)</td>
<td>39 (15.3)</td>
<td>6 (6.7)</td>
<td>70 (17.2)</td>
</tr>
<tr>
<td>None or not applicable</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (4.5)</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1.6)</td>
<td>4 (1.6)</td>
<td>1 (1.1)</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td>Total</td>
<td>61 (100)</td>
<td>255 (100)</td>
<td>89 (100)</td>
<td>406 (100)</td>
</tr>
<tr>
<td><strong>Use of apps related to health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12 (20)</td>
<td>30 (12.8)</td>
<td>3 (4)</td>
<td>45 (12.2)</td>
</tr>
<tr>
<td>No</td>
<td>45 (75)</td>
<td>202 (86.3)</td>
<td>68 (90.7)</td>
<td>315 (85.4)</td>
</tr>
<tr>
<td>Not known or not applicable</td>
<td>3 (5)</td>
<td>2 (0.9)</td>
<td>4 (5.3)</td>
<td>9 (2.4)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (100)</td>
<td>234 (100)</td>
<td>75 (100)</td>
<td>369 (100)</td>
</tr>
</tbody>
</table>

*aIncludes questionnaire responses without information on the age group provided, which are therefore only counted in the Total column.

*bMultiple answers were possible, and the percentage refers to the respective total.
Use of ICTs by the Participants

Table 4 summarizes the participants’ use of and attitudes toward ICTs used in medicine, sorted by age group. Merely 30% (112/373) of the participants thought it was useful to introduce web-based or video consultations. Almost as many participants (100/373, 26.8%) indicated that they did not know. Again, there were significant differences by age group, as shown in Table 4 ($P<.001$): 74.2% (276/372) of the participants considered electronic health records to be useful, with a statistically significant difference by age group ($P=.001$). Only 1.7% (6/350) of the participants would mostly trust an app to make a correct decision, 48.3% (169/350) would trust a physician, 22.6% (79/350) would trust none of the options, and 27.4% (96/350) did not know. The main disadvantages identified for video consultations were the lack of personal contact (225/406, 55.4%) and the absence of physical examination (264/406, 65%). Many participants stated that they would never take advantage of a video consultation (130/342, 38%). Only 5% (17/342) stated that they would use a video consultation as often as possible. A statistically significant difference by age group ($P=.01$), with older adults least wanting to take advantage of video consultations, was also observed for this aspect. Many participants (176/355, 49.6%) did not believe that the use of a fitness device could improve or enhance their health, whereas 26.8% (95/355) did not know. A significant difference among the age groups was found, with $P<.001$. 


<table>
<thead>
<tr>
<th>Question</th>
<th>Age 18 to 40 years (n=61), n (%)</th>
<th>Age 41 to 70 years (n=255), n (%)</th>
<th>Age ≥71 years (n=89), n (%)</th>
<th>Total*, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Do you think it would be useful to introduce web-based consultations?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>28 (46.7)</td>
<td>74 (31.6)</td>
<td>10 (12.7)</td>
<td>112 (30)</td>
</tr>
<tr>
<td>No</td>
<td>20 (33.3)</td>
<td>99 (42.3)</td>
<td>42 (53.2)</td>
<td>161 (43.2)</td>
</tr>
<tr>
<td>Not known</td>
<td>12 (20)</td>
<td>61 (26.1)</td>
<td>27 (34.2)</td>
<td>100 (26.8)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (100)</td>
<td>234 (100)</td>
<td>79 (100)</td>
<td>373 (100)</td>
</tr>
<tr>
<td><strong>Do you consider an electronic health record to be basically useful?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>51 (85)</td>
<td>181 (77)</td>
<td>44 (57.1)</td>
<td>276 (74.2)</td>
</tr>
<tr>
<td>No</td>
<td>5 (8.3)</td>
<td>20 (8.5)</td>
<td>16 (20.8)</td>
<td>41 (11)</td>
</tr>
<tr>
<td>Not known</td>
<td>4 (6.7)</td>
<td>34 (14.5)</td>
<td>17 (22.1)</td>
<td>55 (14.8)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (100)</td>
<td>235 (100)</td>
<td>77 (100)</td>
<td>372 (100)</td>
</tr>
<tr>
<td><strong>Do you trust...to make a correct diagnosis?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An app</td>
<td>4 (6.8)</td>
<td>0 (0)</td>
<td>2 (3)</td>
<td>6 (1.7)</td>
</tr>
<tr>
<td>A physician (on the web)</td>
<td>27 (45.8)</td>
<td>120 (53.3)</td>
<td>22 (33.3)</td>
<td>169 (48.3)</td>
</tr>
<tr>
<td>None</td>
<td>10 (16.9)</td>
<td>48 (21.3)</td>
<td>21 (31.8)</td>
<td>79 (22.6)</td>
</tr>
<tr>
<td>Not known</td>
<td>18 (30.5)</td>
<td>57 (25.3)</td>
<td>21 (31.8)</td>
<td>96 (27.4)</td>
</tr>
<tr>
<td>Total</td>
<td>59 (100)</td>
<td>225 (100)</td>
<td>66 (100)</td>
<td>350 (100)</td>
</tr>
<tr>
<td><strong>Do you see disadvantages of a video consultation with a telemedicine provider?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No disadvantages</td>
<td>4 (6.6)</td>
<td>12 (4.7)</td>
<td>4 (4.5)</td>
<td>20 (4.9)</td>
</tr>
<tr>
<td>Lack of personal contact</td>
<td>33 (54.1)</td>
<td>147 (57.6)</td>
<td>45 (50.6)</td>
<td>225 (55.4)</td>
</tr>
<tr>
<td>No physical examination</td>
<td>47 (77)</td>
<td>176 (69)</td>
<td>41 (46.1)</td>
<td>264 (65)</td>
</tr>
<tr>
<td>Physician unknown or anonymous</td>
<td>22 (36.1)</td>
<td>90 (35.3)</td>
<td>19 (21.3)</td>
<td>131 (32.3)</td>
</tr>
<tr>
<td>Lack of confidence in the competence of the physician</td>
<td>20 (32.8)</td>
<td>74 (29)</td>
<td>11 (12.4)</td>
<td>105 (25.9)</td>
</tr>
<tr>
<td>No prescription of medication possible</td>
<td>26 (42.6)</td>
<td>89 (34.9)</td>
<td>24 (27)</td>
<td>139 (34.2)</td>
</tr>
<tr>
<td>Unsecure internet connection</td>
<td>31 (50.8)</td>
<td>105 (41.2)</td>
<td>14 (15.7)</td>
<td>150 (36.9)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1.6)</td>
<td>2 (0.8)</td>
<td>1 (1.1)</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Total</td>
<td>61 (100)</td>
<td>255 (100)</td>
<td>89 (100)</td>
<td>406 (100)</td>
</tr>
<tr>
<td><strong>Would you take advantage of a video consultation in medical care?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>As often as possible</td>
<td>7 (11.9)</td>
<td>9 (4.1)</td>
<td>1 (1.6)</td>
<td>17 (5)</td>
</tr>
<tr>
<td>Frequently</td>
<td>8 (13.6)</td>
<td>28 (12.6)</td>
<td>3 (4.9)</td>
<td>39 (11.4)</td>
</tr>
<tr>
<td>Rather rarely</td>
<td>17 (28.8)</td>
<td>67 (30.2)</td>
<td>12 (19.7)</td>
<td>96 (28.1)</td>
</tr>
<tr>
<td>Not at all</td>
<td>20 (33.9)</td>
<td>83 (37.4)</td>
<td>27 (44.3)</td>
<td>130 (38)</td>
</tr>
<tr>
<td>Not known</td>
<td>7 (11.9)</td>
<td>35 (15.8)</td>
<td>18 (29.5)</td>
<td>60 (17.5)</td>
</tr>
<tr>
<td>Total</td>
<td>59 (100)</td>
<td>222 (100)</td>
<td>61 (100)</td>
<td>342 (100)</td>
</tr>
<tr>
<td><strong>Would the use of a fitness bracelet or a smartwatch improve or enhance your health?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, very much</td>
<td>9 (15.5)</td>
<td>7 (3.1)</td>
<td>1 (1.5)</td>
<td>17 (4.8)</td>
</tr>
<tr>
<td>Yes, a little bit</td>
<td>13 (22.4)</td>
<td>46 (20.1)</td>
<td>8 (11.8)</td>
<td>67 (18.9)</td>
</tr>
<tr>
<td>No</td>
<td>24 (41.4)</td>
<td>117 (51.1)</td>
<td>35 (51.5)</td>
<td>176 (49.6)</td>
</tr>
<tr>
<td>Not known</td>
<td>12 (20.7)</td>
<td>59 (25.8)</td>
<td>24 (35.3)</td>
<td>95 (26.8)</td>
</tr>
<tr>
<td>Total</td>
<td>58 (100)</td>
<td>229 (100)</td>
<td>68 (100)</td>
<td>355 (100)</td>
</tr>
</tbody>
</table>
Use and Perceived Usefulness of Medical and Health Apps

Table 5 shows the assessment of use behavior and the perceived usefulness of medical and health apps. Only between 46.1% (187/406) and 49% (199/406) of the participants answered the questions in this section. Approximately half of all respondents rated the usefulness of various apps positively, including apps for medication (110/195, 56.4%), monitoring of vital signs (97/199, 48.7%), web-based appointments (111/189, 58.7%), exchanges with health insurance companies (91/187, 48.7%), and fitness (77/196, 39.3%). However, 19.4% (38/196) of the participants were already using such an app. Again, there were differences among the age groups. Very few participants in the older adult age group were able to answer the questions in this section.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Age 18 to 40 years (n=61), n (%)</th>
<th>Age 41 to 70 years (n=255), n (%)</th>
<th>Age ≥71 years (n=89), n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication app (eg, reminders or insulin scheme)</td>
<td>Finding it useful</td>
<td>34 (82.9)</td>
<td>67 (52.8)</td>
<td>9 (33.3)</td>
</tr>
<tr>
<td></td>
<td>Using it</td>
<td>2 (4.9)</td>
<td>17 (13.4)</td>
<td>4 (14.8)</td>
</tr>
<tr>
<td></td>
<td>Not useful</td>
<td>5 (12.2)</td>
<td>43 (33.9)</td>
<td>14 (51.9)</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>41 (100)</td>
<td>127 (100)</td>
<td>27 (100)</td>
</tr>
<tr>
<td>App for monitoring of vital signs (eg, pulse or blood sugar)</td>
<td>Finding it useful</td>
<td>32 (72.7)</td>
<td>57 (43.5)</td>
<td>8 (33.3)</td>
</tr>
<tr>
<td></td>
<td>Using it</td>
<td>3 (6.8)</td>
<td>20 (15.3)</td>
<td>5 (20.8)</td>
</tr>
<tr>
<td></td>
<td>Not useful</td>
<td>9 (20.5)</td>
<td>54 (41.2)</td>
<td>11 (45.8)</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>44 (100)</td>
<td>131 (100)</td>
<td>24 (100)</td>
</tr>
<tr>
<td>Web-based appointment allocation and coordination app</td>
<td>Finding it useful</td>
<td>30 (71.4)</td>
<td>71 (56.8)</td>
<td>10 (45.5)</td>
</tr>
<tr>
<td></td>
<td>Using it</td>
<td>6 (14.3)</td>
<td>21 (16.8)</td>
<td>3 (13.6)</td>
</tr>
<tr>
<td></td>
<td>Not useful</td>
<td>6 (14.3)</td>
<td>33 (26.4)</td>
<td>9 (40.9)</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>42 (100)</td>
<td>125 (100)</td>
<td>22 (100)</td>
</tr>
<tr>
<td>App of the health insurance company with access to information such as patient data, findings, and vaccination status</td>
<td>Finding it useful</td>
<td>31 (70.5)</td>
<td>50 (42)</td>
<td>10 (41.7)</td>
</tr>
<tr>
<td></td>
<td>Using it</td>
<td>4 (9.1)</td>
<td>16 (13.4)</td>
<td>4 (16.7)</td>
</tr>
<tr>
<td></td>
<td>Not useful</td>
<td>9 (20.5)</td>
<td>53 (44.5)</td>
<td>10 (41.7)</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>44 (100)</td>
<td>119 (100)</td>
<td>24 (100)</td>
</tr>
<tr>
<td>Fitness app for recording physical activity</td>
<td>Finding it useful</td>
<td>26 (57.8)</td>
<td>48 (36.9)</td>
<td>3 (14.3)</td>
</tr>
<tr>
<td></td>
<td>Using it</td>
<td>9 (20)</td>
<td>23 (17.7)</td>
<td>6 (28.6)</td>
</tr>
<tr>
<td></td>
<td>Not useful</td>
<td>10 (22.2)</td>
<td>59 (45.4)</td>
<td>12 (57.1)</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>45 (100)</td>
<td>130 (100)</td>
<td>21 (100)</td>
</tr>
</tbody>
</table>

Analysis by Education Status Obtained

We analyzed differences in results according to academic degree (Tables S2-S5 in Multimedia Appendix 2). There was a significant difference by academic degree in the percentage of patients searching on the web for information about their current illness (Table S2 in Multimedia Appendix 2). Although 60.3% (73/121) of the patients with an academic degree had searched for information regarding their illness before the hospital visit, only 41.7% (100/240) of the patients with another degree or no degree had done so (P=.01). There were also significant differences in the perception of electronic health records as useful (P=.01) and in trust in an app, a physician, or none of the options to make a correct diagnosis (P=.01). A total of 65% (47/72) of the participants with an academic degree perceived a web-based appointment allocation tool to be useful (compared with 63/110, 57.3% of the participants with no degree), and 21% (15/72) were already using such an app (compared with only 14/110, 12.7% of the participants with another degree or no degree; P=.03; Table S5 in Multimedia Appendix 2).
Discussion

Principal Findings

In a cohort of 406 patients from the outpatient department of a tertiary academic referral center in Germany, we found significant differences in the use and perception of digital health technologies depending on the age and educational status of the patients. Older patients and patients with a lower education status lack access to broadband internet and knowledge of and access to smartphone use; these populations have a lower level of eHL.

The aim of this trial was not an in-depth analysis of use and acceptance models of modern ICTs but rather to obtain a status quo of the actual use and perception of modern eHealth and mHealth technologies in a representative cohort of surgical patients in Germany in the pre–COVID-19 era.

Overall, the older the participants were, the more frequently they had regular contact with physicians and were hospitalized. Unfortunately, fewer people of older age answered the questions. We suspect that many of these people did not understand the specific topic or could not answer the questions. However, the older the patients were, the less frequently they searched for information on the internet about illness in general or their own illnesses specifically and the less ready they were to use ICTs with regard to their health [21-24]. This finding is in line with previous data reporting that information technology (IT) use and IT use for health are more common and better accepted by younger people [25]. This indicates a clear difficulty faced by older people with regard to their involvement in health decisions if up-to-date health information on the internet is accessible [26]. Six access points for seeking health information have been classified: (1) interpersonal sources, (2) traditional mass media, (3) traditional and modern internet sources, (4) Web 2.0 sources, (5) libraries, and (6) government agencies or social services [27]. Which of these access points people use depends not only on the design and accessibility of the source itself but also on the users [27].

The older the participants in our study were, the less likely they were to have learned how to use smartphones and computers themselves and the more they relied on external help. This is closely related to the digital literacy paradox described in the literature: competencies for using ICTs can be learned only by using ICTs. However, older people often do not have full access to ICTs and continue to have poor digital literacy skills [28]. This is consistent with the results of our study, which revealed that only a minority of the older adults reported owning smartphones and <50% of them (38/81, 47%) had access to broadband connections at home. However, it was not only older people who showed a limited understanding of ICTs in our study. For example, 12.4% (41/330) of the participants said they did not know which operating system their smartphones had. In 2020, the European Union Memorandum on Lifelong Learning explicitly included IT skills among the new basic skills that all individuals need [29]. This underscores the danger of people being excluded from a large area of (social) life owing to a lower level of competence in this area [30].

A recent trial found that low HL was related to limited functional HL, low socioeconomic status, and frequent visits to physicians [31]. These findings indicate a strong need for HL education services across all age groups.

Other findings of this study were that the participants were partially unaware of the possibility of ICTs and the participants’ confidence in the usefulness of medical and health apps was low. It is also noticeable that not all participants answered these questions. This indicates that this technology is rarely used. Presumably, this also has an impact on trust in it. However, many of the participants also stated that they were unable to make a statement in this regard, and only 48.3% (169/350) of all respondents believed that a physician could make a correct diagnosis on the web. Certainly, occasions exist in which a face-to-face consultation is essential. However, many of the drawbacks cited by the participants were unfounded [22-24,32]. These findings have been further reinforced in the context of the increase in telemedicine during the COVID-19 pandemic [33].

Considering that 58.9% (229/389) of the participants had a chronic illness, the low number of people using medical and health apps is surprising. Current data show positive results when medical and health apps are used by patients with chronic diseases. However, for some apps, no evidence of a benefit exists [34]. Regardless of whether they are used for chronic disease management, medical and health apps can confer benefits [35]. The literature shows that the use of medical and health apps can have positive consequences but that their use must always be critically questioned. There are 4 factors playing a significant role as direct determinants of user acceptance and use behavior: performance expectancy, effort expectancy, social influence, and facilitating conditions.

Relationally, it is important to consider that the use of ICTs also poses dangers that users should be aware of to protect themselves. Younger participants used new technologies in private and health care settings more often and evaluated the benefits more positively than older participants. In general, younger people are more positive about health information from the internet than older people [36]. Nevertheless, many young adults in our study reported concerns about data security when using ICTs. These concerns are entirely justified. The ICT market for health care is currently opaque. ICTs often use sensitive data for other purposes [37]. Therefore, it is more worrying that the participants in the other age groups indicated significantly lower concerns in this regard. The study also showed that, in general, people with a higher education status were more informed, were more open, and used modern ICTs more frequently than people with a lower education status. This finding highlights the fact that the digital divide is related not only to the age group to which patients belong but also to other socioeconomic aspects such as educational status [38].

However, educating patients regarding eHL alone is not sufficient to improve the quality of care. Health care professionals must also be trained to provide meaningful information and guidance to patients. Currently, eHL among physicians is limited [39]. Therefore, it is necessary to pursue an approach that enables education for the entirety of society...
It is of utmost importance to focus on the digital divide among different age and socioeconomic groups in the design and implementation of new digital technologies [41].

Limitations

In some ways, this paper is anachronistic, reflecting results regularly reported 10 to 20 years ago for other countries or for industries other than health care. The reason for this is that remote medical consultations were not permitted in Germany until 2018. Another limitation of this study from the current perspective is the timing of the survey before the COVID-19 pandemic. The pandemic has led to considerable changes in health care, especially regarding the use of telemedicine [42] as well as the use of apps for contact tracing [43] and self-reported symptom tracking [44]. The COVID-19 pandemic has changed people’s views; in a recent study of patients of urology in Germany, 85% wanted a videoconference teleconsultation rather than a face-to-face consultation [45]. However, the potential impact on eHL requires further investigation. The pandemic may also have had an impact on the digital divide as many individuals have experienced pay cuts or job losses because of the pandemic [46].

However, the pandemic has also highlighted the critical importance of the study described in this paper. For the routine care of patients, ICTs have been widely used and implemented during the COVID-19 crisis [47]. Good HL is the foundation for understanding the risk factors and consequences of contagion during the COVID-19 pandemic [48]. Thus, the pandemic can hopefully become the driving force for much-needed improvements in eHL that can support digital equity.

In our opinion, nonresponse bias does not threaten the validity of the findings of this study. It is likely that the results would be even more pronounced as people with limited eHL mostly refused to participate and did not answer the questions. This was randomly confirmed by routinely questioning patients who decided not to participate about their reasons.

We did not use validated instruments or methods for user technology acceptance in this work, such as the unified theory of acceptance and use of technology model, as our focus was not on a thorough technology acceptance investigation but rather on obtaining a general status quo of use, attitudes, and behavior of surgical patients in terms of new digital health technologies. However, recently, much work has been done regarding digitization and digital health technology in Germany, which we will use to design future trials [49-51]. For further studies, it would be recommended to use additional validated instruments.

Conclusions

The data from our study indicate that there is a need for education across all age groups regarding the opportunities and risks of using ICTs in health care. Regarding eHL, it is important that educational programs build participants’ knowledge in the areas of computers and smartphones, health, and science. The increase in the importance of ICTs can promote participative decisions in health care, enabling patients to influence their illnesses and drive prevention via active self-management. However, critical to the provision of such health care is the training and equipping of all patients, especially older patients, to enable them to safely use ICTs.

With respect to medical and health apps focused on the self-management of chronic conditions, app developers should be mandated to use data-based evidence to increase the safety and usefulness of the apps. Further research should address patient needs that must be met for patients to be able to actively use health-related ICTs. In addition, it is crucial to investigate how trust in the use of ICTs in the health care setting can be increased [52,53].
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Abstract

Background: Mobile health apps can support the self-management of pediatric asthma. Previous studies on mobile apps for children aged >7 years with asthma are limited, and most reports on asthma apps do not consider interactions between the children and their caregivers. Therefore, we developed an asthma app for children aged 0-12 years and their caregivers based on the results of our previous study regarding user needs.

Objective: The aim of this study was to evaluate the feasibility of a developed mobile app for children with asthma and their caregivers and to modify and complete the app according to the feasibility results.

Methods: We recruited children diagnosed with persistent asthma by an allergy specialist at 2 children’s hospitals, 1 university hospital, 2 general hospitals, and 1 pediatric clinic. Thereafter, the app usage was assessed, and questionnaires were administered. This study used convergent mixed methods, including providing user feedback about the pediatric asthma app, completing questionnaire surveys regarding preferences, and obtaining quantitative data about app usage. Quantitative data were analyzed based on the ratings provided for the app features used by the participants, and the usage of the app features was analyzed using descriptive statistics. Qualitative data were analyzed via a descriptive qualitative research analysis and were used to identify codes from the content-characteristic words.

Results: In total, 30 pairs of children aged 2-12 years and their caregivers responded to the 3-month survey, and 20 pairs of children aged 4-12 years and their caregivers responded to the 6-month survey. In the 3- and 6-month surveys, “record” was the most commonly used feature by both caregivers and children. The average access logs per month among the 20 pairs ranged from 50 to 79 in the 6-month survey. The number of access logs decreased over time. In the qualitative results, app utilization difficulties were identified for 6 categories: record, preparing, alert settings, change settings, mobile phone owner, and display and motivation. Regarding app feasibility, 60% (12/20) of the caregivers strongly agreed or agreed for all evaluation items, while 63% (7/11) of the children strongly agreed or agreed for 6 items, excluding satisfaction. In the qualitative results, feasibility evaluation of the app was classified into 3 categories: high feasibility of the app, improvement points for the app, and personal factors preventing app utilization. Based on the results of the feasibility analysis, the final version of the app was modified and completed.
Conclusions: The app feasibility among children with asthma and their caregivers was generally good. Children aged 7-12 years used elements such as record, quiz, and manga. This app can support the continuous self-management of pediatric asthma. However, efforts must be taken to maintain and improve the app quality.

Trial Registration: UMIN Clinical Trials Registry UMIN000039058; https://tinyurl.com/3na9zyf8

(JMIR Form Res 2022;6(5):e34509) doi:10.2196/34509
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Introduction

Background

Mobile health (mHealth) apps can support the self-management of chronic diseases, including medication use. Based on a previous review of digital health interventions for children with asthma, the implementation of such interventions may provide opportunity to improve treatment adherence and asthma control [1,2]. Digital health interventions for children with asthma include technologies that are useful for tracking asthma symptoms and medications, setting drug reminders, improving inhaler use techniques, providing asthma education, and using electronic monitoring devices, speech recognition calls, text messaging, mobile apps, and interactive websites [1].

mHealth apps for asthma generally target adult patients, and only few consider pediatric patients. Several mHealth asthma apps for children are intended for caregivers or adolescents who have their own smartphones. A systematic review of digital asthma self-management interventions was performed in the 2000s, and the interventions were commonly implemented among children aged 7-17 years [2,3] and their caregivers [4]. Since children aged >12 years usually have their own smartphones, previous studies on pediatric asthma apps usually included this age group [5,6]. Although digital self-management programs are available for children with asthma and their caregivers, only few studies have investigated the efficacy of these mobile apps.

Given the promising evidence of digital interventions for pediatric asthma, practitioners should support the use of evidence-based behavioral strategies to improve asthma management and health outcomes by recommending digital technologies and providing asthma education [2]. The features of asthma apps include asthma education material, symptom forecast, asthma action plan, telemedicine, local specialist connection, management during an emergency, symptom monitoring, airborne trigger identification, and clinic notifications [7]. The features of mHealth asthma apps are classified into 7 categories, that is, inform, instruct, record, display, guide, remind/alert, and communicate [8]. The most commonly used behavioral change techniques in asthma management apps are instruction, behavior-health association, self-monitoring, feedback, teach to use prompts/cues, consequences, and others’ approval [9]. An app can determine the asthma phenotype in children using the asthma control test by monitoring activity, sleep, peak expiratory flow, and indoor air quality [10,11].

Overall, there are only few apps that can be independently used for self-management by both children with asthma who are aged 7-12 years and 4-6 years and their caregivers. Most studies on asthma apps did not consider interactions between children and caregivers. Furthermore, previous studies on mobile apps associated with asthma self-management among children aged 7-12 years are limited. Therefore, we developed and improved a mobile asthma app for children and their caregivers based on the results of our previous survey [12], which assessed interactions between children and their caregivers. The proposed beneficial features of our app were identified under 6 themes: asthma knowledge, elements for continuous use, universal design, notification, monitoring, and functions [12].

Development of a Mobile Asthma App for Children and Caregivers

We developed the prototype of a mobile asthma app for children and caregivers based on an individualized program using a touch-screen computer that we had developed [13]. The social cognitive theory [14] and tailoring [15] were used to develop a new mobile pediatric asthma app, which comprised a combination of asthma knowledge, behavioral change, and target behaviors and theory applications. The 3 main goals of this app are to (1) increase caregivers’ feelings of self-efficacy in asthma management, (2) improve asthma knowledge, and (3) facilitate continuous self-management behavior of controlling asthma symptoms.

We improved and remade the prototype mobile asthma app for children and their caregivers based on the results of our previous survey [12]. In particular, the screen design of the app was changed to make it more user-friendly. The contents of self-monitoring of medication and symptoms were modified to separately classify medications and symptoms. In addition, a screen was added on the top page to motivate children to continue recording their medication behavior, that is, one can see an egg growing after the continuous use of medications, and animals are born after breaking out from the eggs. By maintaining a record of the medications, the egg cracks in 10 days, the animal inside it becomes slightly visible in 45 days, and finally, the egg hatches in 3 months. After the egg hatches, a new egg appears (Figure 1). Each egg has 6 animal characters, regardless of the gender of the child. Each time an egg hatches a character, a new egg appears.
Figure 1. Examples of the different screens in the developed mobile asthma app for children and their caregivers. Examples of the screens commonly used by children aged <7 years and 7-12 years: (A) motivation screen and self-monitoring input of medications; the egg on the top panel grows after the continuous use of medications, and animals are born by breaking out from the eggs, (B) detailed calendar for self-monitoring, (C) tailored message display, and (D) asthma action plan for asthma exacerbation and disaster.

This app was established for infants and toddlers (aged 0-6 years) and school-age children (aged 7-9 years and 10-12 years) according to their developmental stages. The common contents of the pediatric asthma app for children aged 0-12 years and their caregivers were self-monitoring of the medications and symptoms, preparing for asthma exacerbation and disasters, asthma action plan, and tailored feedback according to the Japanese pediatric asthma control test. Not only caregivers but also children could use the app based on their developmental stages. The common functions of the app for children aged 0-12 years and their caregivers were medication alert, app input alert, and notification of the results in the pediatric asthma control test (Figure 2). The individualized feedback messages based on the medication usage status were regularly displayed for the caregivers.
Figure 2. Examples of the different screens in the developed mobile child asthma app for children and their caregivers. Examples of the screens used by children aged <7 years and 7-12 years: (A) settings on the screen showing medication alert function, (B) screen for asthma knowledge and notification of the results in the pediatric asthma control test, (C) screen for asthma knowledge for children aged <7 years and caregivers, and (D) manga, a Japanese-style comic, for asthma knowledge for children aged 7-12 years and their caregivers.

The contents of the asthma app for children aged 0-6 years and their caregivers focused on asthma knowledge (via a pictorial book about asthma clinical condition, causal factors, and complicating factors; quiz). These contents were mainly for caregivers, but the pictorial book could be completed by the child and the caregiver together (Figure 2). The pictorial book not only provides asthma knowledge but also promotes interaction between the child and the caregiver.

The contents of this app for children aged 7-12 years and their caregivers consisted of asthma knowledge (via manga, a Japanese-style comic, regarding asthma, medication, exercise-induced asthma, and stress management; quiz) and individualized feedback according to the status of medication usage. The difference in the app contents between children aged 7-9 years and 10-12 years was the use of “kanji,” a Japanese writing system that uses Chinese characters. Further, the app contents used manga, making the process of learning about asthma knowledge and management fun for children (Figure 2). Additionally, individualized feedback messages based on the medication usage status were regularly displayed for children and caregivers.

Aim of This Study
Developing an evidence-based smartphone app requires conceptualization (understanding users’ needs and making decisions according to a theoretical basis) and pretesting feasibility and usability before efficacy evaluation [16,17]. To improve feasibility, we need to evaluate the performance of an app by allowing target populations to regularly use it. Therefore, this study aimed to evaluate the feasibility of a developed mobile app for children with asthma and their caregivers and to modify and complete the app according to the evaluation results. Evaluating the app’s feasibility can help improve the usage of mobile asthma apps among children and their caregivers. In addition, the mobile asthma app development must be completed by meeting the needs of the children and their caregivers.

Methods
Study Design
We used the convergent mixed methods design that included providing user feedbacks in a corrected pediatric asthma app, completing questionnaire surveys about preferences, and obtaining quantitative data about app usage. This study collected both qualitative and quantitative data, integrated both data, and derived interpretation from the combined strengths of both data. Compared with the use of 1 type of data, the integration of qualitative and quantitative data can provide a better understanding of the research subject. Therefore, this study design was selected because it was useful in evaluating the feasibility of the app.

Recruitment
We recruited children aged 0-12 years who were diagnosed with persistent asthma by an allergy specialist at 2 children’s hospitals, 1 university hospital, 2 general hospitals, and 1 pediatric clinic. The details of persistent asthma, such as severity and treatment regimen and duration, were not considered. Considering the emphasis on the continuous use of the app for long-term medicine management, this study participants
included children with persistent asthma, regardless of its severity. In Japan, children with asthma regularly visit hospitals or clinics based on the disease severity and complications of other allergic diseases. The target populations of this app are children with asthma and their caregivers, regardless of the hospital type they visit or the disease severity. Therefore, by recruiting children who visit various hospital types, the practicality of the app could be evaluated in a wide range of participants. Participants who were not eligible for this study owing to their mental and physical conditions based on the physician’s discretion were excluded. Purposive sampling, which can gather information-rich cases that manifest the phenomenon under investigation, was performed. Participants who met the inclusion criteria were selected based on data from the electronic medical records.

In this mixed methods study, we needed to consider the sample size options in both the quantitative and qualitative study stages. Our sample size options weighted the qualitative data to be equal to those of the quantitative data. The sample size was guided in line with consensus guidance [18]. For trade-offs between the breadth and depth of qualitative research, at least 30-60 participants is needed [19], given that less depth from a large number of people can be especially helpful in exploring a phenomenon and documenting diversity or understanding variation [18]. Therefore, researchers approached the caregivers of children with asthma who regularly visited the outpatient clinics. In total, 36 caregivers who met the inclusion criteria were contacted. The caregivers and children with asthma provided consent during the outpatient visit.

Data Collection
We contacted 36 pairs of children with asthma and caregivers, of whom 34 agreed to participate in this study. Of the 36 caregivers who contacted us, only 1 caregiver of a child in the age group of 6-12 years did not participate because consent was not obtained. The other caregiver of a child in the age group of 0-6 years had difficulties in visiting the hospital regularly owing to moving to a different residence. The participants downloaded and used the pediatric asthma app for 6 months at home after providing consent. All participants answered the web-based questionnaire survey at 3 and 6 months from study registration. For children aged 0-6 years, only the caregivers answered the questionnaire, while both children aged 7-12 years and their caregivers answered the questionnaire. This study period was from June 2020 to March 2021. Data about the demographic characteristics of the participants, such as age, sex, age at asthma onset, and relationship with caregivers, were collected.

Quantitative Data
Caregivers and children aged 7-12 years responded to the 3- and 6-month web-based survey questionnaires. After 3 and 6 months since app download, the app displayed an access link to the web-based questionnaire. After 6 months, we collected data about the number of access logs and the usage frequency of each feature (diary, asthma symptom control test, asthma knowledge: manga and quiz, preparing for asthma exacerbation, including asthma action plan, preparing for disaster, medication alert, and app input alert). The 3-month survey aimed to identify the usage frequency of the app features (diary, asthma symptom control test, asthma knowledge: manga and quiz, preparing for asthma exacerbation including asthma action plan, preparing for disaster, medication alert, and app input alert). Meanwhile, the 6-month survey collected data about the usage frequency of the app features, most commonly used app features, and app features that have never been used. To evaluate the specific elements of the app, we created a 7-item questionnaire according to the feasibility assessment using the 10-statement System Usability Scale by Brooke [20]. The participants rated feasibility on a 5-point scale for usability, benefit, satisfaction, continuous availability, intention of behavior, universal design, and view of tailored messages (1 [very bad] to 5 [very good]).

Qualitative Data
After 3 months, the caregivers and children aged 7-12 years described the following 2 viewpoints in the web-based survey questionnaires: (1) barriers for the continuous use of the app and (2) facilitators for promoting the continuous use of the app. Additional demographic information such as age at asthma onset and treatment duration was collected. After 6 months, the caregivers and children aged 7-12 years provided their views about their impressions of the app. The 3- and 6-month web-based surveys were mainly used to identify the portion of the app that required final modifications and the proposed beneficial features of the app.

Data Analysis

Quantitative Analysis
The questionnaire on the feasibility rating of the app features used and the usage frequency of the app features were analyzed using descriptive statistics. The number of access logs was summarized as the number of logs for each feature. Equivalence of demographic and medical information was compared using Fisher exact test at 3-month and 6-month time points. All statistical data were analyzed using the R software, version 3.6.1(R Foundation).

Qualitative Analysis
Qualitative data were transcribed verbatim in Japanese. A descriptive qualitative research analysis was performed to identify codes, subcategories, and categories from the qualitative data. Moreover, these data were analyzed in 2 phases: (1) becoming familiar with the collected data and (2) generating the codes and collating similar data for each code. Research members included 2 pediatric nurses (MI and MN) and 3 pediatricians who specialize in allergies (YM, KY, and MN). After the initial coding of each transcript, the researchers discussed and identified the categories and subcategories.

Integration
Quantitative and qualitative data were integrated, and a joint display was created.

Ethics Consideration
This study was approved by the ethics committee for the Research of Social Medicine in the National Center for Child Health and Development (2019-103), the university ethics committee for studies involving human subjects, and the ethics committees for research involving human subjects in the 2
general hospitals. Participants who met the inclusion criteria and their caregivers were provided verbal and written information about the aim, significance, and methods of this study. Moreover, they were informed about their rights as voluntary participants, including study withdrawal, data anonymity, protection of confidential information, handling and disposal of data, and possibility of study publication. Participants aged 7-12 years provided written informed assent, and the caregivers of all the participants gave written consent.

**Results**

**Characteristics of the Participants**

Table 1 shows the characteristics of the participants. Of the 34 pairs enrolled in this study, 30 responded to the 3-month survey. Of those who responded to the 3-month survey, the average age of the children (16 boys and 14 girls) was 7.2 years and that of the parents was 42.4 years (27 mothers and 3 fathers). The average age of the infants and toddlers was 4.8 years and that of the school-age children was 8.9 years.

In total, 20 pairs responded to the 6-month survey; the average age of the children (12 boys and 8 girls) was 7.2 years and that of the parents was 41.9 years (17 mothers and 3 fathers). The average age of the infants and toddlers was 5 years and that of the school-age children was 9 years.

Of the 10 pairs that were lost during follow-up, 7 children were in the developmental stage of 7-12 years; these 10 pairs consisted of 6 girls and 4 boys, and all the caregivers were the children’s mothers. In the therapeutic regimen, 3 children used inhaled corticosteroids, 3 used leukotriene receptor antagonists, and 4 used inhaled corticosteroids+leukotriene receptor antagonists. Developmental stage, sex, therapeutic regimen, and caregivers’ relationship were not significantly different between the populations at the time points of 3 and 6 months.

**Table 1.** Characteristics of the participants who responded to the 3-month and 6-month surveys.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>3-month survey: 30 pairs (n)</th>
<th>6-month survey: 20 pairs (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Children</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Developmental stage (age)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-6 years</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>7-12 years</td>
<td>18</td>
<td>11</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boys</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>Girls</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td><strong>Therapeutic regimen</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inhaled corticosteroids</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Leukotriene receptor antagonists</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Inhaled corticosteroids+leukotriene receptor antagonists</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td><strong>Caregivers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relationship to the children</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mothers</td>
<td>27</td>
<td>17</td>
</tr>
<tr>
<td>Fathers</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

**App Usage Status and the Main Codes in the 3-Month Survey**

Table 2 shows the children and caregivers’ app usage status and the main codes in the 3-month survey. The most commonly used app features by the caregivers and children were “record,” that is, calendar/diary and asthma control check; the children most frequently utilized record. The total number of record access logs was 5153. The average access logs per month by the 30 pairs ranged from 45 to 69. About 61% (11/18) of the children used asthma manga. The usage rate of the asthma picture book among toddlers (n=12) and their caregivers was 25% (6/30). The app usage rate of preparing for asthma exacerbation and disaster was 27% (8/30) and 23% (7/30), respectively, and the lowest usage rate among children was 6% (1/18).

In the qualitative analysis results, difficulty in using the app contents was identified in 6 categories and 9 subcategories from 27 codes. These 6 categories were record, preparing, alert settings, change settings, mobile phone owner, and display and motivation. The coding and classifying phases revealed 3 subcategories in the category of record. According to the caregivers, “It can only enter about asthma” and “It takes time.” Both the caregivers and children reported that “It cannot record my daily physical condition, climate, and events.” The coding and classifying phases revealed 1 subcategory in the categories of preparing, and children claimed, “It does not know how to use preparing.” The coding and classifying phases revealed 1 subcategory in the categories of alert setting, and children mentioned, “It cannot display alert.” Another subcategory in the categories of change setting was noted to be difficult, and 1 child stated, “It does not know how to use the change settings.”
The children answered “My mother was typing everything” and “The eggs do not grow, and the contents cannot be seen.” Further, the coding and classifying phases revealed 1 subcategory in the categories of mobile phone owner. The caregiver and children reported “Not a child’s mobile phone.” Finally, another subcategory in the categories of display and motivation was revealed, and the caregivers and children responded, “The eggs do not grow and the contents cannot be seen.”

Table 2. Summary of the app usage status and categories of difficulties in using the app by children and caregivers in the 3-month survey.

<table>
<thead>
<tr>
<th>App contents</th>
<th>Access logs (n)</th>
<th>Usage status of caregivers (n=30), n (%)</th>
<th>Usage status of school children (n=18), n (%)</th>
<th>Qualitative data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Record: medication and diary</td>
<td>5153</td>
<td>24 (80)</td>
<td>11 (61)</td>
<td>Record</td>
</tr>
<tr>
<td>Average in the 1st month</td>
<td>69</td>
<td>—</td>
<td>—</td>
<td>It can only enter asthma. (Caregiver: 2 codes)</td>
</tr>
<tr>
<td>Average in the 2nd month</td>
<td>53</td>
<td>—</td>
<td>—</td>
<td>It takes time. (Caregiver: 1 code)</td>
</tr>
<tr>
<td>Average in the 3rd month</td>
<td>45</td>
<td>—</td>
<td>—</td>
<td>It cannot record my daily physical condition, climate, and events. (Caregiver and children: 9 codes)</td>
</tr>
<tr>
<td>Asthma control check</td>
<td>84</td>
<td>24 (80)</td>
<td>8 (44)</td>
<td>N/A</td>
</tr>
<tr>
<td>Asthma picture book</td>
<td>20</td>
<td>6 (25)</td>
<td>—</td>
<td>N/A</td>
</tr>
<tr>
<td>Asthma manga</td>
<td>83</td>
<td>12 (40)</td>
<td>11 (61)</td>
<td>N/A</td>
</tr>
<tr>
<td>Asthma quiz</td>
<td>88</td>
<td>14 (47)</td>
<td>9 (50)</td>
<td>N/A</td>
</tr>
<tr>
<td>Preparing for asthma exacerbation</td>
<td>7</td>
<td>8 (27)</td>
<td>1 (6)</td>
<td>Preparing</td>
</tr>
<tr>
<td>Preparing for disaster</td>
<td>2</td>
<td>7 (23)</td>
<td>1 (6)</td>
<td>It does not know how to use preparing. (Children: 2 codes)</td>
</tr>
<tr>
<td>Setting of medication alert</td>
<td>52</td>
<td>14 (47)</td>
<td>2 (11)</td>
<td>Alert settings</td>
</tr>
<tr>
<td>Setting of app input alert</td>
<td>—</td>
<td>8 (27)</td>
<td>2 (11)</td>
<td>It cannot display alert. (Caregiver: 4 codes)</td>
</tr>
<tr>
<td>Tailored messages of medication</td>
<td>46</td>
<td>—</td>
<td>—</td>
<td>N/A</td>
</tr>
<tr>
<td>Tailored seasonal message</td>
<td>56</td>
<td>—</td>
<td>—</td>
<td>N/A</td>
</tr>
<tr>
<td>Change settings</td>
<td>21</td>
<td>—</td>
<td>—</td>
<td>Change settings</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>It does not know how to use the change settings. (Children: 4 codes)</td>
</tr>
<tr>
<td>Mobile phone owner</td>
<td></td>
<td></td>
<td></td>
<td>Mobile phone owner</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not a child’s mobile phone. (Caregiver and children: 3 codes)</td>
</tr>
<tr>
<td>Display and motivation</td>
<td></td>
<td></td>
<td></td>
<td>Display and motivation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>The eggs do not grow, and contents cannot be seen. (Caregiver and children: 2 codes)</td>
</tr>
</tbody>
</table>

aNot available.
bN/A: not applicable.

App Usage Status and App Difficulty Categories in the 6-Month Survey

Table 3 depicts the children and caregivers’ app usage status in the 6-month survey. Record was the most commonly used featured among both caregivers and children. The total number of record access logs was 7628. The average access logs per month among the 20 pairs ranged from 50 to 79. Asthma control check was used by about 50% of both caregivers (9/20) and children (6/11). About 50% (6/11) of the children used the asthma manga and asthma quiz, and the rate was higher than that of caregivers. About 80% (24/30) of the participants used asthma control check, and the total number of access logs was 130.
### Table 3. Summary of the app usage status of children and caregivers in the 6-month survey.

<table>
<thead>
<tr>
<th>App contents</th>
<th>Access logs (n)</th>
<th>Frequently used app contents, n (%)</th>
<th>Most commonly used app content, n (%)</th>
<th>App content not used at all, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Caregivers (n=20)</td>
<td>Children (n=11)</td>
<td>Caregivers (n=20)</td>
<td>Children (n=11)</td>
</tr>
<tr>
<td>Record: medication and diary</td>
<td>7628</td>
<td>15 (75)</td>
<td>9 (82)</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Average in the 1st month</td>
<td>79</td>
<td>__a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average in the 2nd month</td>
<td>65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average in the 3rd month</td>
<td>51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average in the 4th month</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average in the 5th month</td>
<td>53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average in the 6th month</td>
<td>52</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma control check</td>
<td>130</td>
<td>9 (45)</td>
<td>6 (55)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Asthma picture book</td>
<td>16</td>
<td>2 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma manga</td>
<td>85</td>
<td>3 (15)</td>
<td>6 (55)</td>
<td></td>
</tr>
<tr>
<td>Asthma quiz</td>
<td>102</td>
<td>6 (30)</td>
<td>6 (55)</td>
<td></td>
</tr>
<tr>
<td>Preparing for asthma exacerbation</td>
<td>7</td>
<td>1 (5)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td>Action plan for asthma exacerbation</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preparing for disaster</td>
<td>1</td>
<td>2 (10)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td>Setting of medication alert</td>
<td>35</td>
<td>7 (35)</td>
<td>2 (18)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Setting of app input alert</td>
<td>—</td>
<td>3 (15)</td>
<td>2 (18)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Tailored messages of medication</td>
<td>88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tailored seasonal message</td>
<td>90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change settings</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aNot available.

### App Feasibility Evaluation

Figure 3 and Tables 4 and 5 show the good- or low-feasibility evaluation results of the app among children and caregivers in the 6-month survey, that is, 70% (22/31) of the caregivers and children found the app usability to be very good or good. Several caregivers and children reported that “it was easy to use.” However, a caregiver reported that “entering the data took longer than I expected,” and another caregiver reported that “I was reluctant to let my child touch my smartphone.” About 80% (16/20) and 46% (5/11) of the caregivers and children were satisfied with the app, respectively. A caregiver stated that “I did not forget to take the medicine.” Meanwhile, both children and caregivers reported that “It was different from what I wanted to use.”

In the qualitative analysis results, good- or low-feasibility evaluation of the app was observed in 3 categories and 23 subcategories from 129 codes. By grouping the categories of good feasibility, a category called as high feasibility of the app was identified. This category comprised 11 subcategories: simple, easy to use, convenience of alert, convenience of app, keeping records, opportunity to talk about asthma with a child, confirmation of asthma knowledge, action of management, user-friendly design, game elements, and existence value of app.

In addition, by grouping the categories of low feasibility, 2 categories, namely, improvement points for app and personal factors in preventing to use of app were identified. The category of improvement points for app comprised 9 subcategories: not aware of contents of app, it takes time to input, hard to know how to use, understanding of child’s developmental stage, eggs do not break, design improvements, addition of motivational elements, gap with participants’ needs, and request for app. The category of personal factors in preventing to use of app comprised 3 subcategories: no time, can be managed without using app, and difficulty of children to use their caregivers’ mobile phone.

About 60% (12/20) of the caregivers and 73% (8/11) of the children showed a positive intention of behavior in app usage. Caregivers reported “it was easy to manage because you always see your smartphone with the app” and “aiming for self-management by the child.” About 70% (14/20) of the caregivers and children read the tailored messages in the top page of the app. However, a caregiver reported that “I was too busy to read,” and a child answered “I did not know where the message was.” Overall, in terms of app feasibility, 60% (12/20) of the caregivers reported “strongly agree” or “agree” for all evaluation items, and 63% (7/11) of children reported “strongly agree” or “agree” for 6 items, excluding satisfaction.
Figure 3. Evaluation of app feasibility. This graph shows the percentage of respondents who answered strongly agree and agree for the evaluation items.

<table>
<thead>
<tr>
<th>Item</th>
<th>Caregivers (n=20), n (%)</th>
<th>Children (n=11), n (%)</th>
<th>Qualitative data Category and subcategories (number of codes)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Usability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>1 (5)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>14 (70)</td>
<td>7 (63)</td>
<td></td>
</tr>
<tr>
<td><strong>Benefit</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very useful</td>
<td>4 (20)</td>
<td>2 (18)</td>
<td>Simple (Caregiver: 5 codes)</td>
</tr>
<tr>
<td>Useful</td>
<td>11 (55)</td>
<td>5 (45)</td>
<td>Easy to use (Caregiver: 4 codes)</td>
</tr>
<tr>
<td><strong>Satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very satisfied</td>
<td>2 (10)</td>
<td>0 (0)</td>
<td>Convenience of the app (Caregiver: 4 codes)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>14 (70)</td>
<td>5 (46)</td>
<td>Keeping records (Caregiver: 12 codes)</td>
</tr>
<tr>
<td><strong>Continuous availability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very much available</td>
<td>2 (10)</td>
<td>1 (9)</td>
<td>Opportunity to talk about asthma with a child (Caregiver: 2 codes)</td>
</tr>
<tr>
<td>Available</td>
<td>12 (60)</td>
<td>6 (55)</td>
<td></td>
</tr>
<tr>
<td><strong>Intention of behavior</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I really wanted to act</td>
<td>5 (25)</td>
<td>3 (27)</td>
<td>Confirmation of asthma knowledge (Caregiver: 6 codes)</td>
</tr>
<tr>
<td>I wanted to act</td>
<td>7 (35)</td>
<td>5 (46)</td>
<td>Action of management (Caregiver: 2 codes)</td>
</tr>
<tr>
<td><strong>Universal design</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very applicable</td>
<td>3 (15)</td>
<td>1 (9)</td>
<td>User-friendliness (Caregiver: 4 codes)</td>
</tr>
<tr>
<td>Applicable</td>
<td>10 (50)</td>
<td>6 (55)</td>
<td>Game element (Caregiver: 4 codes)</td>
</tr>
<tr>
<td><strong>View tailored messages</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read carefully</td>
<td>1 (5)</td>
<td>1 (9)</td>
<td>Existence value of the app (Caregiver: 4 codes)</td>
</tr>
<tr>
<td>Read</td>
<td>14 (70)</td>
<td>7 (64)</td>
<td></td>
</tr>
</tbody>
</table>
### Table 5. Low-feasibility evaluation of the app by caregivers and children.

<table>
<thead>
<tr>
<th>Item</th>
<th>Caregivers (n=20), n (%)</th>
<th>Children (n=11), n (%)</th>
<th>Qualitative data: Categories and subcategories (number of codes)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Usability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither</td>
<td>3 (15)</td>
<td>1 (9)</td>
<td>Improvement points for app</td>
</tr>
<tr>
<td>Not very good</td>
<td>2 (10)</td>
<td>1 (9)</td>
<td>• Not aware of the app contents (Caregiver and children: 4 codes)</td>
</tr>
<tr>
<td>Very bad</td>
<td>0 (0)</td>
<td>1 (9)</td>
<td>• It takes time to input (Caregiver: 6 codes)</td>
</tr>
<tr>
<td><strong>Benefit</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither</td>
<td>3 (15)</td>
<td>1 (9)</td>
<td>• Hard to know how to use (Caregiver and children: 4 codes)</td>
</tr>
<tr>
<td>Not very useful</td>
<td>1 (5)</td>
<td>3 (27)</td>
<td>• Understanding of child’s developmental stage (Caregiver: 1 code)</td>
</tr>
<tr>
<td>Not useful at all</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>• Eggs do not break (Caregiver and children: 7 codes)</td>
</tr>
<tr>
<td><strong>Satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither</td>
<td>2 (10)</td>
<td>5 (46)</td>
<td>Personal factors in preventing app use</td>
</tr>
<tr>
<td>Not very satisfied</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>• No time (Caregiver: 3 codes)</td>
</tr>
<tr>
<td>Not satisfied at all</td>
<td>1 (5)</td>
<td>1 (9)</td>
<td>• Can be managed without using the app (Caregiver and children: 15 codes)</td>
</tr>
<tr>
<td><strong>Continuous availability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither</td>
<td>3 (15)</td>
<td>2 (18)</td>
<td>• Difficulty among children to use their caregivers’ mobile phone (Caregiver and children: 7 codes)</td>
</tr>
<tr>
<td>Not very much available</td>
<td>1 (5)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td>Not available at all</td>
<td>2 (10)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td><strong>Intention of behavior</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither</td>
<td>4 (20)</td>
<td>2 (18)</td>
<td></td>
</tr>
<tr>
<td>I did not want to act</td>
<td>4 (20)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td><strong>Universal design</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither</td>
<td>3 (15)</td>
<td>3 (27)</td>
<td></td>
</tr>
<tr>
<td>Not very applicable</td>
<td>4 (20)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>0 (0)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td><strong>View tailored messages</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have not read much</td>
<td>5 (25)</td>
<td>2 (18)</td>
<td></td>
</tr>
<tr>
<td>I have not read at all</td>
<td>0 (0)</td>
<td>2 (18)</td>
<td></td>
</tr>
</tbody>
</table>

### Final Version of the App
The final version of the app was modified and completed according to the access log, feasibility, usability, and qualitative feedback. We added tabs for easy operation, provided supplementary explanation of medication alerts, and added explanations to make the prepared version easily noticeable (Figure 4). By shortening the duration of egg breaking, the egg cracked in 5 days, the animal inside it became slightly visible in 20 days, and the egg finally hatched in 40 days.
Figure 4. Modified contents of the mobile asthma app for children and their caregivers. The red frames indicate the commonly used options among children aged <7 years and 7-12 years, and added the tabs at the bottom of the top page. (A) Motivation screen and the self-monitoring input of medications, (B) detailed calendar for self-monitoring, (C) settings on the screen for medication alert function, and (D) asthma action plan in preparing for asthma exacerbation and disaster.

Discussion

Principal Results

In this pediatric asthma app, the most commonly used feature of records by caregivers and children aged 7-12 years were medication and diary. The asthma manga and quiz features were more frequently used by school-age children than by caregivers. However, the app feature of preparing for asthma exacerbation and disaster was rarely used. About 50-70 access logs were observed per month among the 20 pairs of the participants. Regarding app feasibility, 60% (12/20) of the caregivers agreed in all the evaluation items, whereas 63% (7/11) of the children agreed in 6 items, excluding satisfaction. In the qualitative results, difficulties in using the app were identified under 6 categories: record, preparing, alert settings, change settings, mobile phone owner, and display and motivation. Additionally, app feasibility was analyzed under 3 categories: high feasibility of the app, improvement points for app, and personal factors in preventing the use of the app.

Feasibility of the Asthma App for Children

This study aimed to complete the development of the pediatric asthma app according to the evaluation results of the app’s feasibility. The feasibility of the app was regarded as generally good by children with asthma and their caregivers. Elements such as record, quiz, and manga were utilized by children aged 7-12 years. Based on our previous study, children enjoy quiz and manga [12]. This study revealed that the access logs for manga were higher among children aged 7-12 years than in caregivers, indicating that manga was highly acclaimed by children with asthma in this age group. Meanwhile, these children and their caregivers reported that they used and accessed record, but children could not input their medication status because they did not have their own mobile phones. School-age children who did not have their own mobile phones found the app less feasible and useful than what their caregivers reported. Thus, the feasibility of the app according to children was influenced by mobile phone ownership.

For the continuous use of the app, we need to incorporate elements that capture children’s interest. Adolescents aged 11-18 years with asthma used the inhaler sensors of the mobile app with game features and reminders [21]. Moreover, they reported interest in the continuous use of the management system and would recommend this app to friends [21]. Although there is a difference that adolescents have their own mobile phone, elements such as games and comics that allow children to continue self-management with fun are important. However, in some cases, parents and children fight over the use of apps. This app intends to promote caregiver-child interaction. However, caregivers and children may have trouble using this app. Hence, it is necessary for them to discuss in advance how to use the app. In addition, the evaluation of app satisfaction showed that 80% (16/20) of the caregivers were satisfied or very satisfied. Meanwhile, only 46% (5/11) of the children aged 7-12 years felt the same. The satisfaction rating was also affected because children used the mobile phones of their caregivers instead of their own.

Asthma control check was the second most frequently used feature among children aged 7-12 years with asthma and their caregivers. In this study, we delivered tailored messages based on the results of the monthly asthma control test. However, we
did not investigate the actual asthma control status for 6 months. Regarding technical feasibility, the usability score of the app was 78 based on the System Usability Scale, and approximately 75% (18/24) of the children with moderate-to-severe asthma indicated that eHealth helped them to control their asthma during the program [22]. A previous study [22] showed that eHealth care led to an 8.6% increase in asthma control, 25% in the self-management level, and 20.4% in therapy adherence. Therefore, the regular control tests and delivery of tailored messages may be effective in maintaining and improving asthma control.

Over time, the number of access logs decreased. A previous study has shown that the number of asthma app users decreases over time [23]. In this study, we instructed the participants to use the app only once a week or more on a regular basis. Thus, they could use the app freely. Of the 59 young adults with asthma who completed this study, 49 (83%) used the app ≥1 day per week [24]. Qualitative user experiences can be grouped under 2 themes: (1) learning how to use the app to suit the individual and (2) benefits and relevance of using the app [23]. When using the app, the content of the app must be used according to personal preference.

Adolescents identified various features such as ease of use and minimal effort as desirable criteria of an electronic monitoring device [24]. In terms of the usability evaluation in this study, 70% (22/31) of the caregivers and children reported good or very good. The results of the qualitative data indicated the high feasibility of the app, such as simple and easy to use. This app was generally easy to use. Hence, it is practical. The caregivers of the participants in this study emphasized the ease of using the app, good relationships with children, and support for self-management independence. In addition, caregivers captured the desire of children to use the app to understand asthma accurately and the mutual understanding of asthma with their children. In a previous study on a management system involving health care professionals, patients, and family members, family members supported patients in 269 (97.8%) of 275 coaching sessions [25]. That study showed that conversational agents, designed as mediating social actors involving health care professionals, patients, and family members, play not only the role of a “team player” but are also capable of improving health-relevant outcomes in chronic disease management [25]. The successful management of chronic diseases requires a trustful collaboration between health care professionals, patients, and family members. Asthma in children can be managed with the support of caregivers through the app.

As for the benefits of this app, 75% (15/20) of the caregivers reported the app to be useful or very useful. Children and adolescents aged 8-17 years and their caregivers preferred the use of technology to facilitate medication and disease management, and children had a strong willingness and ability to actively engage in their care [26]. A previous study [27] revealed that 14 children and adolescents aged 8-17 years and their caregivers reported the acceptability of using smartphones for real-time asthma monitoring. The app was easy and practical for caregivers and children. The app wireframe for adolescents based on the self-regulation theory was generally well-received, and suggestions on how to improve the app included further customization of charts and notifications, reminders, and alerts [28]. The participants believed that the app was generally useful for managing their asthma. This feasibility study revealed areas for improvement for the asthma app for children aged 0-12 years and their caregivers. Specific improvements based on the subcategories shown in the qualitative analysis results were indicated. Addressing these areas is important in developing an engaging and effective pediatric asthma app.

An interactive digital solution study showed the feasibility and benefits of deploying user-centric design methods that engage real patients and caregivers throughout the health technology design process [29]. Another study proposed a paradigm shift—from providing features that are easy to implement technologically to using an approach in which apps are designed to deliver theoretically grounded preferred components [30]. This app was developed and modified based on theoretically grounded preferred components of our previous studies [12,13]. Moreover, it reflected the opinions of health care professionals, pediatric patients with asthma, and caregivers during the app development process. Based on a previous review about the potential of publicly available and well-adopted mHealth apps for improving asthma self-management, the apps can be consistent across review frameworks [31]. However, several apps had low quality [32]. This app can support continuous self-management of pediatric asthma. However, efforts must be taken to maintain and improve the app quality.

**Limitations**

This study had several limitations. The 3-month survey findings of the 30 pairs of participants and the 6-month survey findings of the 20 pairs of participants were used to identify the feasibility of the app among children with asthma and their caregivers. However, although we recruited 34 pairs of participants in this study, 14 pairs dropped out. The web-based survey showed a survey link in the app at 3 and 6 months after the app was installed. As a factor of dropout, the participants had to answer on the spot, and once the participants close the survey form, the questionnaire could not be accessed again; therefore, we could not consider the 14 pairs who dropped out. However, the evaluation of the 14 pairs with regard to app feasibility would have provided potentially more information.

The caregivers were usually mothers. Although the number of double-income families is increasing in Japan, mothers still attend the outpatient visits of children. Further, children with persistent asthma were recruited in different types of hospitals such as children’s hospital, university hospital, general hospital, and clinics, but this was not considered as a potential selection bias.

The severity of persistent asthma was not taken into consideration during participant selection. The app could be used by any child with asthma anytime and anywhere in Japan. Therefore, the results were useful in evaluating the app feasibility in the target population: children aged <7 years and 7-12 years with asthma and their caregivers. In addition, this study validated the caregiver-reported feasibility of the app among children aged <7 years. However, children aged <7 years had difficulties in answering the questions accurately, given the limited language function and cognitive development. Therefore,
Caregivers were instructed to provide information regarding their needs.

The feasibility of the app was evaluated using a quantitative questionnaire that was developed by us, according to the computer system usability scale [20]. This questionnaire is not yet validated and adopted by other studies, thereby lacking external validity.

The mobile phones of the caregivers of children aged 7-12 years were used, as they do not have their own phones. This study showed inconveniences in the children’s inability to use the phones freely and in their efforts toward self-care independence. However, using a caregiver’s mobile phone can lead to communication and interaction between children and their caregivers.

Strengths and Future Research

The strengths of this study are as follows. This study included preschool children aged 0-6 years and 7-12 years who were not previously targeted by app developers. The data collected from children aged 2-12 years, such as usage of data app features and their comments regarding the app, could help evaluate its feasibility and operability. In addition, it incorporated eggs that grow with the continuous use of medications and typing, which could have motivated the children with asthma and their caregivers.

The efficacy evaluation of the app will help practice effective patient education among preschool and school-age children (0-12 years) with asthma and their caregivers. In the future, the efficacy of the contents of the final version of the app must be evaluated. In addition, the behavior associated with the app usage should be considered.

Conclusions

The pediatric asthma app feasibility among children with asthma and their caregivers was generally good. Children aged 7-12 years had used elements such as record, quiz, and manga. Based on the usage data of the app features and the comments regarding the app among children aged 2-12 years with asthma and their caregivers, the app generally had good feasibility and operability. Hence, this app can support the continuous self-management of pediatric asthma. Nevertheless, efforts must be taken to maintain and improve the app quality.
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Abstract

Background: Tanzania introduced District Health Information Software (version 2; DHIS2) in 2013 to support existing health management information systems and to improve data quality and use. However, to achieve these objectives, it is imperative to build human resource capabilities to address the challenges of new technologies, especially in resource-constrained countries.

Objective: This study aimed to determine the perceived usefulness, competency, and associated factors in using DHIS2 data among district health managers (DHMs) in Tanzania.

Methods: This descriptive cross-sectional study used a quantitative approach, which involved using a self-administered web-based questionnaire. This study was conducted between April and September 2019. We included all core and co-opted members of the council or district health management teams (DHMTs) from all 186 districts in the country. Frequency and bivariate analyses were conducted, and the differences among categories were measured by using a chi-square test. P values of <.05 were considered significant.

Results: A total of 2667 (77.96%) of the expected 3421 DHMs responded, of which 2598 (97.41%) consented and completed the questionnaires. Overall, the DHMs were satisfied with DHIS2 (2074/2596, 79.83%) because of workload reduction (2123/2598, 81.72%), the ease of learning (1953/2598, 75.17%), and enhanced data use (2239/2598, 86.18%). Although only half of the managers had user accounts (1380/2598, 53.12%) and were trained on DHIS2 data analysis (1237/2598, 47.61%), most claimed to have average to advanced skills in data validation (1774/2598, 68.28%), data visualization (1563/2598, 60.16%), and DHIS2 data use (1321/2598, 50.85%). The biggest challenges facing DHMs included the use of a paper-based system as the primary data source (1890/2598, 72.75%) and slow internet speed (1552/2598, 59.74%). Core members were more confident in using DHIS2 compared with other members (P=.004), whereas program coordinators were found to receive more training on data analysis and use (P=.001) and were more confident in using DHIS2 data compared with other DHMT members (P=.001).

Conclusions: This study showed that DHMs have appreciable competencies in using the DHIS2 and its data. However, their skill levels have not been commensurate with the duration of DHIS2 use. This study recommends improvements in the access to and use of DHIS2 data. More training on data use is required and should involve using cost-effective approaches to include both the core and noncore members of the DHMTs. Moreover, enhancing the culture and capacity of data use will ensure the better management and accountability of health system performance.
Introduction

Background

Health information systems (HISs) are 1 of the 6 building blocks of the health system [1] and are crucial in addressing health challenges and improving health service delivery in resource-limited countries [2]. However, many resource-limited countries face challenges in improving their HISs using information and communication technology (ICT) [3]. The advent of a free and open-source web-based District Health Information Software (version 2; DHIS2) signaled a new era by providing a solution for addressing one of the major challenges in HISs [4], that is, the availability of quality and timely data for planning and evaluating health sector performance [5].

DHIS2 is a tool for the collection, validation, analysis, and presentation of aggregate data, tailored to facilitate integrated health information management activities and inform decision-making [3,6]. The software is based at the district level and derives primary data from paper-based monthly reports of health facilities. As a web-based system in a centralized server, DHIS2 presents a more stable solution compared with the previous HIS solutions [7]. With DHIS2, anyone with a computing device connected to the internet, a system username, and a password can view data anywhere as soon as it is entered [8].

The DHIS2 is a simplified generic tool based on an open metadata model and a flexible user interface that does not require a preconfigured database application [9]. Users can customize the software package according to their information needs without the need to have advanced programming skills or learn complex programming language [8-10]. The ultimate aim of DHIS2 is to establish a centralized database that connects service delivery with other health systems [11].

DHIS2 has several modules and features that make it superior to the previous HIS software used in sub-Saharan African countries [9]. Its features include customizable data entry forms with indicators; data visualizers, such as graphs, web-based pivot tables, and dashboards; an integrated geographic information system module; import and export metadata; customizable data quality checks; user access control; and messaging and mobile solutions. Other modules include a patient tracker and mobile app and are interoperable with other systems [12].

The DHIS2 in Tanzania

Over the past decade, the Tanzanian health sector has seen an increasing focus on strengthening its national HIS. This followed a wind of change that swept across other African countries south of the Sahara because of accelerated disease control initiatives, specifically HIV, tuberculosis, and malaria, which created additional demand by partners for timely measurement of results [11]. Since then, several reviews have been conducted to identify bottlenecks and address them to improve HISs. The review conducted before the introduction of the DHIS2 showed that reporting systems were weak, both in terms of completeness and timeliness [13]. Consequently, the Ministry of Health, in collaboration with implementing and development partners who support various health service activities, including the DHIS2 implementation, created the Monitoring and Evaluation Strengthening Initiative in 2010, whose vision was to have a comprehensive platform for health information, evidence-based decision-making, and accountability for results [14]. The key strategic objective was the introduction of the DHIS2. Tanzania adopted the DHIS2 as a national health management information system (HMIS) platform in 2010, and by December 2013, all districts in the country were using the system. The system was customized to capture and process all routine aggregate data collected monthly from all health facilities, including public and nonpublic facilities [15,16].

ICT has an impact when people have the necessary competencies to develop and use it; otherwise, the system becomes a waste of resources [17]. Although ICT has been introduced to help manage resources and increase efficiency, many resource-limited countries face a severe shortage of appropriate human resources, both in terms of quantity (numbers) and quality (skills) [6,15,18]. The implementation of the DHIS2 in Tanzania, as in other resource-constrained countries that have adopted the system, is likely to suffer from poor and unevenly developed infrastructure, inadequate competencies among the workforce to support the system, and the use of information for decision-making [11]. To maximize return on investment, implementers of the DHIS2 need to address the major challenges, including skill deficiencies in the workforce [18]. Other factors affecting the successful implementation of an electronic HISs include positive attitudes toward the HISs, confidence in using computers and the HISs, and fast and reliable internet connectivity. These factors need to be regularly monitored, and challenges affecting the effective use of an electronic HISs must be addressed to promote a data culture for evidence-informed decision-making [19]. However, there is limited information on district health managers’ (DHMs) perceptions and competencies in using the DHIS2 and its data for informed decision-making in Tanzania.

Methods

Aim of This Study

This study aimed to determine the perceived usefulness of DHIS2 and its competency in using generated data among DHMs, who are the primary target beneficiaries of the system.
Study Design
This is a descriptive cross-sectional analytic study that used a quantitative approach to gather information on the perceived usefulness of the DHIS2, the competencies of DHMs, and factors associated with the use of DHIS2 data to improve health services. Factors associated with DHIS2 use, according to the Performance of Routine Information System Management framework, were categorized as technical, organizational, and behavioral issues [20]. Respondents were not only given an opportunity to select from predefined factors but also given the freedom to specify other issues affecting the use of the DHIS2 and its data.

Study Setting
Tanzania is an East African country made up of the mainland and islands of Zanzibar and is the largest country in the East African Community. It spreads over 947,300 km² of land, is multiethnic, and has wide cultural diversity. At the time of this study, Tanzania was a low-income country, with a gross domestic product per capita of 957 and a growth rate of 6.8%. The Tanzania Mainland alone is estimated to have a population of 55 million, distributed in 26 regions and 186 districts. The country has >8000 health facilities, offering a wide range of health care services [21].

The health system in Tanzania is well organized in a hierarchical structure from the community to the national level. It is a decentralized system, whereby local government authorities are responsible for the planning and management of primary health service delivery. At the primary level, there are district hospitals, health centers, and dispensaries. The DHMs are responsible for district health planning, resource allocation, implementation of health interventions, and supervision of health service provision in primary health care settings. Thus, it is paramount to assess the perception and competencies of DHMs regarding the use of the DHIS2 and its data in accomplishing their core functions.

We defined the use of DHIS2 to include the entire process from data entry, navigation through the DHIS2 application, data validation, data analysis, and production of visualizations. We defined data use as the reported use of DHIS2 data for the planning and implementation of activities, for example, for planning, staff deployment, allocation of funds, procurement of medicine and supplies, and production of league tables.

Study Population
All core and co-opted members of the district health management teams (DHMTs) were included. Core members were recruited based on their professional cadre. These included the district medical officer, who is a medical doctor, and the district health officer, who is an environmental health scientist by profession. Co-opted members are program coordinators who are invited to the DHMT from time to time when issues pertaining to their programs are discussed. These include the reproductive and child health, HIV, tuberculosis, and malaria programs.

Sampling Strategy and Sample Size
Data were collected to represent the entire country; hence, 186 districts in all 26 regions in the country were included. In each district, both core and co-opted members of the DHMTs (approximately 15) were interviewed.

At the beginning of this study, the researchers (DS, FS, and CK) collected the names, email addresses, and phone numbers of all DHMs from among the regional HMIS focal persons. Data managers linked DHMs to the web-based questionnaire through their email addresses, and phone numbers were used to follow up on nonresponders and to communicate data discrepancies. The email addresses were collected on a separate sheet and used only by the data managers for follow-up during data collection. No identifiable personal information was included in this questionnaire.

Data Collection Approaches
This study was conducted between April and September 2019. We developed a questionnaire containing different aspects of the DHIS2, data management and use. The questionnaire had several sections, including sociodemographic information, respondents’ self-rated skill levels on basic computer applications and the DHIS2, and skills on data use for various purposes. The questionnaire also had a section that assessed perceived usefulness, ease of use, and user satisfaction with the DHIS2 [22]. The perception statements were rated on a 5-point Likert scale, ranging from 1 (strongly disagree) to 5 (strongly agree), covering managers’ experience and perception of the application of the DHIS2 in their work, its perceived benefits, and their willingness and ability to use the DHIS2 and data from the system for various decision-making processes. The availability of ICT support from the councils as well as challenges hindering the implementation and use of DHIS2 were also included in the questionnaire.

The questionnaires, translated into Kiswahili, were formatted using Google Forms to ease the filling and submission by respondents via an internet-enabled device with an internet browser. Furthermore, the questionnaires had mandatory quality checks to ensure that all relevant fields had been filled in before submission of the data into a database.

A total of 26 field staff members, 1 from each of the 26 regions, were recruited to facilitate data collection. The field staff comprised regional HMIS focal persons, who are government officials assigned with the responsibility to oversee HMIS activities in their respective regions. The regional HMIS focal persons received a half-day orientation on the study objectives and data collection procedures during the 2019 annual regional HMIS focal persons meeting. They were also tasked to provide the names and addresses of members of all DHMTs in their respective regions. Data managers later used these to send questionnaires to the respondents, who had to provide consent, fill in the questionnaire, and submit their responses on the web to a server located at the Muhimbili University of Health and Allied Sciences (MUHAS) offices. Field staff made follow-up visits to the respective districts to ensure the completion of the questionnaires.

Data managers and researchers (DS and FS) scrutinized the submitted data daily for duplicate submissions, incomplete questionnaires, and discrepancies. When duplicate forms were dropped, incomplete questionnaires and discrepancies were
communicated to the respondents before making the necessary corrections in the database. In addition, the types of errors observed were communicated to the field staff, who used this information to guide respondents on proper filling in of the questionnaires during on-site follow-up visits. This helped to avoid the recurrence of similar mistakes.

The questionnaire was pretested with staff at Muhimbili National Hospital and MUHAS in Dar es Salaam to ascertain the ease of filling in the questionnaires and to ensure that the questions were clearly understood. The findings from the pretest were used to improve on the tools before distributing them to the respondents.

Data Analysis
Data analysis was performed using SPSS (version 20; IBM Corporation) software. Frequency tables were prepared to assist in data cleaning. Data were presented using tables and charts with comparisons of different categories. Bivariate analyses were conducted to determine the relationships among the selected variables. Differences among categories were measured using the chi-square test. \( P < 0.05 \) were considered significant.

Ethical Clearance
Ethical clearance was obtained from the institutional review board of MUHAS, Tanzania (reference number DA.282/298/01.C). Permission to implement this research was obtained from the Ministry of Health, Community Development, Gender, Elderly, and Children and the President Office Regional Administration and Local Government. Written informed consent was obtained from all participants. No identifiable personal information regarding the respondents was collected. The research data were kept secure and confidential by 2 researchers (DS and FS) and 2 data managers.

Results
General Characteristics
Responses from DHMs were received from all 186 district councils in the 26 regions in Tanzania Mainland. A total of 2667 (77.96%) of the expected 3421 DHMs responded, of which 2598 (97.41%) consented and completed the questionnaires. More than half (1466/2598, 56.43%) of the respondents were male, and approximately half (1291/2598, 49.69%) were aged between 35 and 48 years. Most participants (2038/2598, 78.44%) had a medical professional background (Table 1).
Table 1. Sociodemographics of participants (N=2598).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1132 (43.57)</td>
</tr>
<tr>
<td>Male</td>
<td>1466 (56.43)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>20-34</td>
<td>852 (32.79)</td>
</tr>
<tr>
<td>35-49</td>
<td>1291 (49.69)</td>
</tr>
<tr>
<td>≥50</td>
<td>455 (17.51)</td>
</tr>
<tr>
<td><strong>Profession</strong></td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>2038 (78.44)</td>
</tr>
<tr>
<td>Nonmedical</td>
<td>560 (21.56)</td>
</tr>
<tr>
<td><strong>Work experience (years)</strong></td>
<td></td>
</tr>
<tr>
<td>1-5</td>
<td>740 (28.48)</td>
</tr>
<tr>
<td>6-10</td>
<td>714 (27.48)</td>
</tr>
<tr>
<td>≥11</td>
<td>1144 (44.03)</td>
</tr>
<tr>
<td><strong>Title</strong></td>
<td></td>
</tr>
<tr>
<td>Core district health management team members</td>
<td>1097 (42.22)</td>
</tr>
<tr>
<td>Program coordinators</td>
<td>834 (32.1)</td>
</tr>
<tr>
<td>Others</td>
<td>667 (25.67)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Degree holders</td>
<td>1312 (50.5)</td>
</tr>
<tr>
<td>Nondegree holders</td>
<td>1286 (49.5)</td>
</tr>
<tr>
<td><strong>English proficiency</strong></td>
<td></td>
</tr>
<tr>
<td>Very fluent</td>
<td>572 (22.02)</td>
</tr>
<tr>
<td>Fluent</td>
<td>1221 (47)</td>
</tr>
<tr>
<td>Average</td>
<td>805 (31.98)</td>
</tr>
</tbody>
</table>

Perceived Usefulness of the DHIS2

DHMs were asked for their opinions on the usefulness of DHIS2. Most responses indicated that DHIS2 contributed to improved data quality (2239/2598, 86.18%) and reduced workload (2123/2598, 81.72%). Furthermore, 86.64% (2251/2598) of the respondents indicated that DHIS2 use has improved data availability (Multimedia Appendix 1).

Opinions of Respondents on the Use of the DHIS2

As indicated in Table 2, DHMs were asked about their opinions on several issues pertaining to the usefulness of DHIS2 and the ease of use of the system. Overall, most DHMs expressed satisfaction with the system, explaining that the system was good for their work (2288/2598, 88.07%) and enabled them to be more effective (2187/2598, 84.18%). When asked if the system was confusing and difficult to learn and understand, most DHMs disagreed, as 66.05% (1716/2598) said it was not confusing and 75.17% (1953/2598) said it was not difficult to learn and understand.
Table 2. Opinions of respondents on the use of District Health Information Software (version 2; DHIS2; N=2598).

<table>
<thead>
<tr>
<th>Opinion statements based on perception</th>
<th>Not sure, n (%)</th>
<th>Disagree, n (%)</th>
<th>Agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The DHIS2 enhances data use</td>
<td>233 (8.97)</td>
<td>126 (4.85)</td>
<td>2239 (86.18)</td>
</tr>
<tr>
<td>The DHIS2 enables effective completion of work</td>
<td>283 (10.89)</td>
<td>128 (4.93)</td>
<td>2187 (84.18)</td>
</tr>
<tr>
<td>The DHIS2 is good for my work</td>
<td>225 (8.66)</td>
<td>85 (3.27)</td>
<td>2288 (88.07)</td>
</tr>
<tr>
<td>The DHIS2 is confusing</td>
<td>527 (20.28)</td>
<td>1716 (66.05)</td>
<td>355 (13.66)</td>
</tr>
<tr>
<td>The DHIS2 is difficult to learn and understand</td>
<td>410 (15.78)</td>
<td>1953 (75.17)</td>
<td>226 (8.7)</td>
</tr>
<tr>
<td>Generally, I am satisfied with the DHIS2</td>
<td>321 (12.36)</td>
<td>203 (7.81)</td>
<td>2074 (79.83)</td>
</tr>
</tbody>
</table>

Levels of Basic Computer Skills

For the DHMs to be able to use the DHIS2 as a tool, they ought to have skills in basic computer operations and applications and use of the DHIS2 software. Respondents were assessed using self-rated questions to establish their skill levels regarding various ICT issues. As indicated in Multimedia Appendix 1, slightly more than half (1377/2598, 53%) of the DHMs reported having advanced skills in basic computer operations, file management (1439/2598, 55.39%), Microsoft Word (1404/2598, 54.04%), and internet use (1298/2598, 49.96%). Almost all (2390/2598, 91.99%) members of the DHMT reported having either average or advanced skills in DHIS2 use.

A bivariate analysis was performed on some of the factors likely to be associated with respondents’ skills in DHIS2 use. Table 3 provides the association between respondents’ ability to use the DHIS2 and their sex, profession, title, and level of English proficiency. Male respondents, medical professionals, core members of the DHMT, and those with very high levels of proficiency in English were more likely to have higher skills in the use of the DHIS2 compared with their counterparts. The differences were statistically significant.
Table 3. Bivariate analysis of factors associated with respondents’ self-rated skill levels in District Health Information Software (version 2) use (N=2598).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Level of respondents’ skills in using the District Health Information Software (version 2), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None, Advanced, Average, None</td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>95 (7) 883 (65.12) 378 (27.88) 1356 (100)</td>
<td>.005</td>
</tr>
<tr>
<td>Female</td>
<td>113 (9.98) 733 (64.75) 286 (25.27) 1132 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td>.23</td>
</tr>
<tr>
<td>20-34</td>
<td>75 (8.8) 564 (66.2) 213 (25) 852 (100)</td>
<td></td>
</tr>
<tr>
<td>35-49</td>
<td>90 (6.97) 855 (66.23) 346 (26.72) 1291 (100)</td>
<td></td>
</tr>
<tr>
<td>≥50</td>
<td>43 (7.89) 307 (56.33) 195 (35.78) 545 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Profession</strong></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Nonmedical</td>
<td>60 (10.71) 374 (66.78) 126 (22.5) 560 (100)</td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>148 (7.26) 1352 (66.34) 538 (26.4) 2038 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Experience (years)</strong></td>
<td></td>
<td>.56</td>
</tr>
<tr>
<td>1-5</td>
<td>65 (8.78) 501 (67.7) 174 (23.51) 740 (100)</td>
<td></td>
</tr>
<tr>
<td>6-10</td>
<td>52 (7.28) 473 (66.25) 189 (26.47) 714 (100)</td>
<td></td>
</tr>
<tr>
<td>≥11</td>
<td>91 (7.95) 752 (65.73) 301 (26.31) 1144 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Title</strong></td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td>Core district health management team members</td>
<td>78 (7.11) 701 (63.9) 318 (28.99) 1097 (100)</td>
<td></td>
</tr>
<tr>
<td>Program coordinators</td>
<td>70 (8.39) 558 (66.91) 206 (24.7) 834 (100)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>60 (9) 457 (68.52) 140 (20.99) 667 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>Nondegree</td>
<td>102 (7.93) 837 (65.09) 347 (26.98) 1286 (100)</td>
<td></td>
</tr>
<tr>
<td>Degree</td>
<td>106 (8.14) 880 (67.54) 317 (24.33) 1303 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>English proficiency</strong></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Very high (80%-100%)</td>
<td>52 (6.52) 446 (55.96) 299 (37.52) 797 (100)</td>
<td></td>
</tr>
<tr>
<td>High (60%-69%)</td>
<td>87 (7.07) 879 (71.46) 264 (21.46) 1230 (100)</td>
<td></td>
</tr>
<tr>
<td>Average (&lt;59%)</td>
<td>69 (12.08) 401 (70.23) 101 (17.69) 571 (100)</td>
<td></td>
</tr>
</tbody>
</table>

Access to the DHIS2 and Training in Data Analyses

For DHMs to use DHIS2 data, they must have access to the DHIS2 and training on how to use it. Approximately half (1380/2598, 53.12%) of them reported having a user account and password to access the DHIS2. Slightly less than half (1237/2598, 47.61%) of the DHMs received training on data analysis using the DHIS2.

A bivariate analysis was performed on factors likely to be associated with receiving training in DHIS2 data analysis. Table 4 provides the association between training in DHIS2 data analysis and respondents’ sex, age, profession, experience at work, title, level of education, and level of proficiency in English. More male respondents, medical professionals, respondents with long experience at work, respondents who are program coordinators, nondegree holders, and respondents with a very high level of proficiency in English received training in DHIS2 data analysis.
Table 4. Bivariate analysis of factors associated with training in District Health Information Software (version 2) data analysis (N=2598).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Not trained, n (%)</th>
<th>Trained, n (%)</th>
<th>Total, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>732 (49.93)</td>
<td>734 (50.07)</td>
<td>1466 (100)</td>
<td>.004</td>
</tr>
<tr>
<td>Female</td>
<td>629 (55.57)</td>
<td>503 (44.43)</td>
<td>1132 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>20-34</td>
<td>499 (58.57)</td>
<td>353 (41.43)</td>
<td>852 (100)</td>
<td></td>
</tr>
<tr>
<td>35-49</td>
<td>650 (50.35)</td>
<td>641 (49.65)</td>
<td>1291 (100)</td>
<td></td>
</tr>
<tr>
<td>≥50</td>
<td>212 (46.59)</td>
<td>243 (53.41)</td>
<td>455 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Profession</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Nonmedical</td>
<td>342 (61.07)</td>
<td>218 (38.93)</td>
<td>560 (100)</td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>1019 (50)</td>
<td>1019 (50)</td>
<td>2038 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Experience (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>1-5</td>
<td>444 (60)</td>
<td>296 (40)</td>
<td>740 (100)</td>
<td></td>
</tr>
<tr>
<td>6-10</td>
<td>381 (53.36)</td>
<td>333 (46.64)</td>
<td>714 (100)</td>
<td></td>
</tr>
<tr>
<td>≥11</td>
<td>536 (46.85)</td>
<td>608 (53.15)</td>
<td>1144 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Title</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Core district health management team members</td>
<td>572 (52.14)</td>
<td>525 (47.86)</td>
<td>1097 (100)</td>
<td></td>
</tr>
<tr>
<td>Program coordinators</td>
<td>400 (47.96)</td>
<td>434 (52.04)</td>
<td>834 (100)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>389 (58.32)</td>
<td>278 (41.68)</td>
<td>667 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Nondegree</td>
<td>618 (48.06)</td>
<td>668 (51.94)</td>
<td>1286 (100)</td>
<td></td>
</tr>
<tr>
<td>Degree</td>
<td>743 (56.63)</td>
<td>569 (43.37)</td>
<td>1312 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>English proficiency</strong></td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Very high (80%-100%)</td>
<td>377 (47.3)</td>
<td>420 (52.7)</td>
<td>797 (100)</td>
<td></td>
</tr>
<tr>
<td>High (60%-69%)</td>
<td>673 (54.72)</td>
<td>557 (45.28)</td>
<td>1230 (100)</td>
<td></td>
</tr>
<tr>
<td>Average (&lt;59%)</td>
<td>311 (54.47)</td>
<td>260 (45.53)</td>
<td>571 (100)</td>
<td></td>
</tr>
</tbody>
</table>

**Ability of DHMs to Use DHIS2 Data**

DHMs were asked to rate their skill levels based on their ability to enter data into the DHIS2 and use the data for decision-making. The ability to prepare league tables to rank the level of health facility performance was used as a proxy for data use. Approximately half (1287/2598, 49.54%) of the DHMs reported having an advanced level of skill for data entry, and approximately half (1321/2598, 50.85%) reported having average or advanced skills to prepare and use league tables. The proportion of team members with no skills to enter data or prepare and use league tables was very small (34/2598, 1.31% and 59/2598, 2.27%, respectively).

**Ability of DHMs to Use DHIS2 Modules and Data**

DHMs were asked about their confidence in using the DHIS2 system and its data. Approximately two-thirds of the respondents had an average or high level of confidence in conducting data validation (1774/2598, 68.28%) and analyzing DHIS2 data to produce visualizations (1563/2598, 60.16%). Slightly less than three-quarters (1865/2598, 71.79%) of the team members had an average or high level of confidence in using DHIS2 data for planning. Of these team members, less than half were highly confident in conducting data validation (1151/2598, 44.3%) and using DHIS2 data for planning (1237/2598, 47.61%). Only one-third (937/2598, 36.07%) of them were highly confident in analyzing DHIS2 data and producing visualizations. Other areas in which data from DHIS2 are used included staff deployment and allocation of funds, medicine, and supplies.

Table 5 shows that the ability to use DHIS2 data (which was measured using ability to produce league tables as a proxy) was also associated with the respondent’s sex, age, profession, title, and level of proficiency in English. Male respondents, medical professionals, and those with a very high level of proficiency in English were more confident in using DHIS2 data for planning compared with their counterparts, and the difference was statistically significant. However, unlike for DHIS2 use, most (1075/2598, 41.38%) of the core members of DHMTs who have skills in using both the DHIS2 software and data were program coordinators.
Table 5. Factors associated with the ability of district health managers to use District Health Information Software (version 2) data (N=2598).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Ability to use District Health Information Software (version 2) data, n (%)^a</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
<td>Basic</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>29 (1.98)</td>
<td>635 (43.32)</td>
</tr>
<tr>
<td>Female</td>
<td>30 (2.65)</td>
<td>583 (51.5)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-34</td>
<td>23 (2.7)</td>
<td>406 (47.65)</td>
</tr>
<tr>
<td>35-49</td>
<td>30 (2.32)</td>
<td>577 (44.69)</td>
</tr>
<tr>
<td>≥50</td>
<td>6 (1.32)</td>
<td>235 (51.65)</td>
</tr>
<tr>
<td><strong>Profession</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonmedical</td>
<td>10 (1.79)</td>
<td>296 (52.86)</td>
</tr>
<tr>
<td>Medical</td>
<td>49 (2.4)</td>
<td>922 (45.24)</td>
</tr>
<tr>
<td><strong>Experience (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-5</td>
<td>18 (2.43)</td>
<td>368 (49.73)</td>
</tr>
<tr>
<td>6-10</td>
<td>22 (3.08)</td>
<td>302 (42.3)</td>
</tr>
<tr>
<td>≥11</td>
<td>19 (1.66)</td>
<td>548 (47.9)</td>
</tr>
<tr>
<td><strong>Title</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Core district health management team members</td>
<td>22 (2.01)</td>
<td>472 (43.03)</td>
</tr>
<tr>
<td>Program coordinators</td>
<td>19 (2.28)</td>
<td>394 (47.24)</td>
</tr>
<tr>
<td>Others</td>
<td>18 (2.7)</td>
<td>352 (52.77)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nondegree</td>
<td>32 (2.49)</td>
<td>592 (46.03)</td>
</tr>
<tr>
<td>Degree</td>
<td>27 (2.06)</td>
<td>626 (47.71)</td>
</tr>
<tr>
<td><strong>English proficiency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very high (80%-100%)</td>
<td>18 (2.26)</td>
<td>283 (35.51)</td>
</tr>
<tr>
<td>High (60%-69%)</td>
<td>26 (2.11)</td>
<td>598 (48.62)</td>
</tr>
<tr>
<td>Average (&lt;59%)</td>
<td>15 (2.63)</td>
<td>337 (59.02)</td>
</tr>
</tbody>
</table>

^aThe ability to produce league tables was used as a proxy to measure the ability to use District Health Information Software (version 2) data.

Existence of a Supporting Environment for the Use of the DHIS2

In general, approximately 59.85% (1555/2598) of the respondents indicated the need for more resources to support the effective use of DHIS2. More than half of the respondents did not agree that their councils had an adequate number of computers (1504/2598, 57.89%) and reliable internet connection to support DHIS2 functions (1485/2598, 57.16%). Slightly less than half (1227/2598, 47.23%) of the team members disagreed that their councils had an adequate budget to run the DHIS2.

Perceived Challenges Hindering the Implementation and Use of the DHIS2

Respondents were asked to indicate the challenges affecting the implementation and effective use of the DHIS2. Table 6 shows that most of the respondents (1890/2598, 72.75%) felt that overwhelming paperwork was the main constraint affecting the implementation of the DHIS2. Approximately two-thirds (1670/2598, 64.28%) of the respondents felt there was inadequate connectivity and ICT support (1734/2598, 66.74%), approximately 59.74% (1552/2598) felt that slow internet speed was a serious problem, and approximately half (1307/2598, 50.31%) thought data quality was a challenge.
The high rate of satisfaction reported in our study was attributed to the improved availability and quality of routine data and the reduction in workload burden for DHMs. Before the introduction of the DHIS2, availability and quality of routine data were unsatisfactory [13,27]. Reporting systems were weak, and user satisfaction with usability was low. The situation changed after the introduction of the DHIS2, where completeness and conformity levels reported in other studies in Ethiopia, Ghana, Iran [26]. Reporting systems were strong, and user satisfaction with ease of use and decision-making (Table 2). This is above the commitment levels reported in other studies in Ethiopia, Ghana, Nigeria, and Iran [26].

The high rate of satisfaction reported in our study was attributed to the improved availability and quality of routine data and the reduction in workload burden for DHMs. Before the introduction of the DHIS2, availability and quality of routine data were unsatisfactory [13,27]. Reporting systems were weak, and user satisfaction with usability was low. The situation changed after the introduction of the DHIS2, where completeness and conformance levels reported in other studies in Ethiopia, Ghana, Iran [26]. Reporting systems were strong, and user satisfaction with ease of use and decision-making (Table 2). This is above the commitment levels reported in other studies in Ethiopia, Ghana, Nigeria, and Iran [26].

The high rate of satisfaction reported in our study was attributed to the improved availability and quality of routine data and the reduction in workload burden for DHMs. Before the introduction of the DHIS2, availability and quality of routine data were unsatisfactory [13,27]. Reporting systems were weak, and user satisfaction with usability was low. The situation changed after the introduction of the DHIS2, where completeness and conformance levels reported in other studies in Ethiopia, Ghana, Iran [26]. Reporting systems were strong, and user satisfaction with ease of use and decision-making (Table 2). This is above the commitment levels reported in other studies in Ethiopia, Ghana, Nigeria, and Iran [26].
with functioning structures and materials for data collection, reporting, and analysis [33]. In addition, the training of DHMs was based on hands-on practice for data analysis using actual data, the provision of technical support and supportive supervision, and the distribution of computers and accessories to all districts immediately after the training. Furthermore, the high level of competencies is likely to be because of the decentralization of governance in the districts, which has provided them authority for decision-making in the planning and implementation of interventions [34]. The extensive use of data from the DHIS2 during the preparation of Comprehensive Council Health Plans through the Planning and Reporting system (PlanRep) [35] may also explain why more DHMs reported a higher level of competency in the use of DHIS2 data for planning compared with other purposes.

Program coordinators received more training in data analysis compared with other members of the DHMT. This can be explained by the fact that training for continuing education in many districts is supported by implementing and development partners through their respective intervention programs. In such training, program managers are given priority, whereas other members are often left out because of limited funding.

In this study, only half (1380/2598, 53.12%) of the DHMs reported having access rights to the DHIS2 application. Similar findings were reported in a study conducted in Kenya, where approximately half of the health workers in the studied health facilities reported having no access rights, and as a result, they did not use the DHIS2 data [4]. Challenges in having access rights undermine the strength of the DHIS2 in ensuring that DHMs have prompt access to information for decision-making [8,11]. Nevertheless, we report a higher proportion of DHMs using the DHIS2 than those reporting to have DHIS2 user accounts. In addition to sharing accounts among DHIS2 users, this may also indicate peer or self-learning, a phenomenon that is uncommon in the country’s health sector [18].

Finally, we report challenges in the provision of a supporting environment that is likely to have undermined the competency of DHMs in using the DHIS2 application and the generated data. These include inadequate support for ICT, including computers and internet connections and insufficient funds at the district level. Interestingly, the level of achievement attained with only half of the expected resources is appreciably high. This indicates that there is a high potential for improvement if more resources are available to DHMs.

Implications of the Study Findings

Training in DHIS2 use has been cited in the literature as one of the challenges affecting the establishment and effective use of the system [10]. The fact that almost all (2390/2598, 91.99%) DHMs reported having at least basic computer and DHIS2 application skills provides a favorable environment for upgrading to the advanced level. As the proportion of DHMs who reported having advanced skills in the use of DHIS2 data was dismal, it is still adequate to form a critical mass that can be used to prepare data use champions. This can then be deployed to provide on-the-job peer education: supportive supervision; and mentoring to all members of the DHMT, irrespective of their cadre; with the aim of strengthening the organizational culture of data demand and use for decision-making [36].

DHMs play a central role in the planning and implementation of primary health care services in a decentralized country such as Tanzania [34]. The reported competency in using DHIS2 data found in this study is likely to have a multiplier effect at the health facility level, where decisions made by DHMs have a profound effect, and at the national level, where DHMs are held accountable for resources invested in district health services.

Methodological Considerations of This Study

The findings of this study are self-reported; hence, they are likely to be overestimated for respondents who want to exaggerate their capacity in the hope of being applauded or may underestimate their capacity in the hope of receiving more support. Studies have indicated that respondents prefer to attend training or meetings because of the allowances paid—the per diem syndrome [37-39]. In this case, some respondents may prefer to underestimate their level of knowledge so that they can get opportunities to attend training for the sake of receiving allowances. Therefore, it is difficult to predict the direction of bias likely to result from the reported data.

The web-based administration of questionnaires enables access to large and different populations, and it is an inexpensive, quick, and convenient approach to collecting data [40-42]. However, this approach has the disadvantage of having relatively lower response rates compared with face-to-face administration [40]. Nevertheless, in this study, the response rate was higher (75.9%) than the mean response rate for web-based data collection approaches reported by Blumenberg and Barros [40].

Furthermore, the scope of this study was limited to determining DHMs’ perceived competency in using DHIS2 and the generated data. The quantitative nature of this study prevented us from answering some pertinent practical questions. Questions such as “What is behind the reported success in Tanzania?” will require qualitative studies to answer them.

Strengths of Our Study

This is the first study to report the competencies of DHMs in using the DHIS2 application and the generated data. This study gathered primary data from the DHMs in 186 districts in the country. In this study, we quantified the level of satisfaction with the DHIS2 application among DHMs, its usefulness, and their competencies in using the application and generated data.

Conclusions

DHIS2 modules have enhanced availability and quality of data and reduced workload burden compared with the situation that existed before its commencement. This has led to satisfaction with the application by most (2187/2598, 84.18%) DHMs because of improved quality of work and their effectiveness. Although almost all (2564/2598, 98.69%) DHMs reported to have at least basic skills on DHIS2, approximately one-fourth of them (746/2598, 28.71%) reported having high-level skills. The Ministry of Health needs to seize this opportunity to train the few DHMs with high-level skills to enable them to support the majority who have basic-level skills in data use for
decision-making. Further research is needed to determine the factors that influence the reported DHMs’ competency and the extent to which the competencies are translated into data use for decision-making to improve health care services.
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Abstract

Background: There is increasing interest in the potential uses of mobile health (mHealth) technologies, such as wearable biosensors, as supplements for the care of people with neurological conditions. However, adherence is low, especially over long periods. If people are to benefit from these resources, we need a better long-term understanding of what influences patient engagement. Previous research suggests that engagement is moderated by several barriers and facilitators, but their relative importance is unknown.

Objective: To determine preferences and the relative importance of user-generated factors influencing engagement with mHealth technologies for 2 common neurological conditions with a relapsing-remitting course: multiple sclerosis (MS) and epilepsy.

Methods: In a discrete choice experiment, people with a diagnosis of MS (n=141) or epilepsy (n=175) were asked to select their preferred technology from a series of 8 vignettes with 4 characteristics: privacy, clinical support, established benefit, and device accuracy; each of these characteristics was greater or lower in each vignette. These characteristics had previously been emphasized by people with MS and or epilepsy as influencing engagement with technology. Mixed multinomial logistic regression models were used to establish which characteristics were most likely to affect engagement. Subgroup analyses explored the effects of demographic factors (such as age, gender, and education), acceptance of and familiarity with mobile technology, neurological diagnosis (MS or epilepsy), and symptoms that could influence motivation (such as depression).

Results: Analysis of the responses to the discrete choice experiment validated previous qualitative findings that a higher level of privacy, greater clinical support, increased perceived benefit, and better device accuracy are important to people with a
neurological condition. Accuracy was perceived as the most important factor, followed by privacy. Clinical support was the least valued of the attributes. People were prepared to trade a modest amount of accuracy to achieve an improvement in privacy, but less likely to make this compromise for other factors. The type of neurological condition (epilepsy or MS) did not influence these preferences, nor did the age, gender, or mental health status of the participants. Those who were less accepting of technology were the most concerned about privacy and those with a lower level of education were prepared to trade accuracy for more clinical support.

Conclusions: For people with neurological conditions such as epilepsy and MS, accuracy (ie, the ability to detect symptoms) is of the greatest interest. However, there are individual differences, and people who are less accepting of technology may need far greater reassurance about data privacy. People with lower levels of education value greater clinician involvement. These patient preferences should be considered when designing mHealth technologies.
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Introduction

Mobile health (mHealth) technologies such as wearable biosensors could supplement the care of people with neurological conditions, as symptoms of disability can evolve over time and are generally hard to capture through single measurements. mHealth technologies can help to detect variations in movement and physiological signals that indicate changes in the underlying disease state, thereby allowing earlier intervention or tailored therapy. While there is emerging evidence to suggest that mHealth technologies are acceptable to people with neurological conditions, such as epilepsy, stroke, multiple sclerosis, dementia, and Parkinson’s disease [1-6], adherence, especially over long periods, can be low. In a recent systematic review of engagement with remote measurement technology (RMT) for health care support, we found that despite studies being short (the longest study was 13 months) they had variable, and in some cases relatively high, dropout rates (0%-44%) [7]. If people with neurological conditions are to benefit from these resources over the long term, we need a better understanding of what influences their engagement.

Theories of technology engagement emphasize the role of beliefs and perceptions [8]. In general, when there is motivation to use mHealth technologies, and these tools are perceived to be useful, accessible, and convenient, user engagement may be high [7-9]. Specifically, factors such as performance expectancy (how much technology will help to achieve something), effort expectancy (how easy technology is to use); and how well resourced and supported the technology is, account for differences in behavioral intentions and affect mHealth technology use (with a medium effect size) [10]. However, there are additional factors that are correlated with variability in mHealth technology use, including demographic variables, such as gender and age [11,12], prior experience with technology [13], and social influence (how important the technology is to others) [8]. People with different diagnoses also have different views of what might attract or deter them from RMT use. In this study, we have chosen to focus on 2 specific neurological conditions in which people experience a relapsing-remitting course and for which there is already some evidence that technology may be an acceptable method for long-term symptom management: multiple sclerosis (MS) and epilepsy. In our earlier work, we identified barriers, facilitators, and moderators specific to people with MS or epilepsy [4-6]. For both conditions, we highlighted the need to balance costs against rewards when deciding on the use of mHealth technologies. Better understanding these trade-offs would provide a more sophisticated understanding of which factors most influence engagement in these two populations. This would enable us to develop technology that is more acceptable to people with neurological conditions such as MS and epilepsy, encouraging long-term adherence.

One approach emerging from health care economics is the use of discrete choice experiment (DCE) surveys [14,15]. DCEs have been used to break down health care interventions or services into characteristics, known as attributes, and then to quantify their relative value by asking individuals to choose between services described according to varying attribute levels. Analysis of these choices allows the identification of the most important and preferred attributes [14,15]. Previous DCEs have explored preferences for health care choices among people with epilepsy or MS, and have investigated factors such as the design of interventions, (eg, whether people with MS prefer oral treatment versus intravenous infusions) [16-19], methods of diagnosis (eg, if people with epilepsy prefer long-term 24-hour electroencephalography or sleep-deprived electroencephalography) [20], the best targets for treatment (eg, whether patients prefer to delay the progression of their disability or improve their quality of life) [21,22], and the acceptability of different medications (such as by comparing different side effects) [23-27]. Meta-analyses have shown that DCEs can produce reasonable predictions of real-world health-related behaviors [28], Ryan et al [29] argue that the strength of this approach lies in the integration of patients’ values concerning all aspects of care into a single measure; this could inform the efficient allocation of resources in a health care system, particularly in relation to the introduction of new technologies.

Research on relative preferences for sharing health data, which is integral to digital technology use, has discovered that information on mental health is more sensitive than information on physical health, and that privacy-utility trade-offs are important [30]. The present study extends these findings, to
explore the relative importance of several other dimensions that have been shown to affect mHealth technology engagement in people with MS or epilepsy, and determined whether any of these dimensions varied by subgroup. We chose to investigate potential moderators identified in previous research on the general public and specific patient populations: demographic factors (such as age, gender, and education), acceptance of and familiarity with mobile technologies, and symptoms that could affect motivation (such as depression).

Methods

Study Design

This was an observational study of participants with MS or epilepsy. The participants were asked to choose between alternative mobile technologies that were described according to a set of characteristics in a DCE survey. The survey was administered online and was given ethical approval by the National Research Ethics Service Committee London—Social Care (19/IEC08/0013).

Textbox 1. Final attributes and their levels used in the discrete choice experiment.

1. Accuracy of detection
   - High: detects symptoms correctly 75% of the time.
   - Moderate: detects symptoms correctly 50% of the time.
   - Low: detects symptoms correctly 25% of the time.

2. Privacy
   - High: all information is stored on the device; no information leaves the device unless authorized by the user.
   - Moderate: information that is hard to use to identify the user is automatically shared with the organization that makes the device or software.
   - Low: information that can identify the user (eg, through digital identifiers or location) is automatically shared with the organization that makes the device or software.

3. Benefit to user
   - High: clear, proven, practical benefit (ie, the device currently contributes to health management).
   - Low: possible but unknown benefit (ie, the system is being tested as part of research and may contribute to health management now or in the future).

4. Scope for support
   - High: personal use only (eg, self-management of a health condition).
   - Low: personal use and ability to share identifiable information with a clinician (eg, clinician-assisted management of a health condition).

Survey Format and Scenario Development

The final 4 attributes and levels selected provide $2^2 \times 3^2 = 36$ unique combinations. We used NLOGIT software (NLOGIT) to generate an 8-task fractional-factorial main effects design, aiming to obtain near orthogonality, conducted in 1 block. We asked participants to choose between 2 different unlabeled mobile technology descriptions and an opt-out option (“I don’t know”). The scenarios were balanced in terms of the number of times that each level of the attribute appeared; Figure 1 shows an example. The survey was created using the software Qualtrics (Qualtrics Experience Management).
Additional Data Collected

The use and acceptance of mobile technology (e.g., smartphones and wearable devices) were assessed, the latter with a modified version of the Unified Theory of Acceptance and Use of Technology 2 (UTAUT2) questionnaire, which provides a score from 0 to 28 [32] (details are described in Multimedia Appendix 1). Information on age, gender, level of education, self-reported diagnosis, and whether people had experienced an episode of a depressive disorder within the past 2 years were also collected.

Survey Administration and Data Collection

Participants were recruited from two sources to increase participant variation and overcome the digital divide: (1) through charities such as the MS Society and Epilepsy Action, who circulated an online link to the survey and promoted it on social media, and (2) through outpatient hospital clinics for people with epilepsy and MS, with the researchers facilitating survey access. No incentives were offered.

Sample Size and Data Analysis

Formal sample size calculations are challenging for DCEs, but their level of precision increases rapidly up to 150 participants, [33] so we adopted this as our sample size guide for each group (i.e., MS and epilepsy). Analysis was undertaken using a mixed multinomial logit model which allows for unobserved heterogeneity of preferences across respondents. This modeling approach also accommodates multiple observations per respondent and relaxes the assumption of independence of irrelevant alternatives required in the commonly applied multinomial logit model. Responses of “I don’t know” were treated as missing data rather than rejection of the device. It was hypothesized that higher levels of privacy, greater levels of support, increased accuracy of detection, and clearer benefit to the user would influence respondents’ decisions. Coefficient signs and significance were explored to investigate whether the data supported these hypotheses. The attribute accuracy of detection was specified as a categorical variable with 3 levels to allow for a nonlinear relationship with utility. All categorical variables were effects coded to aid interpretation [34]. Marginal rates of substitution were calculated to express the degree to which respondents would trade off attribute levels and accuracy. It was assumed that the change in accuracy was linearly related to the change in utility for changes in accuracy within the levels modeled.

The effects of 7 prespecified patient characteristics on response data were investigated. The characteristics were health condition (i.e., MS or epilepsy), age, gender, education (categorized as low, medium, or high), depression within the past 2 years (categorized as yes or no), current user of wearable technology (categorized as yes or no), and score for acceptance of technology. Each patient characteristic was investigated separately by inclusion of interaction effects. Improvement in the Akaike information criterion was used as a criterion for a significant difference in preferences by subgroup. Interaction terms for all subgroups identified as having a significant impact on preferences were included in a single model. Backwards elimination was undertaken to assess whether the identified characteristics were capturing different underlying distributions of preferences across respondents. Characteristics were retained when inclusion of their interaction terms minimized the Akaike information criterion. The impact of these characteristics on preferences was quantified by recalculating the marginal rates of substitution by patient subgroup, utilizing a mixed logit model including interaction terms for that patient characteristic.

Results

Respondent Characteristics

A total of 318 respondents completed the survey. Of these, 141 (44%) of the respondents had MS, 175 (55%) had epilepsy, and 2 (0.6%) had both MS and epilepsy. All respondents answered...
at least one question. Table 1 reports the demographic and other characteristics of these respondents.

The coefficients from the mixed logit model excluding interactions with patient characteristics are shown in Table 2. Improved accuracy, higher privacy, increased level of benefit to the user, and the availability of clinical support were all associated with an increased likelihood of selecting a mobile technology device. Accuracy was the most important attribute, with a nonlinear effect; a move from low to moderate accuracy was valued higher than a move from moderate to high accuracy. The next most important attribute was privacy. Again, there was a modest nonlinear effect, with a stronger preference for moving from low to moderate privacy. Clinical support was the least valued of the attributes. The SDs reflect the impact of unobserved heterogeneity of preferences. There was evidence of unobserved heterogeneity in preferences for low versus moderate accuracy and for clinical support.

Table 3 reports the marginal rates of substitution for each attribute compared to accuracy. This is the percentage of accuracy that respondents were prepared to trade to achieve an improvement in the remaining attributes. Respondents were prepared to trade a modest amount of accuracy to achieve an improvement in privacy. Clinical support, in contrast, was not valued; respondents were only prepared to accept small reductions in accuracy in exchange for a high level of clinical support.

### Table 1. Characteristics of the respondents (N=318) divided by the 7 variables included in the model.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Recruited through charities and social media</th>
<th>Recruited through hospital clinics</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health condition</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epilepsy, n (%)</td>
<td>159 (89.8)</td>
<td>18 (10.2)</td>
<td>177 (55.7)</td>
</tr>
<tr>
<td>MS, n (%)</td>
<td>24 (16.8)</td>
<td>119 (83.2)</td>
<td>143 (45.0)</td>
</tr>
<tr>
<td>Age, median (range)</td>
<td>46 (17-77)</td>
<td>40 (18-76)</td>
<td>44 (17-77)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>128 (69.9)</td>
<td>96 (55.2)</td>
<td>217 (67.9)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“A” level(^a) or equivalent, n (%)</td>
<td>50 (27.3)</td>
<td>37 (27.4)</td>
<td>87 (27.4)</td>
</tr>
<tr>
<td>Degree level, n (%)</td>
<td>81 (44.4)</td>
<td>66 (48.9)</td>
<td>147 (46.3)</td>
</tr>
<tr>
<td>Positive for symptoms of depression within the past 2 years, n (%)</td>
<td>63 (34.4)</td>
<td>44 (32.6)</td>
<td>107 (33.6)</td>
</tr>
<tr>
<td>Current user of wearable technology, n (%)</td>
<td>62 (33.9)</td>
<td>36 (26.7)</td>
<td>98 (30.8)</td>
</tr>
<tr>
<td>Acceptance of technology, median (range)</td>
<td>0.8 (0.15-1)</td>
<td>0.7 (0.16-1)</td>
<td>0.7 (0.15-1)</td>
</tr>
</tbody>
</table>

\(^a\)A-Levels are qualifications usually undertaken in the 12th and 13th year of school (up to age 18).

### Table 2. The mixed logit model (no interactions with respondent characteristics).

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Coefficient (SE)</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>High accuracy</td>
<td>1.04 (0.06)</td>
<td>&lt;.001</td>
<td>0.92 to 1.17</td>
</tr>
<tr>
<td>Low accuracy</td>
<td>−1.27 (0.07)</td>
<td>&lt;.001</td>
<td>−1.41 to −1.13</td>
</tr>
<tr>
<td>High privacy</td>
<td>0.53 (0.05)</td>
<td>&lt;.001</td>
<td>0.42 to 0.63</td>
</tr>
<tr>
<td>Low privacy</td>
<td>−0.66 (0.06)</td>
<td>&lt;.001</td>
<td>−0.78 to −0.54</td>
</tr>
<tr>
<td>Benefit</td>
<td>0.37 (0.04)</td>
<td>&lt;.001</td>
<td>0.30 to 0.44</td>
</tr>
<tr>
<td>Clinical support</td>
<td>0.18 (0.03)</td>
<td>&lt;.001</td>
<td>0.11 to 0.24</td>
</tr>
</tbody>
</table>

### Table 3. Percentage of accuracy respondents were willing to trade (mixed multinomial logit model, N=318).

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Acceptable change in accuracy from high to moderate</th>
<th>Acceptable change in accuracy from moderate to low</th>
</tr>
</thead>
<tbody>
<tr>
<td>For high privacy</td>
<td>13%</td>
<td>10%</td>
</tr>
<tr>
<td>For moderate privacy</td>
<td>16%</td>
<td>13%</td>
</tr>
<tr>
<td>For high benefit</td>
<td>9%</td>
<td>7%</td>
</tr>
<tr>
<td>For high clinical support</td>
<td>4%</td>
<td>4%</td>
</tr>
</tbody>
</table>
Subgroup Analyses

The coefficients from the mixed logit model including interactions with patient characteristics can be found in Table 4 and Table 5. Regression analyses indicated that health condition (ie, MS or epilepsy), age, gender, and depression had no significant effect on preferences. Current use of wearable technology had a marginal impact on preferences. Technology acceptance did have an impact, as did education level. After a multivariate analysis that included wearable technology use, education level, and technology acceptance score, wearable technology use was no longer significant. Preferences varied significantly for patients in the low education group but not between those in the average or high education groups. Table 6 reports the marginal rates of substitution for each attribute compared with accuracy for respondents with education beyond age 18 compared to those without, and for patients with a high technology acceptance score (in the 75th percentile) compared to those with a low score (in the 25th percentile).

Respondents with lower technology acceptance scores were prepared to trade far more accuracy for an improvement in privacy. The impact of technology acceptance on preferences for clinical benefit and clinical support was more modest. Respondents with high technology acceptance were prepared to trade slightly more in terms of loss of accuracy to improve clinical benefit or clinical support. These data suggest privacy is a far greater concern for respondents with a low technology acceptance score. The impact of education was more modest. Respondents with low education appeared less inclined to trade accuracy for improvements in clinical benefit and privacy but were more prepared to trade accuracy for improvements in clinical support.

Table 4. Mixed logit model including interactions with technology acceptance.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Coefficient (SE)</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>High accuracy</td>
<td>1.10 (0.26)</td>
<td>&lt;.001</td>
<td>0.64 to 1.56</td>
</tr>
<tr>
<td>Low accuracy</td>
<td>−1.71 (0.26)</td>
<td>&lt;.001</td>
<td>−2.22 to −1.20</td>
</tr>
<tr>
<td>High privacy</td>
<td>1.52 (0.22)</td>
<td>&lt;.001</td>
<td>1.08 to 1.95</td>
</tr>
<tr>
<td>Low privacy</td>
<td>−1.45 (0.24)</td>
<td>&lt;.001</td>
<td>−1.91 to −0.99</td>
</tr>
<tr>
<td>Benefit</td>
<td>0.37 (0.14)</td>
<td>.007</td>
<td>0.10 to 0.63</td>
</tr>
<tr>
<td>Clinical support</td>
<td>0.19 (0.13)</td>
<td>.13</td>
<td>−0.05 to 0.44</td>
</tr>
<tr>
<td>Tech acceptance*high accuracy</td>
<td>0.01 (0.32)</td>
<td>.98</td>
<td>−0.61 to 0.62</td>
</tr>
<tr>
<td>Tech acceptance*low accuracy</td>
<td>0.52 (0.34)</td>
<td>.13</td>
<td>−0.15 to 1.19</td>
</tr>
<tr>
<td>Tech acceptance*high privacy</td>
<td>−1.32 (0.28)</td>
<td>&lt;.001</td>
<td>−1.88 to −0.76</td>
</tr>
<tr>
<td>Tech acceptance*low privacy</td>
<td>1.07 (0.31)</td>
<td>.001</td>
<td>0.46 to 1.68</td>
</tr>
<tr>
<td>Tech acceptance*benefit</td>
<td>0.03 (0.18)</td>
<td>.88</td>
<td>−0.33 to 0.38</td>
</tr>
<tr>
<td>Tech acceptance*clinical support</td>
<td>0.00 (0.17)</td>
<td>.99</td>
<td>−0.34 to 0.34</td>
</tr>
</tbody>
</table>

Table 5. Mixed logit model including interactions with technology acceptancea.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Coefficient (SE)</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>High accuracy</td>
<td>1.10 (0.07)</td>
<td>&lt;.001</td>
<td>0.96 to 1.25</td>
</tr>
<tr>
<td>Low accuracy</td>
<td>−1.37 (0.08)</td>
<td>&lt;.001</td>
<td>−1.53 to −1.20</td>
</tr>
<tr>
<td>High privacy</td>
<td>0.58 (0.07)</td>
<td>&lt;.001</td>
<td>0.45 to 0.71</td>
</tr>
<tr>
<td>Low privacy</td>
<td>−0.70 (0.07)</td>
<td>&lt;.001</td>
<td>−0.85 to −0.56</td>
</tr>
<tr>
<td>Benefit</td>
<td>0.41 (0.04)</td>
<td>&lt;.001</td>
<td>0.33 to 0.50</td>
</tr>
<tr>
<td>Clinical support</td>
<td>0.18 (0.04)</td>
<td>&lt;.001</td>
<td>0.11 to 0.26</td>
</tr>
<tr>
<td>Low education*high accuracy</td>
<td>−0.21 (0.13)</td>
<td>.01</td>
<td>−0.47 to 0.04</td>
</tr>
<tr>
<td>Low education*low accuracy</td>
<td>0.30 (0.14)</td>
<td>.04</td>
<td>0.02 to 0.59</td>
</tr>
<tr>
<td>High education*high privacy</td>
<td>−0.15 (0.11)</td>
<td>.19</td>
<td>−0.37 to 0.07</td>
</tr>
<tr>
<td>Low education*low privacy</td>
<td>0.13 (0.13)</td>
<td>.32</td>
<td>−0.13 to 0.39</td>
</tr>
<tr>
<td>Low education*benefit</td>
<td>−0.16 (0.08)</td>
<td>.05</td>
<td>−0.31 to 0.00</td>
</tr>
<tr>
<td>Low education*clinical support</td>
<td>−0.02 (0.08)</td>
<td>.82</td>
<td>−0.17 to 0.13</td>
</tr>
</tbody>
</table>

aThe IQR was used to define high and low technology acceptance scores.
Table 6. Percentage of accuracy respondents were willing to trade, divided by education level and technology acceptance.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Education beyond age 18</th>
<th>No education beyond age 18</th>
<th>Low technology acceptance score (0.554)\textsuperscript{b}</th>
<th>High technology acceptance score (0.875)\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acceptable change in accuracy from high to moderate</td>
<td>Acceptable change in accuracy from moderate to low</td>
<td>Acceptable change in accuracy from high to moderate</td>
<td>Acceptable change in accuracy from high to moderate</td>
</tr>
<tr>
<td>For high privacy</td>
<td>13%</td>
<td>11%</td>
<td>12%</td>
<td>10%</td>
</tr>
<tr>
<td>For moderate privacy</td>
<td>16%</td>
<td>13%</td>
<td>16%</td>
<td>10%</td>
</tr>
<tr>
<td>For high benefit</td>
<td>9%</td>
<td>8%</td>
<td>7%</td>
<td>6%</td>
</tr>
<tr>
<td>For high clinical support</td>
<td>4%</td>
<td>3%</td>
<td>5%</td>
<td>4%</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The value for low technology acceptance represents the 25th percentile.

\textsuperscript{b}This value for high technology acceptance represents the 75th percentile.

Sensitivity Analysis

Including missing data as an active decision to reject both technologies for the respective question (ie, an “opt-out”) had a minimal impact on the magnitude of the model coefficients, and their significance and direction were unchanged. These results are available on request.

Discussion

Principal Findings

Our analyses revealed that people with epilepsy or MS value higher levels of privacy, greater levels of support, increased accuracy, and a clearer benefit to the user when selecting mHealth technology devices. This is a key finding that is in line with our hypotheses and validates feedback received from people with epilepsy and MS in other studies [1,5,6]. Of all these factors, people preferred a higher degree of accuracy, regardless of their diagnosis. When asked to make compromises between levels of privacy, clinical support, accuracy, and benefit to the user, people were willing to trade some accuracy for greater privacy but were less influenced by the other factors. This analysis reveals a hierarchy in the importance of factors influencing engagement with mobile technologies (Figure 2).

We wanted to explore individual variability in how people traded off these attributes, because this should lead to a more tailored or personalized approach to RMT development. We found no evidence that age, gender, or experience of depression affected preferences. This is in contrast to other studies, such as one that found that age influences technology use in a different patient population [11]. We did, however, discover the following: (1) the people who were less accepting of technology placed greater value on privacy and were willing to give up some degree of accuracy for privacy, and (2) people with no qualifications beyond those that might have been obtained before the age of 18 were willing to compromise some degree of accuracy to receive greater clinical support. These moderating factors are shown in Figure 2.

This model will help those designing mobile technologies to prioritize features for development that can maximize engagement. Accuracy is the key feature; individuals were willing to make compromises on accuracy, but the reduction in accuracy they were prepared to accept for improvements in other characteristics was relatively small (<20%). We did not find that people with MS and people with epilepsy had different preferences; however, accuracy may have a different meaning for devices that detect seizures in epilepsy and devices that measure symptom recurrence or deterioration in MS. Issues to do with privacy and the willingness to share information with a clinician were more transdiagnostic, with subgroup differences relating more to trust and familiarity with technology and educational level. This indicates that some level of personalization may be required in the design of devices.
Figure 2. A hierarchy of factors to consider in the design of mobile technologies to influence engagement for people with a neurological condition, with the size of each segment indicating the weight of the preference. The arrows indicate potential moderating factors: preferences for privacy and clinical support increased for individuals with lower technology acceptance and lower education, respectively.

Strengths and Limitations
This study is the first of its kind to try to understand the relative value and influences of factors affecting engagement with mobile technologies for people with neurological conditions. It used a quantitative approach, which is novel in this area of research, adopted from the field of health economics. The study size was large enough to explore some subgroups, selected for their hypothesized relationship with technology use, but future researchers may wish to focus on a greater number of health-related variables, such as illness severity, which we were unable to discuss in this paper. Basing our study on the completion of an online survey, albeit one that was supervised for participants who were recruited from clinics, may have led to a sampling bias toward respondents who were more familiar with technology. However, there were few differences in the patterns of the data and in the makeup of the samples. An additional limitation is that we did not design the DCE in a way to allow validity checks on choice data, such as by including repeated tasks or dominant alternatives.

Conclusions
We have shown that people with epilepsy and MS are influenced by factors such as the accuracy, privacy, benefit of the technology, and the amount of clinical support received, but that in some instances they are willing to make compromises. These preferences should be factored into the design of mHealth technologies, alongside the views of other stakeholders, in the future.
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Abstract

Background: Indoor air quality is an important environmental factor that triggers and exacerbates asthma, the most common chronic disease in children. A mobile app to monitor indoor air quality could help occupants keep their indoor air quality clean. However, no app is available that allows children to monitor and improve their indoor air quality.

Objective: Previously, we conducted a series of user-centered design studies to identify user needs and design requirements toward creating a mobile app that helps children with asthma to engage in monitoring and improving indoor air quality as part of their asthma management. Based on the findings from these studies, we created AirBuddy, a child-friendly app that visualizes air quality indoors and outdoors.

Methods: This paper reports on the findings from a field deployment with 7 pediatric asthma patients, where we evaluated AirBuddy’s usability and usefulness in real-world settings by conducting weekly semistructured interviews for 8 weeks.

Results: All participants positively responded to the usefulness and usability of AirBuddy, which we believe is thanks to the iterative, user-centered design approach that allowed us to identify and address potential usability issues early on and throughout the design process.

Conclusions: This project contributes to the field of mHealth app design for children by demonstrating how a user-centered design process can lead to the development of digital devices that are more acceptable and relevant to target users’ needs.

(JMIR Form Res 2022;6(5):e37118) doi:10.2196/37118
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Introduction

Asthma is recognized as the most common chronic disease in children, affecting approximately 12% of children worldwide [1,2]. Its common symptoms include coughing, wheezing, chest tightness or pain, and difficulty breathing. Childhood asthma is especially concerning because it creates a substantial burden on the affected children and their families by requiring regular medical encounters, restricting the child’s physical activities, and increasing the chance of school absences [3-6].

Asthma cannot be cured currently, but good management can control the disease and enable people with asthma to sustain a normal, active life. One important aspect of asthma management is avoiding or reducing environmental asthma triggers. Among the various triggers that contribute to excessive asthma morbidity, exposure to air pollutants is a significant environmental trigger that worsens symptoms and causes asthma attacks [7-10]. Since children spend most of their time indoors, the condition of the indoor air quality (IAQ) determines their exposures to many air pollutants [11,12]. Thus, it is crucial to keep IAQ clean and healthy for asthma management [13-15]. However, it is challenging to detect air pollutants with human perception because many air pollutants are invisible and thus impossible to detect with human senses. Furthermore, childhood asthma management is complex because pediatric patients with asthma rely on caregivers to manage asthma, and caregivers cannot fully keep track of the environmental triggers to which a child might be exposed [16]. A tool that allows children to monitor IAQ easily might help mitigate these problems by...
enabling them to reduce their exposure to air pollutants and make healthy choices themselves.

Mobile apps are increasingly available and used to facilitate various aspects of asthma management [17-20]. However, few apps are available for IAQ monitoring, and even fewer apps are designed for children’s use. Thus, this project aimed to create a mobile app for children with asthma to engage in monitoring and improving IAQ. Specifically, we aimed to adopt an iterative, user-centered design approach by involving potential users throughout the design process to employ their perspectives in design. Previously, we investigated children’s perspectives and design requirements through a review of existing applications and 2 sets of semistructured interviews with 12 children with asthma [21]. Based on the findings from these previous studies, we developed AirBuddy, a mobile app that visualizes air quality indoors and outdoors in a child-friendly manner. As the last stage of this project, this paper reports on the outcomes of a 2-month field deployment where we evaluated the usability of AirBuddy in real-world settings.

### Methods

#### System Development

For IAQ sensing, we used an off-the-shelf sensor that continuously measures the levels of 5 air pollutants: fine particulate matter (PM$_{2.5}$), carbon monoxide (CO), carbon dioxide (CO$_2$), total volatile organic compounds (TVOC), and nitrogen dioxide (NO$_2$) (see Figure 1). This sensor transmits the measurements of these air pollutants to the server every 15 seconds. Then, the system determines the current IAQ level based on the level of the air pollutant that has the lowest Air Quality Index (AQI) rating [22] among the five air pollutants. For instance, if the 5-minute average of PM$_{2.5}$ is 20 $\mu$g/m$^3$, and its AQI category is the lowest among the air pollutants (see Figure 2), the system determines the current IAQ level as “moderate.” The server sends the determined IAQ level to AirBuddy every 5 minutes, and the AirBuddy app displays IAQ as “moderate.” In addition, outdoor air quality data are retrieved from an AirNow API (application programming interface) [22] that provides current air quality data by zip code.

![Figure 1. Atlasen Pico, an Air Quality Index monitoring station.](image1)

![Figure 2. The Air Quality Index (AQI) category for fine particulate matter (PM$_{2.5}$) [22]. USG: Unhealthy for Sensitive Group.](image2)

The AirBuddy app consists of a home page and three sub menus. At the top of the home page is the IAQ information pane with a house icon, an IAQ label with a numerical AQI value, and a horizontal AQI color strip to indicate the current IAQ level (see Figure 3). The color of a house icon and its location on a color strip change according to the current IAQ level based on an AQI color code [22] (eg, green for good IAQ, yellow for moderate IAQ, and red for unhealthy IAQ, see Figure 2). Below that is an outdoor information pane with a cloud icon for outdoor air quality and a weather icon. We juxtaposed these two icons to convey outdoor air quality information as part of outdoor weather information. When a user clicks anywhere in the IAQ information pane, the app moves to an IAQ detail page where a chart of recent IAQ trends is displayed (see Figure 4A).

Further below in this screen, we presented more details about color codes with legend labels and a spider web for five air pollutants (see Figure 4B). Next, clicking the house icon at the bottom left corner of a navigation bar brings up a chatting page.
where a user can interact both verbally and via typing with Airic, a chatbot, to ask any question relating to IAQ and asthma management (see Figure 4C). In addition, we provided a list of recommended actions that the user can take to improve the IAQ (see Figure 4D). Lastly, we implemented a push notification to notify a user when IAQ gets worse than the “good” range (see Figure 4E).

**Figure 3.** A final design of AirBuddy: home screen indicating different indoor air quality levels.

**Figure 4.** A final design of AirBuddy: (A) a bar graph for indoor air quality (IAQ) history; (B) a spider web for five air pollutants; (C) Airic, a chatbot; (D) a list of actions to improve IAQ; and (E) a push notification.

**Participant Recruitment**

Children aged 8 to 12 years with asthma, as determined by the Guidelines for the Diagnosis and Management of Asthma [23], were eligible to participate in this study. We determined this age range for the participants because a child at the age of 8 years starts to understand abstract terms and complex sentences, develops the ability to read and critically analyze what they read, and shifts from learning to read to reading to learn [24]. Thus, children in this age range can use digital devices with complex and abstract languages for autonomous tasks [24]. Children were not eligible if they could not read or speak English, did not own a smartphone or other equivalent devices, or their involvement was deemed inappropriate by the pediatrician concerning their mental and physical conditions.

We recruited all participants from the pediatric pulmonology department of a tertiary hospital in an urban area. We first described the purpose of the study to a pediatrician, and the pediatrician shared with us a list of eligible patients upon their caregivers’ approval. Then, we approached by telephone caregivers of the patients to ask for their interest in participating in the study. A total of 7 participants were recruited (5 females and 2 males; mean age 10, SD 1.9 years; see Table 1). All caregivers and their children provided consent electronically prior to participating in the study.
Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Age (years)</th>
<th>Gender</th>
<th>Asthma severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>12</td>
<td>Female</td>
<td>Moderate</td>
</tr>
<tr>
<td>P2</td>
<td>8</td>
<td>Male</td>
<td>Moderate</td>
</tr>
<tr>
<td>P3</td>
<td>9</td>
<td>Female</td>
<td>Intermittent</td>
</tr>
<tr>
<td>P4</td>
<td>10</td>
<td>Female</td>
<td>Moderate</td>
</tr>
<tr>
<td>P5</td>
<td>10</td>
<td>Female</td>
<td>Intermittent</td>
</tr>
<tr>
<td>P6</td>
<td>8</td>
<td>Female</td>
<td>Intermittent</td>
</tr>
<tr>
<td>P7</td>
<td>12</td>
<td>Male</td>
<td>Mild</td>
</tr>
</tbody>
</table>

Data Collection

We conducted a field deployment for 8 weeks. During the study, we conducted weekly interviews with each participant (8 interviews per participant in total) to investigate pediatric patients’ use of AirBuddy in their everyday lives over time.

Before initiating the study, we visited each participant’s home to set up an IAQ sensor in the room of their preference (e.g., a child’s bedroom or living room; see Figure 5) and install AirBuddy on their smartphone. After setup, we described how the IAQ sensor works to the participants and their parents and gave basic instructions on how to use AirBuddy, which we introduced as “a mobile app that allows you to monitor air quality in your home and outside and find information about actions to take for asthma management.” Then, we conducted the first interview. Additionally, parents filled out a survey to inform us of the participants’ basic demographic information, including age, gender, and asthma severity. Lastly, participants were told to freely use AirBuddy as much as they wanted throughout the study period. They were given the contact information of the research team if they needed technical support.

Figure 5. The location of an indoor air quality sensing unit for a deployment study: a vanity in a child’s bedroom (left) and a bookshelf in a living room (right).

The interviews focused on the following four topics: (1) how children initially perceive and respond to AirBuddy, (2) how they use it in their daily lives, (3) what motivates or prevents their use of the device, and (4) how their engagement in IAQ changes over time. Accordingly, we constructed three sets of open-ended interview questions to explore these topics in three phases. The first phase focused on understanding the general perspectives about IAQ and initial impressions of AirBuddy in the first interview. The second phase focused on exploring the user experience in-depth, including patterns of AirBuddy use, engagement in IAQ, and factors contributing to or preventing children’s engagement in monitoring IAQ throughout the deployment duration, except for the last interview. Finally, the third phase focused on exploring suggestions for improving AirBuddy and reviewing the overall reflection on the app in the last interview. Each interview lasted up to 60 minutes. After the study was complete, the research team visited the participants’ homes to pick up the IAQ sensor. All participants were compensated with a US $80 e-gift card.
All interviews except the first interview were conducted virtually using videoconferencing software of the participants’ choice (eg, Skype, Zoom, Google Duo). While all interview questions were asked to the children, we encouraged their parents to join the interview and share their thoughts if they wanted.

Ethics Approval
This study was reviewed and approved by the Rutgers University institutional review board (reference #:Pro2019000875) prior to the conduct of the research.

Data Analysis
We analyzed all interview data using thematic analysis to have significant patterns and themes emerge across data sets through the Grounded Theory process of open coding, axial coding, and selective coding [25]. First, we conducted open coding to identify and code concepts significant in the data as abstract representations of events, objects, happenings, actions, etc. Then, we grouped the related concepts created by open coding into a category to demonstrate conceptual phenomena using axial coding. Phenomena refer to repeated patterns of events, happenings, actions, and interactions that represent people’s responses to problems and situations. Finally, we followed the selective coding process to integrate all conceptual phenomena extracted from axial coding into a single storyline through building relationships across phenomena.

Results

Responses to the Graphical Interface
Initial impressions of AirBuddy’s graphical interface were positive across all participants. In the first couple of interviews, all participants expressed overall contentment with the aesthetics of the interface and positively mentioned its graphical components, including the vivid colors, color-coded icons, and child-friendly emojis.

The little characters are really cute. I like the house with the question marks and frowny faces or confused faces. What I like to do mostly with the app is that I can check the air numbers, good or bad. I like to do that because most people can’t. [Participant P3, week 1]

I like the colors that are bright and popped. And it’s easy to understand the color of the house and air quality. Red means bad, yellow means okay, and green means good. The house is green now. It says that the air is good inside. [Participant P5, week 2]

As the usage continued, the interfaces presenting detailed information about IAQ (see Figure 4A,B) were perceived differently by different participants. Even though the age range of our participants was not wide (school-age children 8-12 years old), participants in different age groups expressed different reactions. Most of the older participants (aged 10 years and older) were content with and easily comprehended the detailed information on IAQ early in the study. However, younger participants (aged 9 years and under) expressed difficulty interpreting the presented information and complained about its complexity, especially that of the bar graph and a spider web. This suggests the need for more tailored considerations of effectively conveying information to children in different developmental stages.

I think everything is pretty self-explanatory. Something that I like is the graphs and how it tells you what you need to know. It doesn't go into all these like super technical things that not every kid will understand. It just gets to the point. [Participant P1 W1]

I am a little confused about the spider graph thing because I’m not good with those. I don't have a clue what it means. I’m fine with the bar graphs though. [Participant P6, week 2]

Nevertheless, even younger participants gradually learned to interpret IAQ information presented in AirBuddy as they continued using it over time. We provided instructions on how to interpret IAQ information whenever needed to those who had difficulty understanding it, but support needs significantly decreased after several weeks of app use. In all, we confirmed that AirBuddy is easy for children to use.

AirBuddy is a very good and informational app that teaches you about air quality around you and how to deal with it. It gives me good resources. At first, it was a little confusing because there were so many stuff. But now it is easy to navigate. [Participant P6, week 4]

Motivations for App Use
One of the key questions we sought to investigate was what motivates or prevents children’s use of AirBuddy. To explore this, we asked when or why they opened AirBuddy to check air quality in every interview. Two prevalent answers emerged as triggers for app use. The most prevalent motivation to use AirBuddy was to inquire into the cause of their asthma worsening. Throughout the study, we had numerous statements about participants using AirBuddy to check the air quality indoors and outdoors whenever they had difficulty breathing. In most cases, participants found the air quality in the surrounding area worsened when they checked upon the occurrence of an asthma symptom. Consequently, participants learned that worsening air quality significantly contributes to asthma exacerbation. This demonstrates that AirBuddy is an effective tool for pediatric patients to check and confirm the source of an environmental asthma trigger.

I check the app when I'm not feeling too good or when I’m wheezing. Last week when I couldn’t breathe well, I opened AirBuddy to check if the air quality was okay, bad, or unhealthy. It was yellow. I think a person that has asthma would love it as it tells you how the air around you is. [Participant P4, week 4]

On Sunday, I felt my throat was itchy and I was struggling for air, and that's when I quickly checked AirBuddy. It said air quality is unhealthy and I told my mom. And she turned on the AC and opened the windows. [Participant P5, week 5]

An equally prevalent trigger was the app’s push notification to notify a user when the IAQ worsens. Once participants learned a significant relationship between air pollution and asthma worsening, they considered IAQ worsening seriously and took prompt action as soon as they received a push notification.
I’ve gotten notifications from the app when my air quality was bad. It’s like telling me “Hi [username], the air quality outside is bad you better stay inside.” A reminder helps a lot. [Participant P6, week 6]

Apart from these two triggers, participants frequently checked IAQ out of curiosity in the first couple of weeks. As their app use continued, however, this use pattern significantly decreased, which we believe was due to the novelty effect, and the participants relied solely on the two aforementioned triggers for their AirBuddy use. Only a few participants developed a routine to check IAQ over time.

Yesterday, we were looking at the graph. And it was funny because we noticed the graph was yellow at 6 AM and then went back to green at 8 AM. So, mom and I were trying to figure out what caused that. I think it’s heat. [Participant P1, week 2]

I only think about air quality when I’m having trouble breathing. So, if I’m fine, then it doesn’t really faze me. [Participant P5, week 6]

Consequently, many participants reported that the frequency of app use gradually decreased as the study proceeded. They pointed out the lack of interactivity and fun aspects in AirBuddy as the main reason for their decreased app use. Accordingly, most participants suggested ideas to improve the app, related to adding more interactivity and fun features.

“I’m completely comfortable using it. But I forget to use it because it is a little boring without much interaction. In fact, looking at air quality’s not that fun. My favorite is watching a streaming site or FaceTime.” [Participant P2, week 7]

“It would be cool if I could compare my data to other people’s air quality. If people could see that you had bad air quality, they might want to go over to your house to fix your air quality. Or you could have a setting where you would talk to each other about low-quality air day or how you felt that day.” [Participant P7, week 8]

**Engagement in Indoor Air Quality**

Regardless of the app use frequency, we found that the participants’ overall experiences with AirBuddy remained positive from start to finish. All participants confirmed that AirBuddy helped promote their engagement with IAQ and increase their awareness and understanding of the effect of air quality on asthma. We received commending statements about the usefulness of AirBuddy in managing asthma and improving IAQ from every participant in the final interview. In particular, they found it helpful to acquire IAQ information whenever needed that was critically related to their asthma conditions but could not be obtained otherwise. In all, the study confirmed that AirBuddy is beneficial for children with asthma to effectively engage in and monitor IAQ information to manage their asthma conditions.

The app made me think about air quality a little more and more aware of my asthma. I never really put any thought into it before. Now, when I got the notifications of bad air quality, even if I am not at home, I think about how my breathing is…The other day when I was at play practice, I got a notification saying that my house had bad air quality. So, I texted and asked mom what she was doing and then thought about my breathing. [Participant P2, week 8]

It’s awesome that I get to see how the air is around me, like whether I should turn on the AC or do anything to help my breathing. Before I was introduced to the app, I never thought about air quality. I’ve been doing the daily medicine a good three months, but it’s just daily thing and I didn’t think about it. But now I got AirBuddy, and it makes me think about air quality a lot more and makes me more aware of keeping air clean and healthy. [Participant P7, week 8]

**Discussion**

**Principal Findings and Study Strengths**

This project aimed to create AirBuddy, a mobile app for children with asthma to monitor IAQ. To achieve the goal, we employed a user-centered design process whereby designers focus on the users and their needs in each phase of the design process by putting users at the center of product design and development [26]. Previously, we conducted a series of design studies, including reviewing existing systems, brainstorming ideas, wireframing, and high-fidelity prototyping, through which we iteratively revised and improved the app to assure that children can use it efficiently, effectively, and reliably [21].

Building on the previous work, this paper reports on a system development and its 2-month field deployment, the last step of a user-centered design process, in which we investigated how potential users would use AirBuddy in real-world settings. Overall, all participants positively responded to the usefulness and usability of AirBuddy, which we believe is thanks to the iterative, user-centered design approach that allowed us to identify and address potential usability issues early on and throughout the design process.

**Supporting Timely Access to Needed Information for Sustained Engagement**

Technologies are considered successful not only when they are usable but also engage users [27], as the increased engagement has proven to be positively associated with solving problems [28]. In the past few decades, the health-informatics and human-computer interaction communities have recognized the importance of understanding and designing to promote engaging experiences with mHealth tools for effective health management [29-31]. Sustained engagement with mHealth tools has been proven to motivate patients to better adhere to health interventions and positively impact health behaviors and clinical outcomes [32,33]. Therefore, researchers have sought to determine elements for promoting effective and sustained engagement with mHealth tools [34,35]. Widely used design elements to boost sustained engagement include reminders, reward systems, and gamification [36,37].

One of our key design considerations was to ensure children’s sustained engagement with AirBuddy and thus sustain them to monitor IAQ over time. To serve this goal, we first considered implementing gamification features in the app design in the previous work [21], which has been widely employed to keep users, particularly children, hooked to the system [38,39]. However, we eventually discarded the idea for the following reasons:...
reasons. First, the IAQ in modern buildings in urban areas mostly stays healthy, except when indoor activities that negatively affect IAQ occur (e.g., cooking, cleaning, increased humidity and temperature, or inadequate ventilation [40]) or when outdoor air pollutants penetrate indoors [41]. Thus, we concluded that it is more important for occupants to catch the moment of IAQ worsening and take prompt action to remove air pollutants rather than constantly checking the state of the IAQ. Second, we were concerned about providing children with yet another game app among the plethora of online games. While educational games have proven to be great tools for children to learn and drill specific skills [42,43], there is also a growing concern about increased screen time in children and its potentially adverse effects on health [44]. In the end, the crux of IAQ monitoring is on identifying the right moment to take proper action rather than the practice of monitoring itself. Thus, instead of aiming to keep a user’s attention constant in monitoring IAQ, we focused on drawing the user’s attention only at the point of interest—IAQ worsening. To that end, we implemented a push notification feature to alert users when IAQ worsens.

Participants expressed a feeling of boredom as their app use continued and pointed out the lack of fun features in AirBuddy as its primary area for improvement. Despite this drawback, all participants positively valued AirBuddy. While AirBuddy did not provide any entertaining features to keep users attached to the app, the participants concurred with its utility, in that the app promoted them to be more aware of managing their asthma condition and keep the IAQ clean and healthy. In the end, the ideal situation is one in which IAQ always stays good, so occupants do not need to pay attention to it. Thus, the onset of users’ asthma symptoms and push notification when IAQ worsens were sufficient in sustaining users’ engagement with the app without increasing their screen time. This finding implies that designing for children’s engagement can be realized not only by keeping them attached to the system—gamification—but also by enabling timely access to needed information. The next step is to explore ways to make available needed information for the users in a timely and relevant yet entertaining manner to boost sustained engagement with mHealth apps.

**Limitations**

Our findings must be evaluated under the consideration of limitations. First, our sample size was small (N=7), and thus our participant pool may not represent a general children population. We initially planned to recruit more participants but were unable to due to the COVID-19 pandemic. Because people with asthma are particularly vulnerable to viral respiratory tract infections, most parents of pediatric patients with asthma were reluctant to participate in this study, which included 2 home visits. After recruiting participants for over 9 months, we decided to stop recruiting and proceed with the study with 7 participants. Second, we used convenience sampling for recruitment by recruiting participants from a children’s hospital in an urban area, which also runs the risk of compromising generalizability. Selection bias or unmeasured factors (e.g., the homogeneity of participant characteristics and socioeconomic status) might have influenced the responses.

**Conclusion**

This project designed, developed, and evaluated AirBuddy, a mobile app for children with asthma to monitor IAQ through a user-centered design process. This paper contributes to the field of mHealth app design for children by demonstrating how a user-centered design process can lead to the development of digital devices that are more acceptable and relevant to target users’ needs. A similar user-centered design approach can be effectively applied when designing mHealth apps for children to address self-management needs for other pediatric conditions.
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**Abstract**

**Background:** Digital applications are commonly used to support mental health and well-being. However, successfully retaining and engaging users to complete digital interventions is challenging, and comorbidities such as chronic pain further reduce user engagement. Digital conversational agents (CAs) may improve user engagement by applying engagement principles that have been implemented within in-person care settings.

**Objective:** To evaluate user retention and engagement with an artificial intelligence–led digital mental health app (Wysa for Chronic Pain) that is customized for individuals managing mental health symptoms and coexisting chronic pain.

**Methods:** In this ancillary survival analysis of a clinical trial, participants included 51 adults who presented to a tertiary care center for chronic musculoskeletal pain, who endorsed coexisting symptoms of depression or anxiety (Patient-Reported Outcomes Measurement Information System score of ≥55 for depression or anxiety), and initiated onboarding to an 8-week subscription of Wysa for Chronic Pain. The study outcomes were user retention, defined as revisiting the app each week and on the last day of engagement, and user engagement, defined by the number of sessions the user completed.

**Results:** Users engaged in a cumulative mean of 33.3 sessions during the 8-week study period. The survival analysis depicted a median user retention period (i.e., time to complete disengagement) of 51 days, with the usage of a morning check-in feature having a significant relationship with a longer retention period (P=.001).

**Conclusions:** Our findings suggest that user retention and engagement with a CBT-based CA built for users with chronic pain is higher than standard industry metrics. These results have clear implications for addressing issues of suboptimal engagement of digital health interventions and improving access to care for chronic pain. Future work should use these findings to inform the design of evidence-based interventions for individuals with chronic pain and to enhance user retention and engagement of digital health interventions more broadly.

**Trial Registration:** ClinicalTrials.gov NCT04640090; https://clinicaltrials.gov/ct2/show/NCT04640090
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Introduction

Digital health interventions offer an opportunity to reduce health care barriers for individuals with chronic pain by increasing accessibility and decreasing cost- and time-related barriers to care [1,2]. They offer the ability for patients to engage in care at the convenience of their own space and time, outside the resource constraints of specialized care [3]. There are several digital intervention delivery vehicles (e.g., internet-based interventions and health-related mobile apps), and most are based on a self-guided approach. Research supports the efficacy of self-guided digital psychosocial interventions such as cognitive behavior therapy (CBT) in improving impairment from chronic pain in adults [4-6]. However, the effectiveness of self-guided digital interventions still suffers from low retention and engagement rates [7,8].

Engagement refers to the extent of usage and the perceived desire to use the digital intervention over a prolonged time period [9]. Retention with a digital intervention refers to the proportion of users who remain active with the intervention during a specified time frame [10,11]. Top-performing health apps have an average 30-day retention rate of only 15% [12]. Furthermore, people with chronic illness such as chronic pain are almost twice as likely to drop out from self-guided digital interventions when compared to traditional, guided interventions [6]. Lack of engagement is associated with low adherence to interventions and high dropout rates [13,14]. Understanding and achieving high levels of retention and engagement with digital interventions for people with chronic illness, such as chronic pain, may lead to improved intervention effectiveness.

Key factors that support engagement and retention within in-person clinical care settings include patient-clinician agreement, patients’ perception of listening and empathy by clinicians, collaborative learning mechanisms for patients, and reminder systems [15]. Artificial intelligence (AI)-led conversational agents (CAs) apply these principles to deliver therapeutic content through interactive media such as conversations and stories.

The purpose of this study was to examine user retention and engagement with Wysa for Chronic Pain—a digital CA based on CBT principles—that is designed to improve general well-being among people with chronic pain.

Methods

Study Design and Participant Recruitment

This is an ancillary analysis of a pilot clinical trial that examined the feasibility of delivering a digital mental health intervention within the setting of an outpatient clinic visit for the management of chronic pain. As such, participant recruitment and eligibility criteria have previously been described in the pilot study [16].

In brief, participants were recruited between December 2020 and July 2021 from a US tertiary care orthopedic clinic that specializes in the management of chronic musculoskeletal pain. To be eligible, patients had to be 18 years or older and screen positively for symptoms of depression or anxiety by scoring 55 or greater on the Patient-Reported Outcomes Measurement Information System measures for depression or anxiety. Patients who were actively planning to start in-person mental health treatment and those without access to a mobile device were excluded from the study.

Participants were recruited in person by a study coordinator and were offered 8 weeks of complimentary access to the digital intervention (Wysa for Chronic Pain). After providing informed consent, they were given a unique code to access Wysa for Chronic Pain on any Android or iOS phone. Once the code was redeemed, an in-app consent screen appeared before app onboarding began. Throughout the study, no email or phone reminders were sent by the study team outside the app environment for the purposes of app retention or engagement.

Ethical Considerations

The pilot feasibility study received approval from the Washington University institutional review board prior to participant recruitment (202005219), and the study was registered on ClinicalTrials.gov (NCT04640090).

Intervention: Wysa for Chronic Pain

The Wysa for Chronic Pain digital health app is a novel intervention that was specifically developed for people with mental health concerns and coexisting chronic pain. It uses an AI-based digital conversational agent that acts as a supportive companion for users, and it also includes human “coaches” with master’s degrees in counseling, who support users in identifying appropriate therapeutic interventions.

Wysa for Chronic Pain uses CBT principles in the app design and within digital and human conversations. A recurring and key feature of the app is morning and evening conversations (“check-ins”) with the CA (Figure 1), which occur at times chosen by the user. These conversations use behavioral activation principles.

During the morning check-ins, users report their mood on a visual analog scale and commit to engaging in an activity that day that brings them joy. Based on users’ responses, the CA suggests interventions within the app to facilitate pain acceptance and cognitive restructuring. The evening check-ins consist of mood monitoring, and a check on the completion of the planned activity. Based on users’ responses, the CA suggests additional interventions as appropriate and completes the check-in with offering users a bedtime meditation to assist with falling asleep.

The app’s engagement framework primarily rested upon notifications. The timing for the notifications would be chosen by the users, and the app would send these twice a day for the morning and evening check-ins. These would be displayed in the phone notification window, and would bring the user back to the app. Once within the app, the check-in would begin the designed structured intervention. Each week’s efforts would also be encouraged with a weekly report that offered insights and a new tool pack and further guided with a visual roadmap that would outline the path ahead.
It was hypothesized that a consistent and reliable structure that offered scheduled rewards would lead to greater app engagement and retention, along with efficacy.

Figure 1. The conversational agent asks the user for a check-in time.

Measures
All engagement and retention data were collected automatically via the app’s usage log. To maintain user anonymity and be consistent with Wysa for Chronic Pain’s confidentiality protocols, demographic data and personally identifiable information were not collected within the app. App sessions were only counted toward engagement and retention if a user completed a conversation with the CA, conversation with the human coach, or an intervention exercise within the app. Passive events, such as opening the app or an element within the app, were not counted.

Engagement metrics included the number of sessions a user completed within (1) each week and (2) during the entire 8-week study period. Retention metrics included the following: (1) retention duration (i.e., users’ last day of engagement with the app during the 8-week study period) and (2) weekly app usage (i.e., interaction with the app at least once each week).

Analysis
Continuous data were summarized as mean (SD) values and categorical data as n (%) values.

Previous studies have shown that quantifying user retention of an app using survival analysis is feasible. For survival analysis in this trial, the event of interest was defined as complete disengagement (i.e., the day after which a user did not return to the app within the study period). Users whose last day of engagement was after the last day of the study period were right-censored. To minimize blinding to the extent of full engagement in the study period, the Spearman and Kendall rank correlation coefficients were calculated between the total days of engagement and the last day of retention.

Kaplan-Meier nonparametric estimators for computing retention over time and the Cox proportional hazards model were used to understand the impact of morning and evening check-in notifications on user retention over the study period. All analyses included only the prespecified 8-week study period even though users could continue engaging with the app after the conclusion of the study. Data cleaning was performed using Python (version 3.6; Python Software Foundation), and all statistical analyses were performed using R (version 4.1.2; The R Foundation).

Results
Of the 51 study participants who redeemed an app code for the trial, 49 (96%) onboarded successfully to the app.

App Engagement
Users engaged in a mean of 4.0 (SD 0.9) sessions per week and a mean of 33.3 (SD 42) total sessions during the 8-week study period. When categorized by the type of intervention each tool delivers, the most frequently used interventions were the following: Thought Recording (19.7%), Pain Acceptance (16%), and Sleep Meditations (14.9%) (Table 1).
Table 1. The most frequently used interventions in Wysa for Chronic Pain.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Usage, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thought Recording</td>
<td>19.7</td>
</tr>
<tr>
<td>Pain Acceptance</td>
<td>16.0</td>
</tr>
<tr>
<td>Sleep Meditation</td>
<td>14.9</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>10.4</td>
</tr>
<tr>
<td>Anxiety Management</td>
<td>9.8</td>
</tr>
<tr>
<td>Gratitude</td>
<td>8.1</td>
</tr>
<tr>
<td>Motivational Stories</td>
<td>7.3</td>
</tr>
<tr>
<td>Calming Exercises</td>
<td>6.5</td>
</tr>
<tr>
<td>Social Support</td>
<td>2.0</td>
</tr>
<tr>
<td>Grounding</td>
<td>1.4</td>
</tr>
</tbody>
</table>

**App Retention**

The median user (N=49) retention period (i.e., time to complete disengagement) was 51 days (95% CI 33-53 days) (Figure 2). The retention rate at 30 days (1 month) was 70%, and 20% of users were right-censored, indicating they were still engaging with the app after completion of the prespecified 8-week study period. A strong correlation was found between users’ total number of days engaged with the app and their last day of retention (Spearman ρ=0.82, P<.001; Kendall τ=0.68, P<.001). Usage of the morning check-in was associated with a longer retention period (hazard ratio=0.89, P=.001) (Table 2).

**Figure 2.** Kaplan-Meier survival curve modeling user retention in the Wysa for Chronic Pain app during the 8-week study period. Dashed lines represent 95% CIs of the survival curve. Model concordance=0.829 (SE 0.045, P=.001 on the Wald test).

![Kaplan-Meier survival curve](image)

**Table 2.** Cox proportional hazards model to explore the impact of engaging with morning and evening check-ins on user retention.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Hazard ratio</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morning check-in</td>
<td>0.894</td>
<td>0.035</td>
<td>.001*</td>
</tr>
<tr>
<td>Evening check-in</td>
<td>0.987</td>
<td>0.024</td>
<td>.59</td>
</tr>
</tbody>
</table>

*Statistically significant.
Discussion

Principal Findings
This study aimed to examine levels of app retention and engagement with Wysa for Chronic Pain, when used by participants managing chronic pain. The app evaluated was an AI-led mental health app (Wysa for Chronic Pain), which used proven in-person health care techniques to improve app engagement. The pilot study that used this intervention has also examined the app’s clinical efficacy while sustaining this engagement [16]. In previous studies on digital health interventions, most participants disengaged within the first week of the study, with average retention periods between 4 and 16 days [17,18]. In comparison, over 50% of users in this study continued returning to the app each week, and the median user retention period was 51 days.

These high rates of engagement and retention suggest that the participants found the app features and interventions helpful and meaningful to their everyday challenges [8]. There is a large body of research examining predictors of user engagement with digital health interventions. The literature indicates that the inclusion of behavior change techniques (e.g., self-monitoring and goal setting) [19,20] and coping strategies (e.g., mindfulness and meditation) [12] is important for the uptake and engagement with digital health interventions. Consistent with this work, our intervention included behavioral activation principles and meditation to support users. Another review based on experiential and behavioral perspectives identified content (e.g., behavior change techniques, social support, and reminders) and content delivery (e.g., professional support, personalization, and aesthetic features) as key factors that may affect engagement with digital health interventions [9]. In line with these findings, our intervention included morning and evening check-ins and personalization of content. Users received customizable notification-type reminders—a feature that has been identified as useful for engagement with digital health interventions [21,22].

Additionally, a recent study found that relational factors predict user engagement with mobile health interventions [23]. The CA in our study used machine learning and AI methods to simulate human-like behaviors and support [10,24]. Considering this, users may have developed a relational connection or a therapeutic alliance with the CA. For example, a recent study demonstrated that Wyasa for Chronic Pain users’ therapeutic alliance scores were comparable to ratings from previous studies on alliance in human-delivered face-to-face psychotherapy with clinical populations [25].

Our achievement of high user retention and engagement with a CA-based, pain-customized, digital mental health intervention has clear implications for addressing issues of suboptimal engagement with digital health interventions and of improving access to care for chronic pain. Research indicates that people with chronic pain are almost twice as likely to drop out from self-guided digital interventions when compared to traditional, guided interventions [21]. Despite this, the present trial achieved high levels of retention and engagement among a sample of individuals with chronic pain. Based on the literature highlighting practical strategies and recommendations to tackle issues related to user attrition in digital health interventions, we incorporated behavior change techniques, coping strategies, and morning and evening check-ins. From our results, it is clear this combination of engagement strategies and therapeutic content has the potential to retain and engage users, which may be related to the enhanced effectiveness of the intervention. Future work should use these findings to inform the design of evidence-based interventions for individuals with chronic pain and to enhance user retention and engagement of digital health interventions more broadly.

Limitations
The key limitations of this study are its small sample size, the lack of demographic analysis (which reduces information about the retained users), and the limited generalizability. The event of interest within the survival analysis (i.e., defined as complete disengagement) partially blinded the data to the number of breaks until the last day of engagement. With a larger sample size, a more granular analysis could evaluate each streak within the data set, leading up to the last day of engagement. Additionally, there was no comparison group, which reduced the ability to establish causality for the possible factors responsible for engagement and retention.

Given the promising results, future research should be undertaken with a larger sample size and comparative groups. It should also be determined if these results can be replicated with populations managing other health conditions and for users who were not initially introduced to the app through a medical clinic setting.

Conclusions
This study highlights the ability to attain high retention and engagement with a mental health app that uses a digital CA and established behavioral paradigms that improve engagement with in-person therapy, specifically to deliver CBT to people with mental health concerns and coexisting chronic pain.
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Abstract

Background: Enrollment in pregnancy registries is challenging despite substantial awareness-raising activities, generally resulting in low recruitment owing to limited safety data. Understanding patient and physician awareness of and attitudes toward pregnancy registries is needed to facilitate enrollment. Crowdsourcing, in which services, ideas, or content are obtained by soliciting contributions from a large group of people using web-based platforms, has shown promise for improving patient engagement and obtaining patient insights.

Objective: This study aimed to use web-based crowdsourcing platforms to evaluate Belimumab Pregnancy Registry (BPR) awareness among patients and physicians and to identify potential barriers to pregnancy registry enrollment with the BPR as a case study.

Methods: We conducted 2 surveys using separate web-based crowdsourcing platforms: Amazon Mechanical Turk (a 14-question patient survey) and Sermo RealTime (a 11-question rheumatologist survey). Eligible patients were women, aged 18-55 years; diagnosed with systemic lupus erythematosus (SLE); and pregnant, recently pregnant (within 2 years), or planning pregnancy. Eligible rheumatologists had prescribed belimumab and treated pregnant women. Responses were descriptively analyzed.

Results: Of 151 patient respondents over a 3-month period (n=88, 58.3% aged 26-35 years; n=149, 98.7% with mild or moderate SLE; and n=148, 98% from the United States), 51% (77/151) were currently or recently pregnant. Overall, 169 rheumatologists completed the survey within 48 hours, and 59.2% (100/169) were based in the United States. Belimumab exposure was reported by 41.7% (63/151) patients, whereas 51.7% (75/145) rheumatologists had prescribed belimumab to <5 patients, 25.5% (37/145) had prescribed to 5-10 patients, and 22.8% (33/145) had prescribed to >10 patients who were pregnant or trying to conceive. Of the patients exposed to belimumab, 51% (32/63) were BPR-aware, and 45.5% (77/169) of the rheumatologists were BPR-aware. Overall, 60% (38/63) of patients reported belimumab discontinuation because of pregnancy or planned pregnancy. Among the 77 BPR-aware rheumatologists, 70 (91%) referred patients to the registry. Concerns among rheumatologists who did not prescribe belimumab during pregnancy included unknown pregnancy safety profile (119/169, 70.4%), and 61.5% (104/169) reported their patients’ concerns about the unknown pregnancy safety profile. Belimumab exposure during or recently after pregnancy or while trying to conceive was reported in patients with mild (6/64, 9%), moderate (22/85, 26%), or severe (1/2, 50%) SLE. Rheumatologists more commonly recommended belimumab for moderate (84/169, 49.7%) and severe (123/169, 72.8%) SLE than for mild SLE (36/169, 21.3%) for patients trying to conceive recently or currently pregnant. Overall, 81.6% (138/169) of the rheumatologists suggested a belimumab washout period before pregnancy of 0-30 days (44/138, 31.9%), 30-60 days (64/138, 46.4%), or >60 days (30/138, 21.7%).
Conclusions: In this case, crowdsourcing efficiently obtained patient and rheumatologist input, with some patients with SLE continuing to use belimumab during or while planning a pregnancy. There was moderate awareness of the BPR among patients and physicians.

(JMIR Form Res 2022;6(5):e30573) doi: 10.2196/30573
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Introduction

Background

Data on the safety profile of novel therapies before, during, and soon after pregnancy are of paramount importance to patients and their treating physicians. However, clinical trials before regulatory approval generally exclude pregnant women, require the use of a highly effective contraception method, and require withdrawal of treatment if a pregnancy is identified during the relevant period of exposure. Basic pregnancy outcome information is actively sought when pregnancy occurs while in a clinical trial [1]. As a result, physicians may be reluctant to prescribe novel treatments to pregnant women owing to a lack of human pregnancy data to allow an informed benefit-to-risk balance decision. To generate additional safety data in pregnant women, postapproval studies using data collected from pregnancy registries can be undertaken [1]. Voluntary pregnancy registries enroll pregnant patients who have received a therapy of interest into a cohort, with nonexposed pregnant women being an ideal comparator group, although this is not always feasible [1]. Registries can generate timely and comprehensive data on the maternal and fetal safety profile of a specific drug, including postnatal outcomes [1].

Recruitment of patients to pregnancy registries is often challenging [1-5]. Enrollment during the early years of a pregnancy registry can be very low, with reasons including the drug of interest being new to the market, the voluntary enrollment process often used, and the therapy of interest being rarely prescribed to pregnant women [1-5]. Registries may use a variety of approaches to maximize enrollment, such as designating a single coordinating center to handle recruitment, or using automated alerts of pregnancy registrations [1,3]; however, recruitment challenges remain.

Systemic lupus erythematosus (SLE) is a chronic multisystem autoimmune disease that predominantly affects women, many of whom are of childbearing age [6-8]. Patients with SLE with a history of active lupus nephritis or antiphospholipid antibodies during pregnancy are susceptible to premature birth and/or hypertension, highlighting the need for prepregnancy counseling [9]. Patients with autoantibody-positive active SLE may be prescribed belimumab, a B-lymphocyte stimulator inhibitor [10,11]. The Belimumab Pregnancy Registry (BPR; GlaxoSmithKline study 114256; NCT01532310) is a multinational, prospective, voluntary registry [12] established to document belimumab exposure in pregnant women. The BPR was initiated in 2012 with the aim of recruiting 500 pregnant women treated with belimumab; however, the number of patients enrolled has been low (69 evaluable patients as of July 10, 2020) despite considerable awareness-raising activities.

Objectives

Crowdsourcing, in which a large group of people is tasked either competitively or noncompetitively to solve a problem or complete a task on web, has shown promise across several areas of health [13,14]. Several studies have used crowdsourcing to improve patient engagement and obtain patient insights to help inform future research directions [14,15]. Crowdsourcing platforms such as Amazon Mechanical Turk (MTurk) [16] allow researchers to easily identify platform members who meet specific requirements, such as those with a specific disease or receiving particular treatments [17]. This study used 2 web-based crowdsourcing platforms to evaluate awareness of the BPR among patients and physicians and identify potential barriers to enrollment in pregnancy registries by using the BPR as a case study example.

Methods

Project Design

Two surveys were designed and conducted using 2 separate web-based crowdsourcing platforms: MTurk [16] and Sermo RealTime [18].

Patient surveys were conducted via MTurk [16], which enables the delivery of tasks (human information tasks) to a globally distributed, quality-managed workforce (Turkers) who self-select their participation in the survey. Turkers were remunerated as per Amazon guidelines [19] for completion of the questionnaires, with remuneration amounts set in line with the GlaxoSmithKline policy to ensure that payment rates are similar to national minimum wage standards. Surveys were anonymous and quick, but it was not possible to verify the self-reported disease status and demographics of Turkers, and follow-up questions after the initial response were not possible. Self-imposed best practices were used to maximize the quality of results. This included the rejection of incomplete surveys and surveys from respondents who had previously reported inconsistent demographics, such as gender. Survey submission time was also inspected and surveys that took <30 seconds to complete were rejected. Respondents were not financially compensated if their survey was rejected, and these responses were removed from the data set. Rheumatologist surveys were conducted via Sermo RealTime [18], a medical crowdsourcing site that has >800,000 verified, licensed physician members worldwide. Sermo is a commercially available fee-for-service platform on which surveys are anonymous and quick. Follow-up questions were made possible after the initial response.

Patient and rheumatologist survey questions were in the English language only and were designed to assess belimumab exposure during pregnancy, patient and rheumatologist awareness of the
BPR, rheumatologist willingness to refer patients to the BPR, perceived BPR enrollment barriers for physicians and patients, and SLE treatment during pregnancy. The patient survey consisted of 14 questions and the rheumatologist survey consisted of 11 questions (2 screening questions, followed by 9 questions). Responses were collected from patients and rheumatologists in eight (Austria, Belgium, Canada, France, Germany, Spain, Sweden, and United States) of the countries the BPR was active in, which were deemed to have sufficient MTurk and Sermo populations to provide a useful number of responses. The patient and rheumatologist survey questions are available in Multimedia Appendix 1.

**Patient Population**

Eligibility was assessed using a short set of screening questions in which patients could self-report their demographic and clinical characteristics. In addition, the Amazon Turk selection criteria were used to request access to the survey only for women from the 8 countries where the BPR was active. Patients who reported that they were women; aged 18-55 years; had a diagnosis of SLE; and were pregnant, had recently been pregnant (within 2 years), or were planning a pregnancy were eligible for inclusion. Patients completed their web-based MTurk questionnaire regarding SLE medication use and BPR awareness. The survey was conducted for 3 months, from June to September 2018.

**Rheumatologist Population**

The rheumatologist survey targeted rheumatologists (in the 8 countries where the survey was active) based on the Sermo specialty classifications, who had a history of prescribing belimumab in pregnancy. A target of 200 rheumatologist respondents was set, with the availability of the questionnaire determined by the number of responses received. Rheumatologists completed a web-based questionnaire on prescription patterns and factors related to BPR awareness and enrollment. Responses were obtained within a 48-hour period in September 2018.

**Analysis**

As there was no direct way to validate whether Turkers had SLE, the similarity between rheumatologist-recommended and patient self-reported treatment options according to SLE severity were compared in patients who were pregnant or trying to conceive using a set of questions regarding medication use. Chi-square statistics were computed for each individual drug per SLE severity level, as well as an overall chi-square statistic to determine how well the 2 groups aligned and to help determine the reliability of the patient responses received on MTurk. The null hypothesis was that the proportion of medication use across the 6 treatment options reported by patients was at the same rate as that recommended by rheumatologists. All other responses were descriptively analyzed.

**Ethics Approval**

According to UK Health Research Authority criteria [20], this project did not require ethical approval. The project was conducted under GlaxoSmithKline plc.’s Scientific Engagement Policy [21] which enables the non-promotional interaction and exchange of scientific information between GlaxoSmithKline plc. and external communities to advance scientific and medical understanding and improve patient care. Patients, general practitioners and practice managers all provided consent to take part in the two crowdsourcing platforms via signed consultancy contracts and were reimbursed for their time at Fair Market Value.

**Results**

**Participant Demographics and Clinical Characteristics**

**Patients**

A total of 151 patients, primarily from the United States (n=148, 98%), responded with a steady submission response rate over a 3-month period (Figure S1 in Multimedia Appendix 2). The average time to complete the survey was 9 minutes. Most patients were aged between 26 and 35 years and reported mild or moderate SLE. Half of the patients (77/151, 51%) were either currently or recently pregnant (Table 1).
Table 1. Patient and rheumatologist demographics and characteristics.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patients (N=151)</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>26 (17.2)</td>
</tr>
<tr>
<td>26-35</td>
<td>88 (58.3)</td>
</tr>
<tr>
<td>36-45</td>
<td>32 (21.2)</td>
</tr>
<tr>
<td>46-55</td>
<td>5 (3.3)</td>
</tr>
<tr>
<td>SLE(^a) disease severity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>64 (42.4)</td>
</tr>
<tr>
<td>Moderate</td>
<td>85 (56.3)</td>
</tr>
<tr>
<td>Severe</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td>Pregnancy status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Currently pregnant</td>
<td>23 (15.2)</td>
</tr>
<tr>
<td>Recently pregnant</td>
<td>54 (35.8)</td>
</tr>
<tr>
<td>Planning pregnancy</td>
<td>74 (49)</td>
</tr>
<tr>
<td>Country, n (%)</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>148 (98)</td>
</tr>
<tr>
<td>Canada</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Estonia</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Venezuela</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td><strong>Rheumatologists (N=169)</strong></td>
<td></td>
</tr>
<tr>
<td>Country, n (%)</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>100 (59.2)</td>
</tr>
<tr>
<td>Germany</td>
<td>33 (19.5)</td>
</tr>
<tr>
<td>Canada</td>
<td>10 (5.9)</td>
</tr>
<tr>
<td>France</td>
<td>10 (5.9)</td>
</tr>
<tr>
<td>Spain</td>
<td>10 (5.9)</td>
</tr>
<tr>
<td>Austria</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Belgium</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Sweden</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Length of time treating patients with SLE (years), mean (range)</td>
<td>12.2 (1-33)</td>
</tr>
<tr>
<td>Practice setting, n (%)</td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>34 (20.1)</td>
</tr>
<tr>
<td>Academic medical center</td>
<td>43 (25.4)</td>
</tr>
<tr>
<td>General primary care</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Private practice</td>
<td>87 (51.5)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1.8)</td>
</tr>
</tbody>
</table>

\(^a\)SLE: systemic lupus erythematosus.

**Rheumatologists**

A total of 169 rheumatologists completed the survey. Responses were obtained within a 48-hour period from rheumatologists, with most being US-based (100/169, 59.2%; Table 1).

Respondents from the United States were geographically well distributed.

**Barriers to Study Enrollment**

Overall, 85.2% (144/169) rheumatologists (84/100, 84% in the United States) explained why they would not prescribe...
belimumab during pregnancy. Concerns among rheumatologists included an unknown pregnancy safety profile (119/169, 70.4% overall; 75/100, 75% in the United States), preference for other treatment options (63/169, 37.2% overall; 39/100, 39% in the United States), the disease being mild or symptoms being tolerable (50/169, 29.6% overall; 27/100, 27% in the United States), and other (2/169, 1.2% overall; 0/100, 0% in the United States). In addition, 23.7% (40/169) rheumatologists (28/100, 28% in the United States) reported that their patients had no concerns about belimumab exposure during pregnancy, whereas 16% (27/169; 12/100, 12% in the United States) reported that their patients preferred other treatments, 23.1% (39/169; 21/100, 21% in the United States) reported that their patients had a desire to reduce medication, and 61.5% (104/169; 66/100, 66% in the United States) reported that their patients were concerned about the unknown safety profile of belimumab during pregnancy.

**BPR Awareness**

**Patients**

Awareness of the BPR was greater in patients who had been previously exposed to belimumab (32/63, 51%) than in those who had never been exposed to belimumab (5/88, 6%; Figure 1A). Among 37 women who reported the source of their awareness of the BPR, the most commonly reported sources of knowledge about the study were rheumatologists (21/37, 57%), followed by a friend or family member (8/37, 22%), internet (4/37, 11%), or brochure (4/37, 11%). Overall, 60% (38/63) patients reported that they discontinued belimumab because of pregnancy or planned pregnancy, whereas 40% (25/63) patients continued treatment during pregnancy or while trying to become pregnant (Figure 2A). For patients who discontinued belimumab, BPR awareness did not appear to affect the decision to continue or discontinue, with approximately equal numbers in the continued and discontinued groups aware or not aware of the BPR; 52% (13/25) patients who continued treatment were aware of the BPR, whereas 48% (12/25) were unaware of the BPR; 50% (19/38) patients who discontinued treatment were aware of the BPR, whereas the other 50% (19/38) patients were unaware of the BPR (Figure 2A).

![Figure 1](https://formative.jmir.org/2022/5/e30573/fig1.png)

**Figure 1.** (A) Patient-reported previous belimumab exposure and Belimumab Pregnancy Registry (BPR) awareness and (B) rheumatologist-reported belimumab prescriptions for patients who were pregnant or planning a pregnancy.

![Figure 2](https://formative.jmir.org/2022/5/e30573/fig2.png)

**Figure 2.** (A) Patient-reported belimumab discontinuation because of pregnancy or planned pregnancy and Belimumab Pregnancy Registry (BPR) awareness and (B) rheumatologist-reported BPR awareness and willingness to refer patients to the BPR among those who were BPR-aware.
Rheumatologists

Overall, 45.6% (77/169) rheumatologists were aware of the BPR, with most BPR-aware rheumatologists (70/77, 91%) referring patients to the registry (Figure 2B, Multimedia Appendix 3). Among US rheumatologists, 43% (43/100) were aware of the BPR, and most referred patients for BPR enrollment (40/43, 93%).

Belimumab Exposure

Patients

Previous belimumab exposure was reported by 41.7% (63/151) patients (Figure 1A). Belimumab exposure differed slightly among patients who were pregnant or recently pregnant (39/77, 51%) and those planning a pregnancy (24/74, 32%). Among all patients who had been exposed to belimumab, 54% (34/63) reported <1 year of use, 36% (23/63) reported 1-2 years of use, and 10% (6/63) reported >2 years of use.

Rheumatologists

Overall, 145 rheumatologists (86 from the United States) provided the number of patients with SLE (who were pregnant or trying to become pregnant) who they had treated with belimumab over the course of their careers; of these, 75 (51.7%) had prescribed belimumab to <5 patients who were either pregnant or trying to become pregnant, 37 (25.5%) had prescribed belimumab to 5-10 patients in this category, and 33 (22.7%) had prescribed belimumab to >10 patients in this category (Figure 1B). Using the minimum and maximum estimates, this approximately equated to a minimum of 600 patients who had been exposed to belimumab during pregnancy, with the upper estimate being at least 1108. The results were similar in the group of rheumatologists from the United States; 58% (50/86) rheumatologists had prescribed belimumab to <5 patients who were either pregnant or trying to become pregnant, 37 (25.5%) had prescribed belimumab to 5-10 patients in this category, and 33 (22.7%) had prescribed belimumab to >10 patients in this category.

A total of 8 rheumatologists who completed the survey were screened out; 7 (88%) because they did not prescribe belimumab and 1 (13%) because they did not treat pregnant patients or those trying to become pregnant.

Treatment Patterns

Belimumab exposure was reported by patients with mild (6/64, 9%), moderate (22/85, 26%), and severe (1/2, 50%) SLE during pregnancy, recently after pregnancy, or while they were trying to conceive (Figure 3A). Rheumatologists more commonly recommended belimumab for patients who were potentially pregnant, recently pregnant, or trying to conceive with moderate (84/169, 49.7% overall; 50/100, 50% in the United States) and severe (123/169, 72.8% overall; 69/100, 69% in the United States) SLE than with mild SLE (36/169, 21.3% overall; 27/100, 27% in the United States; Figure 3B).

Use of immunosuppressive agents during pregnancy, recently after pregnancy, or while trying to conceive was reported by patients with mild (19/64, 30%) or moderate (29/85, 34%), but not severe (1/2, 50%), SLE (Figure 3A). Rheumatologists most commonly recommended immunosuppressive agents for severe disease (149/169, 88.2% overall; 91/100, 91% in the United States), followed by moderate (91/169, 53.8% overall; 56/100, 56% in the United States), and mild (25/169, 14.8% overall; 14/100, 14% in the United States) disease in this group of patients (Figure 3B).

Overall, patient-reported drug exposure by disease severity in patients who were pregnant, recently pregnant, or trying to conceive was statistically different from rheumatologist-recommended treatment options ($P$ < .001; Table 2). As only 2 patients self-reported having severe SLE, we further restricted our comparison to only include mild and moderate SLE and found that the null hypothesis must still be rejected ($P$ < .001). However, when individual disease severity and treatment options were compared, most of the patient responses (10/18, 56%) agreed with rheumatologists’ recommendations ($P$ > .05; Table 2).

In total, 82% (138/169) of rheumatologists (80/100, 80% in the United States) reported that they would suggest a washout period from belimumab before pregnancy; 31.9% (44/138; 26/100, 26% in the United States) would suggest a period of 0-30 days, 46.4% (64/138; 38/100, 38% in the United States) would suggest a period of 30-60 days, and 21.7% (30/138; 16/100, 16% in the United States) would suggest a period of more than 60 days (Figure 4).
Figure 3. (A) Patient-reported and (B) rheumatologist-recommended treatments during pregnancy or while planning a pregnancy, according to the severity of systemic lupus erythematosus. NSAID: nonsteroidal anti-inflammatory drug.
Table 2. Chi-square statistics comparing individual drugs per severity level between patient self-reported\(^a\) treatments and rheumatologist recommendations.

<table>
<thead>
<tr>
<th>Treatment option</th>
<th>Expected rate of rheumatologist recommendation (%)</th>
<th>Disease severity</th>
<th>Chi-square (df)</th>
<th>(P) value</th>
<th>Reject the null hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSAID(^b)</td>
<td>54</td>
<td>Mild</td>
<td>0.8 (1)</td>
<td>.36</td>
<td>No</td>
</tr>
<tr>
<td>Corticosteroids</td>
<td>23</td>
<td>Mild</td>
<td>0.2 (1)</td>
<td>.62</td>
<td>No</td>
</tr>
<tr>
<td>Antimalarials</td>
<td>32</td>
<td>Mild</td>
<td>8.8 (1)</td>
<td>.003</td>
<td>Yes</td>
</tr>
<tr>
<td>Immunosuppressive agents</td>
<td>9</td>
<td>Mild</td>
<td>0.2 (1)</td>
<td>.67</td>
<td>No</td>
</tr>
<tr>
<td>Belimumab</td>
<td>15</td>
<td>Mild</td>
<td>2.1 (1)</td>
<td>.15</td>
<td>No</td>
</tr>
<tr>
<td>Rituximab</td>
<td>12</td>
<td>Mild</td>
<td>7.4 (1)</td>
<td>.007</td>
<td>Yes</td>
</tr>
<tr>
<td>NSAID</td>
<td>25</td>
<td>Moderate</td>
<td>5.5 (1)</td>
<td>.02</td>
<td>Yes</td>
</tr>
<tr>
<td>Corticosteroids</td>
<td>41</td>
<td>Moderate</td>
<td>3.1 (1)</td>
<td>.08</td>
<td>No</td>
</tr>
<tr>
<td>Antimalarials</td>
<td>35</td>
<td>Moderate</td>
<td>4.5 (1)</td>
<td>.03</td>
<td>Yes</td>
</tr>
<tr>
<td>Immunosuppressive agents</td>
<td>34</td>
<td>Moderate</td>
<td>9.0 (1)</td>
<td>.003</td>
<td>Yes</td>
</tr>
<tr>
<td>Belimumab</td>
<td>35</td>
<td>Moderate</td>
<td>9.1 (1)</td>
<td>.003</td>
<td>Yes</td>
</tr>
<tr>
<td>Rituximab</td>
<td>23</td>
<td>Moderate</td>
<td>13.7 (1)</td>
<td>.002</td>
<td>Yes</td>
</tr>
<tr>
<td>NSAID</td>
<td>21</td>
<td>Severe</td>
<td>5.8 (1)</td>
<td>.02</td>
<td>Yes</td>
</tr>
<tr>
<td>Corticosteroids</td>
<td>36</td>
<td>Severe</td>
<td>0.1 (1)</td>
<td>.75</td>
<td>No</td>
</tr>
<tr>
<td>Antimalarials</td>
<td>33</td>
<td>Severe</td>
<td>0.7 (1)</td>
<td>.41</td>
<td>No</td>
</tr>
<tr>
<td>Immunosuppressive agents</td>
<td>56</td>
<td>Severe</td>
<td>1.1 (1)</td>
<td>.29</td>
<td>No</td>
</tr>
<tr>
<td>Belimumab</td>
<td>50</td>
<td>Severe</td>
<td>0.0 (1)</td>
<td>.99</td>
<td>No</td>
</tr>
<tr>
<td>Rituximab</td>
<td>65</td>
<td>Severe</td>
<td>1.3 (1)</td>
<td>.25</td>
<td>No</td>
</tr>
<tr>
<td>All treatment options by all disease severities</td>
<td>N/A(^c)</td>
<td></td>
<td>73.5 (1)</td>
<td>&lt;.001</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(^a\)In patients who were pregnant, trying to conceive, or recently pregnant.

\(^b\)NSAID: nonsteroidal anti-inflammatory drug.

\(^c\)N/A: not applicable.

Figure 4. Proportion of rheumatologists recommending belimumab washout before pregnancy and the washout period (days) recommended.
Discussion

Principal Findings

Pregnancy registries can provide valuable maternal and fetal data for newly available therapies; however, recruitment of patients into these registries can be challenging [1,3,5,22]. In the current project, crowdsourcing was used as a novel method to obtain insights from patients and health care professionals on pregnancy registries, specifically the BPR, a multinational, prospective, voluntary registry, established in 2012 to document belimumab exposure in pregnant women.

Web-based crowdsourcing surveys were completed by a considerable number of patients (N=151) and rheumatologists (N=169), demonstrating that crowdsourcing is an effective data collection method to obtain relevant patient and health care professional inputs into ongoing studies. Crowdsourcing was chosen over traditional surveys as it is cost-effective, rapid, targeted, and provides geographically diverse physician and patient feedback. The crowdsourcing approach allowed for cost-effective specific targeting of women with SLE via the MTurk platform; however, as the Turker population is dynamic, it is important to ensure that an adequate period is provided to reach target response levels. Similarly, Sermo allowed for rapid response rates from physicians, which were typically received within 48 hours in the current project. This analysis adds to the growing body of literature that demonstrates the value of crowdsourcing in health research, with previous studies using crowdsourcing across a range of diagnostic, surveillance, and public health applications, among others [13]. However, drawbacks of a crowdsourcing approach are well known, including potential bias in the sample that reduces the generalizability to a wider population [14,15].

Assessment of the safety of pharmaceutical therapies during pregnancy is necessary to gather data that can be used by health care professionals when treating and counseling patients who are pregnant or who wish to become pregnant [3]. This is of particular importance in patients with diseases such as SLE that predominantly affect women, many of whom are of childbearing age, and can be associated with adverse pregnancy outcomes such as premature birth [23]. The overarching principles of the European League Against Rheumatism to guide the use of SLE medication during pregnancy and lactation include aiming to prevent or suppress maternal disease activity without harm to the fetus or child and balancing the risk of medication for the fetus or child against the risks of untreated maternal disease [24]. The US Food and Drug Administration guidelines on the assessment of the outcomes of pregnancies in women exposed to pharmaceutical products state that pharmacovigilance, pregnancy registries, and complementary data sources can be used to evaluate drug safety during pregnancy [1]. However, pregnant patients are generally a population that is difficult to reach, and the feasibility of there being sufficient treatment exposure and recruitment within the patient population to allow enough reliable pregnancy and infant outcome information to be obtained is a critical consideration in the design of pregnancy registries to ensure a sufficient sample size [1,25]. The European League Against Rheumatism has published recommendations for a core data set that pregnancy registries should aim to collect; by gathering data more uniformly, data from different registry sources could be analyzed together, helping to address the issue of low recruitment [26].

The responses received from patients and rheumatologists in the current project are consistent with previous reports of low recruitment into pregnancy registries despite considerable treatment exposure [2,22]. The results suggest that although some women report belimumab exposure during pregnancy (39/77, 51% of pregnant patient respondents in the current project), very few have entered the BPR to date. This may be because of a lack of awareness, with only approximately 51% (32/63) of patients who had been exposed to belimumab during pregnancy or while planning a pregnancy and 45.6% (77/169) of participating rheumatologists reporting that they were aware of the BPR. These data suggest that pregnancy registries could generally focus on improving engagement levels with both pregnant patients and physicians to help increase awareness and recruitment rates. However, as most patients (2137, 57%) stated that the source of their BPR awareness was a physician, increasing registry awareness among health care professionals may be a particularly effective method to improve recruitment. This is consistent with previous studies on pregnancy registry recruitment, which also identified physicians as the major target for increasing awareness [2,23].

Interestingly, most rheumatologists (70/77, 91%) who were aware of the BPR reported that they were willing to refer patients to the registry, and almost half of them (70/145, 48.3%) reported that they had prescribed belimumab to >5 pregnant (or soon-to-be pregnant) patients during their career. The relatively high number of rheumatologists who were aware of BPR and willing to prescribe belimumab during pregnancy contrasts with the low recruitment numbers to date. This suggests that there may be additional obstacles that prevent physicians from enrolling patients in pregnancy registries in routine practice. Possibilities include administrative barriers, the voluntary nature of enrollment, the lack of compensation for time and resources, and no immediate benefit to the participating patients. Therefore, recruitment into voluntary patient registries is likely to be reliant on the participation of patient subgroups who may generally be more motivated and health conscious [27].

As expected, low recruitment into pregnancy registries can also be attributed to the current lack of pregnancy safety data for the drug of interest. In this study, only small proportions of rheumatologists and patients reported no concerns about belimumab exposure during pregnancy, and more than half of the rheumatologists (119/169, 70%) and patients (104/169, 62%) reported the unknown pregnancy safety profile of belimumab as a concern. This is consistent with previous reports of low recruitment into pregnancy registries despite considerable treatment exposure [11]. Many rheumatologists have also indicated a preference for alternative treatments or a desire to eliminate all treatments during pregnancy. Therefore, further information on the safety profile of belimumab during pregnancy will be of great value to support patient and physician decisions regarding SLE treatment during pregnancy. This can be facilitated by further awareness-raising activities and recruitment of the target population into pregnancy registries.
Survey responses indicated that belimumab treatment is more commonly recommended by rheumatologists as a treatment for patients with SLE who were recently pregnant, potentially pregnant, or trying to conceive with moderate or severe rather than mild disease. In patients who self-reported mild severity, the major drug classes (nonsteroidal anti-inflammatory drugs, corticosteroids, immunosuppressive agents, and belimumab) were all within the expected range of rheumatologist recommendations.

Strengths and Limitations

The strengths of this project include the size of the sample of patients with SLE and rheumatologists with a history of treating patients with SLE, along with the use of a real-world SLE population with varied self-reported disease severities. Limitations of this analysis include geographic representation being predominantly US-based; thus, country-specific differences in participation rates may influence interpretability or generalizability to other countries outside the United States. Researchers had to have internet access, and there was a bias toward patients with an understanding of the English language given that the survey questions were only available in English. These requirements could have introduced bias regarding the socioeconomic and educational status of the patients, which was not available or requested. Participants were also required to have Amazon MTurk or Sermo accounts and be willing to participate in the survey. Verification that MTurk respondents were female patients with SLE who were pregnant or planning a pregnancy was not possible, and it is possible that some participants completed the survey imposing as patients for financial gain. To mitigate this concern, we implemented screening procedures, such as rejection of incomplete or inconsistent surveys and surveys completed in <30 seconds, to safeguard the validity of the data collected. A review of the strengths and weaknesses of MTurk research found similarities between MTurk participants and traditional samples and concluded that MTurk has many benefits that make it suitable for assessing a variety of behavioral research, with evidence showing that Turkers produce reliable results consistent with standard decision-making biases [28]. In addition, patients had unverified disease severity; reporting mild, moderate, and severe SLE was made at the discretion of MTurk respondents, and although these are likely to be more standardized among rheumatologists, patient perceptions of mild, moderate, and severe disease may differ. We assessed the similarity between rheumatologist-recommended and patient self-reported treatment options according to SLE severity using a set of questions regarding medication use to verify patients’ responses; however, this proxy approach is not without its own limitations given the disproportionate participation between countries. Moreover, rheumatologists’ views on pre-pregnancy washout were collected for belimumab and not for other treatments. Finally, all data including belimumab exposure were reported by the patients and rheumatologists themselves and could not be verified.

Conclusions

Web-based crowdsourcing is a viable approach for obtaining patient and physician input and enables insights to be gathered from difficult-to-recruit populations. Using our case example, crowdsourcing responses from patients and rheumatologists suggest that there exists a population of patients with SLE who continue to use belimumab during pregnancy. There was moderate awareness of the BPR among patients and physicians. In contrast, enrollment in the BPR is low despite considerable time and resources being devoted to raising awareness among patients and rheumatologists, as well as a willingness among rheumatologists to refer patients to the registry. Barriers to enrollment in pregnancy registries such as the BPR may include a lack of awareness, preference for alternative or no treatment during pregnancy, lack of data on the benefit/risk profile associated with treatment during pregnancy, and the voluntary nature of the study. Alternative approaches to enrolling patients in pregnancy registries should be explored.
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Abstract

Background: Recruiting young people for health and intervention studies by traditional methods has become increasingly challenging. The widespread access to the internet may offer new strategies for online recruitment.

Objective: This study aims to assess the feasibility of online recruitment for a randomized controlled trial evaluating the effectiveness of Mindhelper, an online national youth mental health promotion service. The target group was young Danes aged 15-25 in need of mental health promotion.

Methods: Advertisements for recruitment were set up on Facebook and Instagram. Browser history was collected for a subsample of participants. We compared basic characteristics of participants who completed the baseline survey and those who did not, as well as of participants who completed the follow-up survey and those who were lost to follow-up. The significance of these differences was tested with the Pearson chi-square test.

Results: A total of 560 Danes aged 15-25 were recruited within 1 month (ie, had completed the baseline survey). Among these participants, 356 (63.6%) were at risk of developing depression or stress. The average advertisement price per participant completing the baseline questionnaire was 31 DKK (approximately €4 [US $4.2]). The follow-up survey was sent to 545 participants, of whom 318 (58.3%) completed the survey. No statistically significant differences were observed in baseline characteristics of participants who completed the follow-up and those who were lost to follow-up in terms of gender (P=.45), age (P=.35), occupation (P=.17), cohabitation (P=.90), mental well-being (P=.26), mental illness (P=.44; impact of the illness, P=.05), or use of the internet when having a hard time (P=.92).

Conclusions: We conclude that it is feasible to recruit young Danes online for a large-scale randomized controlled trial assessing the effectiveness of Mindhelper.

Trial Registration: ClinicalTrials.gov NCT04650906; https://clinicaltrials.gov/ct2/show/NCT04650906

(Keywords: recruitment; web based; online; mental health; young people; well-being)

Introduction

Recruiting participants for intervention studies is increasingly difficult, and participation rates in research projects are generally declining, which may hamper data quality, statistical power, and validity of research findings. Recruitment and retention of young people with mental health problems, for health and intervention studies, are shown to be especially challenging [1-4]. Most young people are active on social networking sites, being online multiple times a day, which may offer an alternative
strategy to recruit young participants. In 2020, 93% of 16- to 24-year olds used the internet on a daily basis in Denmark [5], and 96% of all Danes aged 16-39 were social media users [6], of which Facebook had the largest market share [7].

In recent years, an increasing number of studies have applied online recruitment methods, advertising on, for example, social media platforms, through Google search engine, and by website campaigns. Studies have assessed the feasibility of online recruitment among the general population [8,9], and in specific groups, especially among adolescents, and groups that are considered difficult to recruit by traditional means, for example, men who have sex with men [10-18]. Generally, the results show that the cost per participant recruited online is lower compared with offline recruitment methods [13,18-22], and that it is possible to reach populations who are otherwise challenging to enroll [15,19,23]. Studies find that participants recruited online are younger, more highly educated, have poorer self-rated health, and are more likely to be White and female than representative samples [8,18,20,24-26]. However, a systematic review of studies recruiting for health, medical, or psychosocial research using Facebook showed that the majority (86%) of the studies that examined the representativeness concluded that samples recruited through Facebook had similar representation to those recruited through traditional methods [23]. Further, another systematic review examining studies using Facebook for recruiting participants for health research concluded that recruitment through Facebook was more likely than traditional recruitment methods to result in better representation and improved participant selection among adolescents [18].

The widespread access to and use of the internet further opens opportunities for online interventions. Mental health problems are prevalent among young people both in Denmark and abroad [27,28]. Although young people experience the highest rates of mental health problems of any age group, less than half of young people with mental health problems seek professional help [29-32]. Concerns about stigma and confidentiality, low mental health literacy, and difficulties navigating existing mental health services are among the many barriers to help-seeking among young people [33,34]. Online services may overcome some of the obstacles of help-seeking; however, only few studies have examined the effectiveness of unstructured digital mental health solutions [35-40]. Mindhelper [41] is an online, open-access, self-directed youth mental health promotion service that provides information, self-help tools, and guidance to young people in Denmark. Since January 2019, the service has been freely available and disseminated across the country since January 2019. In 2020 Mindhelper had more than 1.2 million visits.

**Evaluating the Effectiveness of Mindhelper in a Large-Scale Study**

In a large-scale study, we aim to evaluate the effectiveness of Mindhelper, contributing to the much needed evidence base for interventions promoting mental health that target young people [42,43]. This feasibility study was undertaken to investigate whether it is possible to recruit young people with mental health problems via social media platforms, to randomize them to use or not to use Mindhelper, and to keep the intervention and control group separate, although the site is open and freely available online. Further, we aimed to explore whether it is possible to retain the participants in the study over time and to assess the validity of self-reported use of Mindhelper.

**Browser History**

To assess whether self-reported questions on online behavior is a valid measure for actual behavior, a subsample of participants, who had given informed consent to access their browser history, was contacted and invited to the National Institute of Public Health (NIPH). Here they met a project employee, who coded the participants’ browser history (in all available browsers) related to the use of Mindhelper for the intervention period from the devices they bought (usually their laptop and mobile phone). All coding was done manually, and because of COVID-19 restrictions, participants were not allowed to enter the NIPH by the end of the recruitment period, and therefore they were guided through the coding process online, meaning that the coding was partly self-reported. Participants who offered access to their browser history were given a gift card for cinema (200 DKK ≈ €27 [US $28.4]) in appreciation for their participation in the study. The financial compensation for participants was given irrespective of their

**Methods**

**The Intervention: Mindhelper**

Mindhelper is a highly scalable, unstructured, multicomponent online mental health promotion service that offers young people...
survey responses and browser history. Hence, there was no reason to believe that the gifts impacted the study in any other way than to promote participation in the study.

**The Advertisement Setup**

Facebook and Instagram were chosen over other platforms, as the advertisement tools on these platforms enable a more detailed targeting of advertisements than other social media platforms, and because Facebook/Instagram had the lowest cost per eligible contact to participants in a study with a similar aged target group [15]. Advertisements targeted Danish speakers aged 15-25. To allow an easier access to the NIPH, all advertisements further targeted young people living within a 20 km radius from the center of Copenhagen (where the NIPH is located). Age was based on the information listed in the user's Facebook/Instagram profile, while location was based on the internet protocol address or the address listed on the user's profile [44].

The advertisements contained a short title (eg, "Help us improve mental well-being among young people"), an image (a photo or drawing of a young male or female looking sad or troublesome), and a main text (eg, “Are you 15-25 years? Help us improve mental well-being among young people. It only requires 2 times 15 minutes of your time”). Examples of the advertisements are displayed in Multimedia Appendix 1. All advertisements were Dynamic Creative Ads, where Facebook's/Instagram's algorithms automatically combine title, images, and main text to run based on advertisement performance and the cost per click. In this process advertisements are placed within advertisement sets. For this study, 4 sets of advertisements were constructed with a total of 6 advertisements.

Advertisers can choose to be charged per click on the advertisement, or each time the advertisement is displayed a certain number of times [44]. We chose the cost-per-click option, as we were interested in people clicking through to our website at the lowest possible cost. The cost per click depends on the current competition between advertisers within the target group, and thus may fluctuate over the recruitment period.

The first advertisement was released on Facebook and Instagram on November 2, 2020. Participants were led from the advertisements to a webpage for the study, where information about the study and data collection was provided. From this webpage, participants could click their way further to the baseline questionnaire, if they had given informed consent to participate in the study. They received the invitation via SMS text message and/or email, depending on the information they had provided in the baseline survey. If they did not respond to the survey within 3 days after the invitation, they received reminders via SMS text message or email. The follow-up survey included questions on the usage of Mindhelper in addition to measures of mental well-being.

Participants were all shown the same questions until the end of the baseline survey. The intervention group was provided with information on Mindhelper and an active link to the website, whereas the control group was informed about the follow-up survey by the end of the baseline survey and received information about Mindhelper only when completing the follow-up survey. On December 2, 2020, the baseline survey was closed; thus, all recruitment was completed within 1 month.

**Statistical Methods**

We compared basic characteristics of participants who completed the baseline survey and those who did not and used the Pearson chi-square test to assess if differences were statistically significant. Similarly, we compared characteristics of participants who completed the follow-up survey and those who were lost to follow-up and tested the significance of these differences using the Pearson chi-square test.

**Ethical Considerations**

The design of this study was guided by the CONSORT (Consolidated Standards of Reporting Trials) statement for pilot and feasibility trials [51], and conducted in accordance with the
Danish Council for Independent Research’s ethical guidelines. All participants received comprehensive information about the purpose of the project and terms of participation and provided informed consent to participate before responding to the baseline questionnaire. The study was registered at ClinicalTrials.gov (NCT04650906), legally approved by the Region of Southern Denmark (journal number: 20/55262), and ethically approved by The Research Ethics Committee of the University of Southern Denmark (case number: 20/68029).

Consent to Participate
It was clearly stated that participation in the study was voluntary, and participants gave consent that their data could be used for research purposes.

Results
The flow of participants in the study population is presented in Figure 1. A total of 1284 participants opened the baseline questionnaire. There were 48 participants who could not be categorized as within the target group, either because they had missing information on age or residency (which were the only mandatory questions within the questionnaire), or because they were younger than 15 or older than 25 years, or not living in Denmark. There were 671 participants who did not complete the questionnaire. Further, 5 participants completed the baseline questionnaire, but did not provide valid contact information, and therefore could not receive the follow-up questionnaire. Thus, a total of 560 participants within the target group completed the baseline questionnaire. All participants completing the baseline questionnaire should receive the follow-up questionnaire; however, 15 participants were mistakenly never invited due to technical errors. A total of 227 participants who received the follow-up questionnaire did not respond, while 318 respondents completed the follow-up questionnaire, and thus a retention probability of 58.3% (318/545) was achieved.

In total, we were able to track 1009 unique clicks to the baseline questionnaire from the landing page. However, the baseline questionnaire had been started 1284 times, thus several clicks to the questionnaire were not tracked. This may occur if participants shared the link to the questionnaire or because of technical issues related to JavaScript. It was predominantly females who interacted with all sets of ads. The average advertisement price per participant completing the baseline questionnaire was 31 DKK (approximately €4 [US $4.2]).

Baseline characteristics of young people who did and did not complete the baseline and follow-up surveys are presented in Table 1. Most of the participants were females, undergoing postsecondary or higher educations, and living together with both parents. More than half of the participants were at risk of developing depression or stress according to the Well-Being Index. Every second participant had at some point been told by a general practitioner or psychologist that they had a mental illness, of whom nearly half (29/52, 56%) were daily affected by the illness during the past 12 months. More than half of the participants used the internet often or sometimes if they were having a hard time.

Participants completing the baseline survey were older, more likely to attend a higher education, and to live apart from their parents than those not completing the baseline survey. However, there was no statistically significant differences between participants completing and not completing the baseline questionnaire regarding gender (P=.51), mental well-being (P=.39), mental illness (P=.17; impact of the illness, P=.17), or use of the internet when having a hard time (P=.31).

The 560 participants who completed the baseline survey were equally randomized to the control (n=280) and intervention group (n=280), and no baseline differences were observed between the 2 groups (data not shown).

The follow-up survey was sent to 545 young people, and 318 (58.3%) completed the survey. No statistically significant differences were observed in baseline characteristics of participants completing the follow-up and those who were lost to follow-up regarding gender (P=.45), age (P=.35), occupation (P=.17), cohabitation (P=.90), mental well-being (P=.26), mental illness (P=.44; impact of the illness, P=.05), or use of the internet when having a hard time (P=.92). However, participants who did complete the follow-up survey were slightly older and more likely to be in the risk zone of depression or stress according to the Well-Being Index, compared with those not completing the survey. Furthermore, participants completing the follow-up survey were more likely to have a mental illness and to have been daily impacted by the illness during the past 12 months than those not completing the survey.

During the follow-up period, 21.9% (34/155) of the participants in the intervention group and 3.1% (5/163) of the participants in the control group used Mindhelper (data not shown). The difference in usage between the intervention and control group was statistically significant (P<.01).

In total, 49 participants got their browser history coded. However, 3 participants were subsequently excluded as they could not be identified in the survey data, resulting in 46 usable browser histories linked with survey response (Table 2). Overall, when participants in the survey reported that they had not visited Mindhelper, it was consistent with data from the browser history (an agreement between their survey response and their browser history of 94% [31/33]). When participants reported that they had visited Mindhelper, results were less clear (an agreement between their survey response and their browser history of only 64% [7/11]).
Figure 1. Study flowchart presenting participant recruitment.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline not completed (n=671)</th>
<th>Baseline completed (n=560)</th>
<th>P value</th>
<th>Follow-up not completed (n=227)</th>
<th>Follow-up completed (n=318)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>87 (13.0)</td>
<td>61 (10.9)</td>
<td>.51</td>
<td>24 (10.6)</td>
<td>37 (11.6)</td>
<td>.45</td>
</tr>
<tr>
<td>Female</td>
<td>573 (85.5)</td>
<td>488 (87.3)</td>
<td></td>
<td>201 (88.9)</td>
<td>273 (85.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>10 (1.5)</td>
<td>10 (1.8)</td>
<td></td>
<td>1 (0.4)</td>
<td>8 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Missing&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1</td>
<td>1</td>
<td></td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td>&lt;.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-17</td>
<td>283 (42.2)</td>
<td>135 (24.1)</td>
<td></td>
<td>60 (26.4)</td>
<td>69 (21.7)</td>
<td>.35</td>
</tr>
<tr>
<td>18-20</td>
<td>139 (20.7)</td>
<td>146 (26.1)</td>
<td></td>
<td>62 (27.4)</td>
<td>79 (24.8)</td>
<td></td>
</tr>
<tr>
<td>21-23</td>
<td>143 (21.3)</td>
<td>178 (31.8)</td>
<td></td>
<td>63 (27.9)</td>
<td>112 (35.2)</td>
<td></td>
</tr>
<tr>
<td>24-25</td>
<td>106 (15.8)</td>
<td>101 (18.0)</td>
<td></td>
<td>42 (18.6)</td>
<td>58 (18.2)</td>
<td></td>
</tr>
<tr>
<td>Mean age (SD)</td>
<td>19.2 (0.13)</td>
<td>20.3 (0.13)</td>
<td></td>
<td>20.1 (0.20)</td>
<td>20.5 (0.17)</td>
<td></td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
<td></td>
<td>&lt;.01</td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Employed</td>
<td>99 (14.9)</td>
<td>85 (15.2)</td>
<td></td>
<td>43 (18.9)</td>
<td>42 (13.2)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>24 (3.6)</td>
<td>28 (5.0)</td>
<td></td>
<td>11 (4.8)</td>
<td>16 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Student (primary school)</td>
<td>129 (19.5)</td>
<td>41 (7.3)</td>
<td></td>
<td>18 (7.9)</td>
<td>20 (6.3)</td>
<td></td>
</tr>
<tr>
<td>Student (postsecondary education)</td>
<td>214 (32.3)</td>
<td>163 (29.1)</td>
<td></td>
<td>71 (31.3)</td>
<td>86 (27.0)</td>
<td></td>
</tr>
<tr>
<td>Student (higher education)</td>
<td>167 (25.2)</td>
<td>215 (38.4)</td>
<td></td>
<td>74 (32.6)</td>
<td>136 (42.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>30 (4.5)</td>
<td>28 (5.0)</td>
<td></td>
<td>10 (4.4)</td>
<td>18 (5.7)</td>
<td></td>
</tr>
<tr>
<td>Missing&lt;sup&gt;a&lt;/sup&gt;</td>
<td>8</td>
<td>0</td>
<td></td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Cohabitation, n (%)</td>
<td></td>
<td></td>
<td>&lt;.01</td>
<td></td>
<td></td>
<td>.90</td>
</tr>
<tr>
<td>Lives with parents (who live together)</td>
<td>228 (35.3)</td>
<td>148 (26.9)</td>
<td></td>
<td>61 (27.6)</td>
<td>84 (26.8)</td>
<td></td>
</tr>
<tr>
<td>Lives with parents in shifts</td>
<td>52 (8.0)</td>
<td>20 (3.6)</td>
<td></td>
<td>9 (4.1)</td>
<td>9 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Lives with 1 parent</td>
<td>101 (15.6)</td>
<td>76 (13.8)</td>
<td></td>
<td>32 (14.5)</td>
<td>39 (12.4)</td>
<td></td>
</tr>
<tr>
<td>Lives with a partner or friend</td>
<td>116 (18.0)</td>
<td>123 (22.4)</td>
<td></td>
<td>47 (21.3)</td>
<td>73 (23.2)</td>
<td></td>
</tr>
<tr>
<td>Lives in a dormitory</td>
<td>64 (9.9)</td>
<td>71 (12.9)</td>
<td></td>
<td>26 (11.8)</td>
<td>44 (14.0)</td>
<td></td>
</tr>
<tr>
<td>Lives alone</td>
<td>63 (9.8)</td>
<td>88 (16.0)</td>
<td></td>
<td>38 (17.2)</td>
<td>49 (15.6)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>22 (3.4)</td>
<td>24 (4.4)</td>
<td></td>
<td>8 (3.6)</td>
<td>16 (5.1)</td>
<td></td>
</tr>
<tr>
<td>Missing&lt;sup&gt;a&lt;/sup&gt;</td>
<td>25</td>
<td>10</td>
<td></td>
<td>6</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Well-being (WHO&lt;sup&gt;b&lt;/sup&gt; Well-Being Index), n (%)</td>
<td></td>
<td></td>
<td>.39</td>
<td></td>
<td></td>
<td>.26</td>
</tr>
<tr>
<td>Not in the risk zone (&gt;50 points)</td>
<td>167 (33.2)</td>
<td>198 (35.7)</td>
<td></td>
<td>86 (38.4)</td>
<td>106 (33.7)</td>
<td></td>
</tr>
<tr>
<td>Risk zone (≤50 points)</td>
<td>336 (66.8)</td>
<td>356 (64.3)</td>
<td></td>
<td>138 (61.6)</td>
<td>209 (66.3)</td>
<td></td>
</tr>
<tr>
<td>Missing&lt;sup&gt;a&lt;/sup&gt;</td>
<td>168</td>
<td>6</td>
<td></td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Have or have had a mental illness diagnosed by a general practitioner or psychologist, n (%)</td>
<td></td>
<td></td>
<td>.17</td>
<td></td>
<td></td>
<td>.44</td>
</tr>
</tbody>
</table>
Impacted by the mental illness within the past 12 months, among participants with a mental illness, n (%)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline not completed (n=671)</th>
<th>Baseline completed (n=560)</th>
<th>P value</th>
<th>Follow-up not completed (n=227)</th>
<th>Follow-up completed (n=318)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>52 (7.7)</td>
<td>275 (49.6)</td>
<td></td>
<td>104 (46.4)</td>
<td>166 (52.7)</td>
<td>.05</td>
</tr>
<tr>
<td>No</td>
<td>48 (7.2)</td>
<td>269 (48.6)</td>
<td></td>
<td>116 (51.8)</td>
<td>143 (45.4)</td>
<td></td>
</tr>
<tr>
<td>Do not want to answer</td>
<td>5 (0.7)</td>
<td>10 (1.8)</td>
<td></td>
<td>4 (1.8)</td>
<td>6 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Missinga</td>
<td>566</td>
<td>6</td>
<td></td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

Use of the internet if having a hard time, n (%)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline not completed (n=671)</th>
<th>Baseline completed (n=560)</th>
<th>P value</th>
<th>Follow-up not completed (n=227)</th>
<th>Follow-up completed (n=318)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, daily</td>
<td>29 (55.8)</td>
<td>135 (49.1)</td>
<td></td>
<td>44 (42.3)</td>
<td>87 (52.4)</td>
<td>.17</td>
</tr>
<tr>
<td>Yes, weekly</td>
<td>16 (30.8)</td>
<td>77 (28.0)</td>
<td></td>
<td>39 (37.5)</td>
<td>38 (22.9)</td>
<td></td>
</tr>
<tr>
<td>Yes, but less than weekly</td>
<td>7 (13.5)</td>
<td>39 (14.2)</td>
<td></td>
<td>11 (10.6)</td>
<td>28 (16.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>24 (8.7)</td>
<td></td>
<td>10 (9.6)</td>
<td>13 (7.8)</td>
<td></td>
</tr>
</tbody>
</table>

Use of the internet if having a hard time, n (%)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline not completed (n=671)</th>
<th>Baseline completed (n=560)</th>
<th>P value</th>
<th>Follow-up not completed (n=227)</th>
<th>Follow-up completed (n=318)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, often</td>
<td>189 (31.2)</td>
<td>148 (26.4)</td>
<td></td>
<td>61 (26.9)</td>
<td>83 (26.1)</td>
<td>.31</td>
</tr>
<tr>
<td>Yes, sometimes</td>
<td>321 (53.4)</td>
<td>314 (56.1)</td>
<td></td>
<td>125 (55.1)</td>
<td>183 (57.5)</td>
<td></td>
</tr>
<tr>
<td>No, not at all</td>
<td>80 (13.2)</td>
<td>83 (14.8)</td>
<td></td>
<td>36 (15.9)</td>
<td>44 (13.8)</td>
<td></td>
</tr>
<tr>
<td>Do not have a hard time</td>
<td>13 (2.1)</td>
<td>15 (2.7)</td>
<td></td>
<td>5 (2.2)</td>
<td>8 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Missinga</td>
<td>66</td>
<td>0</td>
<td></td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Use of the internet if having a hard time, n (%)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline not completed (n=671)</th>
<th>Baseline completed (n=560)</th>
<th>P value</th>
<th>Follow-up not completed (n=227)</th>
<th>Follow-up completed (n=318)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, often</td>
<td>189 (31.2)</td>
<td>148 (26.4)</td>
<td></td>
<td>61 (26.9)</td>
<td>83 (26.1)</td>
<td>.31</td>
</tr>
<tr>
<td>Yes, sometimes</td>
<td>321 (53.4)</td>
<td>314 (56.1)</td>
<td></td>
<td>125 (55.1)</td>
<td>183 (57.5)</td>
<td></td>
</tr>
<tr>
<td>No, not at all</td>
<td>80 (13.2)</td>
<td>83 (14.8)</td>
<td></td>
<td>36 (15.9)</td>
<td>44 (13.8)</td>
<td></td>
</tr>
<tr>
<td>Do not have a hard time</td>
<td>13 (2.1)</td>
<td>15 (2.7)</td>
<td></td>
<td>5 (2.2)</td>
<td>8 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Missinga</td>
<td>66</td>
<td>0</td>
<td></td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>


aMissing entries were not included in the calculations of percentages, and therefore, percentages are not listed for missing.

bWHO: World Health Organization.

Table 2. Compliance between data from questionnaire and browser history in a subsample of 46 participants.

Comparison between self-reported visits at Mindhelper and visits recorded in browser history

<table>
<thead>
<tr>
<th>Visited Mindhelper (data from follow-up questionnaire), n (%)</th>
<th>Visited Mindhelper (data from follow-up questionnaire), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7 (64)</td>
</tr>
<tr>
<td>No</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Total</td>
<td>11 (100)</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Discussion

Principal Findings

In 1 month, 560 participants within the target group and in need of mental health promotion were recruited. Participants completing the baseline survey were generally older than those not completing the survey, and in line with this, a larger proportion attended a higher education and lived apart from their parents. However, no statistically significant differences regarding mental health and well-being were observed between young people with completed and noncompleted baseline surveys.

A retention probability of 58.3% (318/545) was achieved, which is lower than the average probability of 79% observed in a systematic review of engagement of children and young people in digital mental health interventions (ranging from 16% to 100% in the included studies) [52]. However, the average probability covers a wide variety of target groups and interventions, and thus may not be comparable to ours. The study included in the review most like ours targeted Australians aged 16-25 years and assessed the efficacy of an online self-guided app recommendation service aiming to improve well-being [39]. In that study, a retention probability of 50% (4 weeks after baseline) was achieved. Compared with this, a retention probability of 58.3% (318/545) may be acceptable after 1 week. The 318/545 (58.3%) participants who completed the follow-up survey did not differ significantly from those lost to follow-up in demographic characteristics, mental health, and well-being, thus decreasing the risk of selection bias. However, participants who completed the follow-up survey were more likely to be at risk of developing depression or stress, to have

https://formative.jmir.org/2022/5/e35874
a mental illness, and to be daily impacted by the illness than those not completing the survey. This may indicate that we were able to retain participants in need of mental health promotion, and thus to reach the target group of the intervention. The risk of attrition at follow-up will be accounted for in the sample size calculation in the large-scale randomized controlled trial.

We targeted males and females equally; however, we mainly recruited females (488/560, 87.1%). This tendency is in line with other studies recruiting using Facebook, where the majority of the participants recruited have also been females [23]. The advertisement algorithm favors subparts of the target group who have previously interacted with the advertisement, and thus the advertisements were increasingly shown to females during the recruitment process. This may be corrected for in the large-scale effectiveness study of Mindhelper by re-designing the advertisements, oversampling specific groups, or narrowing down the target group for some advertisements (eg, by only including males). The ability to create multiple advertisements targeting different populations, to closely monitor their real-time performance, and to continuously adjust make online advertising a powerful tool for recruiting according to specific demographic requirements. This will help to ensure a broader representation in the study, but will probably also result in a slightly increased price per recruited participant. With an average advertisement price per participant completing the baseline questionnaire of 31 DKK (approximately €4 [US $4.2]), online recruitment proves economically favorable compared with traditional methods. However, one should be aware of the dynamic nature of advertisement algorithms, and the fact that price per click depends on the current competition between advertisers within the target group. Hence, the achieved advertisement price per participant may fluctuate. Further, the advertisement success of future studies may be affected by changing Facebook algorithms and policies.

According to the follow-up survey, 21.9% (34/155) of the participants in the intervention group and 3.1% (5/163) of the participants in the control group had used Mindhelper during the intervention period. Survey-reported online activity was consistent with browser history when participants reported not to have visited Mindhelper, but results were less clear among participants reporting to have visited Mindhelper, due to the relatively few observations and low overall usage of Mindhelper. However, our results indicated that it was possible to ensure that very few participants in the control group used the website, although the website is open and freely available.

A more active and persistent encouragement of participants in the intervention group is needed to increase the usage of Mindhelper. Currently, the most frequent user flow of Mindhelper is people entering the site from diagnostic and research search phrases in search engines (ie, pull marketing). Recruiting through online advertisement flips the user flow (push marketing). Hence, different measures will be applied in the large-scale effectiveness study of Mindhelper to improve the motivation for interaction with the site. Throughout the intervention period, automated series of emails/SMS text messages introducing participants to learn more about the site, and specific series offering advice on improving mental health (eg, evidence-based advice on self-care) will be applied to remind the intervention group of the site’s possibilities.

### Strengths and Limitations

In 1 month, 560 eligible participants within the target group were recruited and thus, we succeeded in recruiting a large study population within a short timeframe. The large study population decreases the impact of nonsystematic errors and improves statistical power. The short recruitment period decreases the risk of other things occurring simultaneously that potentially impact recruited participants and the explored associations.

Some limitations of the study need to be considered. Exposure to the advertisements depended on having a profile on Facebook/Instagram, and the users supplying their correct age in their profile, other users’ interaction with the advertisement (as the advertisement algorithm favors subparts of the target group who have previously interacted with the advertisement), and time spent on Facebook and Instagram. If systematic differences exist between those who were exposed to the advertisements and those who were not, this may give rise to selection bias. Further, there may be considerable differences between those who click on advertisements in Facebook/Instagram and those who do not. Similarly, if young people volunteering to participate in the study vary systematically from those who did not open the survey, self-selection bias may be an issue. As no information was gathered about participants who did not begin the baseline questionnaire, this bias cannot be excluded.

Since recruitment was completed within 1 month, no information was retrieved on longer-term trends in recruitment rates, which may diminish over time. This could be an area for future research.

Young people may access the internet daily from several devices, and they may not have brought all these devices to the NPHI for coding. Additionally, the participants may occasionally browse in incognito mode, and if they did while visiting Mindhelper, this will not show up in the browser history. Therefore, a participant might have actually visited Mindhelper, but it will not show up in his/her coded browser history. This inaccuracy is likely to be highest in the intervention group, as the control group was not provided with information about Mindhelper, and thus the use of Mindhelper may be underestimated in the intervention group.

We were also unable to track all activities from the study website to the questionnaire due to technical issues. In the large-scale effectiveness study of Mindhelper, we will seek to implement the survey directly on the website, which will give us more precise usage data.

Based on the results from this feasibility study, we conclude that it is possible to assess the effectiveness of Mindhelper in a randomized controlled trial and to recruit participants online via social networking sites.
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Abstract

Background: Video consultation (VC) is increasingly seen as a cost-effective way of providing outpatient care in the face of dwindling resources and growing demand for health care worldwide. Therefore, the sustainable implementation of VC is a phenomenon of interest to medical practitioners, researchers, and citizens alike. Studies are often criticized for not being sufficiently robust because the research settings are mostly small-scale pilot projects and are unable to reflect long-term implementation. The COVID-19 pandemic has compelled clinicians worldwide to conduct remote consultation, creating a favorable context to study large-scale remote consultation implementation.

Objective: The aim of this study was to thoroughly investigate how clinicians reason their choice of different consultation modes in the routine of consultation and what the underlying reasons are for their choices. We posited that a deeper understanding of clinicians’ perceptions of remote consultation is essential to deduce whether and how remote consultation will be adopted on a large scale and sustained as a regular service.

Methods: A qualitative approach was taken, in which the unit of analysis was clinicians in one of the largest university hospitals in Norway. In total, 29 interviews were conducted and transcribed, which were used as the primary data source. Using the performative model of routine as the theoretical framework, data were analyzed using deductive content analysis.

Results: Clinicians have mixed opinions on the merits and demerits of VC and its position between in-person and telephone consultation. Totally, 6 different planning criteria were identified, and individual clinicians used different combinations of these criteria when choosing a mode of consultation. The ideals that clinicians hold for conducting consultation can be divided into three aspects: clinical, interpersonal, and managerial. VC engenders a new ideal and endangers the existing ideals. VC causes minor changes in the tasks the clinicians perform during a consultation; thus, these changes do not play a significant role in their choice of consultation. Clinicians could not identify any changes in the outcome of consultation as a result of incorporating a remote mode of consultation.

Conclusions: Clinicians feel that there is a lack of scientific evidence on the long-term effect of remote consultation on clinical efficacy and interpersonal and managerial aspects, which are crucial for consultation service. The absence of sufficient scientific evidence and a clear understanding of the merits and demerits of VC and standard practices and shared norms among clinicians regarding the use of video for consultation both create a void in the consultation practice. This void leads clinicians to use their personal judgments and preferences to justify their choices regarding the consultation mode. Thus, diverse opinions emerge, including some paradoxical ones, resulting in an uncertain future for sustainable large-scale implementation, which can reduce the quality of consultation service.

(JMIR Form Res 2022;6(5):e35950) doi: 10.2196/35950
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video consultation; work routine; outpatient care; telemedicine; clinician; professional work

Introduction
Background
Video consultation (VC) is increasingly seen as a cost-effective way of providing outpatient care in the face of dwindling resources and growing demand for health care worldwide [1,2]. Several pilot studies have reported VC to be beneficial while providing health care access to patients in rural areas with insufficient care providers [3,4], thus making the consultation time-efficient [5], reducing the need for travel for patients [6,7], and providing the ability to add care providers from different locations and family members as needed to provide coordinated care [4]. Therefore, the sustainable implementation and adoption of VC is a phenomenon of interest to medical practitioners, academic researchers, and citizens alike. Studies on VC have taken several trajectories, such as measuring efficacy, diagnosis-specific outcomes, and safety. However, these studies are often criticized for not being sufficiently robust because the research settings are often small-scale pilot projects or interventions and, therefore, are unable to reflect long-term implementation [2,8]. To address this gap, we focused on a hospital where VC is no longer a trial project but is gradually becoming a regular service. We aimed to understand how, in their regular work routine, clinicians choose a particular mode of consultation when three alternative modes—in person, video, and telephone—are available to conduct a consultation. Clinicians are the ultimate decision makers in adopting or abandoning technology in hospitals [9]; therefore, they are the focus of this study. The pandemic has compelled clinicians worldwide to use remote consultations through telephone and video. Therefore, clinicians have gained substantial experience in conducting remote consultations. Thus, the pandemic has created a favorable context to study how clinicians choose the consultation mode. In contrast, as pandemic restrictions are being lifted, it is crucial to investigate how clinicians are making sense of the situation and how this may impact remote consultation implementation. Henceforth, we have used the term remote consultation to imply both video and telephone consultation and the abbreviations PC, VC, and TC to imply in-person, video, and telephone consultation, respectively.

Previous Studies
Although there is a lack of in-depth studies considering the intricacies of remote consultation implementation, recent studies have focused on the process of implementation. The nonadoption, abandonment, scale-up, spread, and sustainability framework aims to assist and evaluate the success of technology-enabled health care programs through pragmatic questions focusing on seven domains: condition or illness, technology, value proposition, adopter system, organizations, wider (institutional and societal) context, and interaction and mutual adaptation among all these domains over time [10]. An extension of this framework—the planning and evaluating remote consultation services method—has been developed for VC. This framework evaluates the following domains: reason for consulting, patient, clinical relationship, home and family, technologies, staff, health care organization, and wider system [11]. These frameworks offer a comprehensive method for planning and evaluating implementation. However, the mechanisms that drive or limit the implementation process are not the focus of these frameworks.

Nonetheless, studies on how VCs have expanded during the pandemic have discussed these mechanisms, positing that the reasons for successful expansion include the national-level groundwork conducted before the pandemic, a strong strategic vision, a well-resourced quality improvement model, dependable technology, and multiple opportunities for staff to try the video option [8]. However, these results are only from the pandemic period. As this is a special situation and does not reflect normal conditions, it does not shed light on the future of VC when the pandemic no longer limits citizens’ movements. A pre-pandemic study by Greenhalgh et al [12] investigated the real-world implementation of VCs and concluded that (1) although clinicians consider VC to be safe, effective, and convenient for some patients in certain situations, those situations are rare compared with the overall number of outpatient consultations and (2) it is challenging to embed VC into the routine practice of consultation when clinicians are hesitant to change.

A recent literature review indicated that empirical studies focusing on VC implementation did not identify the distinct processes essential for achieving large-scale adoption of VC [13]. We argue that how clinicians choose different modes of consultation is an essential process in the long-term adoption of VC. Clinicians are empowered with expert knowledge that is inaccessible to people outside the clinical profession; thus, clinicians decide both the definition of the goals (eg, what is quality of care) and the means to reach the goals (eg, how the quality of care can be attained) [14]. On the one hand, clinicians have codified knowledge and standard practices based on scientific evidence. However, on the other hand, they have shared values and norms that are seemingly flexible, yet uniformly shared and strongly held [15]. Therefore, clinicians play a crucial role in the implementation of any technology in hospitals, and their role may even be more significant for VC adoption because, mostly, a consultation is a one-to-one service between the clinician and patient. We posit that a deeper understanding of clinicians’ perceptions of remote consultation is essential to deduce whether and how VC will be adopted on a large scale and sustained as a regular service. Hence, this study focused on how clinicians decide on the mode of consultation in their regular work routines. We used the performative model of routine as the theoretical framework, as explained in the following section.

Theoretical Framework: Performative Model of Routines
Studying information technology (IT) implementation from a professional’s routine perspective can provide a better understanding of the long-term applications of IT [16]. The tasks within an organization are accomplished through temporal...
structures known as routines [17], standard operating procedures [18], and habits [19]. “An organizational routine is not a single pattern but, rather, a set of possible patterns—enabled and constrained by a variety of organizational, social, physical and cognitive structures—from which organizational members enact particular performances” [20]. Routines work as both stabilizing force and apparatus to evolve with changing environmental demands in an organization [16]. We used the performative model of routine [21] to identify how the implementation of VC impacts the routine of consultation. Figure 1 shows how the equilibrium of the state of routines can change and follow a new pattern in organizations; this model has been used in different studies as a theoretical lens for studying human-technology interaction [22], along with how people make sense of the changing organizational goals [23].

According to the performative model of routine, routines are not fixed actions performed by the people in an organization; rather, they are dynamic patterns stemming from ongoing exchanges between ideals, plans, actions, and outcomes. Ideals represent normative influences including values, goals, missions, and expectations. Plans are thoughts and intentions that cause the actions. Plans and actions generate the outcome. The outcomes are then compared with the ideals to set the next course of plans and actions. None of these 4 aspects are immune to change. Even ideals can be altered if the generated outcomes—whether intended or unintended—reveal new possibilities. The people in an organization change the routine when they see that the outcomes of the ongoing routines are either falling short of the ideals or showing the possibility of new ideals. When the outcomes fall short of the existing ideals, the actors strive to change their plans and actions to attain the ideals. When the outcomes show the possibilities of new ideals, the actors expand their plans and actions to fulfill the new ideals. We used this model to frame how clinicians make sense of the implementation and continuation of the large-scale application of VC, along with TC and PC, in hospitals.

This study aimed to thoroughly investigate how clinicians reason their choice of different consultation modes, namely, PC, TC, and VC. The performative model of routine provided us with a systematic structure to analyze clinicians' choices regarding different consultation modes. On the basis of the findings, this paper also explained the underlying reasons for the clinicians' choice. The following was the guiding research question: How do clinicians choose the consultation type from among PCs, VCs, and TCs?

Figure 1. Performative model of routine [21].

Methods

Overview

A qualitative approach was taken, in which the unit of analysis was the clinicians in one of the largest university hospitals in Norway, which is anonymized as the Pioneer Hospital in this paper. We purposefully chose this hospital because it provides a rich ground to investigate our research question. As the name suggests, the hospital is a pioneer in promoting and deploying cutting-edge digital tools to provide and manage health care services in the region. An active research and development center works closely with the hospital management to maintain a progressive approach regarding the use of technologies in health care, and the hospital has a substantial financial budget for the innovation and implementation of new technologies. As the Pioneer Hospital has a long tradition of innovating and designing IT-enabled services, it can be presumed that there are fewer managerial and organizational challenges to the implementation of VC when compared with a hospital that has little or no experience with the implementation of new technology. A hospital that seemingly has few managerial and economic challenges in implementing VC can provide us with the opportunity to look beyond the financial and organizational challenges mentioned in previous studies [12] and focus on how clinicians choose between different modes of consultation. In the following sections, we have discussed the context of the study and explained the data collection and analysis process.

Research Setting

Among resource constraints and an increasing demand for health care, the health authority in Norway has decided to implement VC as an alternative to PC in hospitals countrywide. The goals of implementing VC are to (1) reduce the cost incurred from a
At the beginning of 2020, the hospital asked all the departments to start conducting VCs. Similar to the pilot project, the clinicians were given the freedom to decide on the mode of consultation. However, this time, an annual goal was set for the departments, not for the individual clinician. As mentioned by both advisers and clinicians, there was no penalty or consequence for not being able to meet the goal. Currently, a plan is made to provide additional budgets to the departments that meet the goal in the future. At the beginning of VC implementation, the health authority changed the reimbursement plan for how the clinics were paid (by the government) for the consultations. According to the new plan, VC and TC were reimbursed with 75% and 67% of that received for PC, respectively. Despite the request to use VC and this change in the reimbursement plan, the clinicians were sluggish in using VCs until the COVID-19 pandemic hit the country and a nationwide lockdown was announced in March 2020. The restraint on movement stopped the patients from visiting the clinics for consultations, and the hospital was only allowed to admit patients with emergency issues. Therefore, clinicians were compelled to conduct VCs more frequently than before the lockdown. As the lockdown continued, the health authority revised the reimbursement plan again, this time, providing equal pay for all modes of consultation. This plan has remained active so far, irrespective of the changes in the strictness of the lockdown. Textbox 1 provides an overview of the time line of VC implementation in the hospital since 2019.

**Textbox 1.** Implementation of video consultation (VC) at the Pioneer Hospital (2019-2021).

**2019**
- Identified VC to be a solution (1) for reducing the cost of public health care service by reducing the need for patients to travel to hospital for consultations and (2) by reducing travel-induced stress and other activities for patients.
- Planned and arranged the necessary software and hardware for VC.
- Conducted pilot projects for VC.

**2020 (before the pandemic and lockdown)**
- Set a goal for the number of VCs for each department after discussion with the department heads.
- Started to receive incentives for telephone consultation and VC, at rates of 67% and 75% of an in-person consultation, respectively.

**2020 (from the beginning of the pandemic and lockdown)**
- Changed the incentive to be equal for all modes of consultation.
- Revised and scaled up the goals for VC.
- Total number of VCs increased from 200 (in 2019) to 2000.

**Present (October 2021)**
- Planned to give an additional budget to the departments that reach the annual target of VC by the end of the year.
- Planning to establish VC as a regular alternative to in-person consultation in standard patient pathways.
- Saved NOK 52,000,000 (US $5,362,318) in traveling costs.

**Ethics Approval**
This study was approved by the Norwegian Center for Research Data (NSD; reference number 800636). The committee assessed the application and decided that “the processing of personal data in this project will comply with data protection legislation, presupposing that it is carried out in accordance with the information given in the Notification Form and attachments.
dated 08.10.2019. Everything is in place for the processing to begin.” We also sought permission (reference number 58059) from the Regional Committee for Medical and Health Research Ethics (REK) for interviewing patients. However, the committee assessed that the project falls outside the scope of the Health Research Act (ACT 2008-06-20 number 44); thus, it could be conducted without the REK’s approval. Following the NSD guidelines, written consent was obtained for each interview, and data were anonymized and stored on the researcher’s server at the university where the project was conducted.

**Data Collection and Analysis**

A semistructured interview technique was used to collect data. Following the checklist provided by the consolidated criteria for reporting qualitative research [25] and the case study protocol guidelines provided by Yin [26], we developed an interview guide (Multimedia Appendix 1). The guide includes three sets of questions to be asked to the clinicians, patients, and advisers, respectively. The interview guide aimed to include all questions that could capture the complexities and dynamic character of the clinicians’ routines of consultation and VC implementation process. The questions were open ended, and the focus was to gather information on (1) the VC implementation process, (2) how the implementation of VC changes the consultation process, and (3) the perceptions of VC. To create a broad array of questions, we did not follow any particular framework at this stage, but instead, outlined the questions following different studies, including the performative model of routine [21], technology acceptance models [27,28], and structurational model of technology [29]. The interview guide was submitted to the hospital authority, NSD, and REK before data collection began. The questions were approved without changes. However, we added question number 8 for the clinicians after the first interview because that interview revealed that the duration of consultation may vary and that the documentation of patient records requires substantial amount of time.

We studied VC implementation in the Pioneer Hospital since the fall of 2019 and interviewed a group of clinicians (n=16), advisers of the research and development center responsible for facilitating VC implementation (n=7), and patients (n=16). We selected these 3 groups because they have the best knowledge of implementing, conducting, and receiving VC service, which is an essential criterion for selecting the sample [30]. All the advisers involved in VC implementation in the hospital were interviewed. To recruit clinicians and patients, we sent invitation letters to them, asking them to participate. The inclusion criterion was that they had experienced at least one mode of remote consultation, that is, TC or VC, at least once in the past 6 months. The hospital’s communication channel was used to send invitation letters via email. To determine the number of clinicians and patients in the respective sample group, we relied on data saturation—the point of time when information from the informants becomes repetitive and no further information can be gained from further data collection [30]. Therefore, to recruit enough informants, the invitation letter was sent twice to clinicians and thrice to patients, leaving an interval of 2 months in between. The interviews were a mix of face-to-face and video calls, following the pandemic guidelines in the region.

The face-to-face interviews were audio-recorded, and video calls were video-recorded. Documents and nonparticipatory observation methods [31] were used to gather contextual information. A wide range of reports on the digitalization of the hospital, published between August 2019 and August 2021, was scrutinized. These reports can be divided into two categories: (1) public reports published by the government and (2) internal reports published by the hospital. The first group of reports provides the macrocontext of VC implementation, presenting how the government is planning and strategizing different digital health services, including VC [24,32,33]. The second group of reports provides the ongoing status of VC implementation in the hospital, including the numbers of PC, VC, and TC, along with the future goals for these consultation modes. To maintain confidentiality, these reports are not cited. Furthermore, the first author (AE) participated and took notes in a workshop in which clinicians shared presentations of their experience of using VC with the top management. Subsequently, the author gained access to those presentations.

In this study, the primary data source was interviews with clinicians, whereas the other interviews, documents, and observation notes were used for contextual understanding and data triangulation [34]. Data triangulation was performed to enhance the quality of the data used and strengthen the findings of the study [26]. We interviewed the clinicians twice: once in the middle of the pandemic (2020) and once when the pandemic-induced restrictions were lifted in Norway (2021). Of the 16 clinicians, 3 (19%) clinicians could not participate in the second round of interviews for different reasons, resulting in a total of 29 interviews. The first round of interviews lasted between 60 and 75 minutes, and the second round lasted approximately 45 minutes. All the interviews were recorded and transcribed. We contacted 19% (3/16) of the clinician-informants via email after the transcribing process to obtain some clarification on certain issues mentioned in the interview.

To keep data analysis transparent and easy to understand, we followed the criteria from the consolidated criteria for reporting qualitative research framework, which suggests reporting on the number and roles of data analysts and the derivation of themes and performing participant checking [25]. Initially, all the recordings of the interviews were transcribed verbatim by the first author (AE) to minimize interviewer bias. The interview transcripts were then read several times to gain familiarity with the content, and a comprehensive narration of the case was written and shared with the other 2 authors (HCD and LdB). A narrative strategy is often used in qualitative studies to organize data and increase contextual understanding [35]. The remaining data analysis can be divided into two parts: (1) mapping the VC implementation process and (2) mapping the clinicians’ routines for conducting consultation services. To map the VC implementation process, we used a visual mapping strategy that is beneficial to arrange data from different sources sequentially and against the time line [35]. Therefore, we plotted the events that occurred regarding the implementation of VC. We plotted these events as narrated by our informants and as described in public and internal documents. We used pen and paper to map
the process. **Textbox 1** presents a schematic version of the implementation process.

For the second part of data analysis, we used the deductive content analysis method, which “...aims to test existing categories, concepts, models, theories, or hypotheses...in a new context” [36]. The performative model of routine was applied as the theoretical framework to guide our analysis. The four aspects of the model (i.e., ideals, plans, actions, and outcomes) were used to color-code the quotes in the clinician’s interview, and then, those quotes were grouped under these 4 aspects in an Excel spreadsheet. This process was conducted separately for the first and second rounds of the interviews to assess whether their perceptions and routine have changed over time. During this process, the coauthors investigated different quotes obtained from the clinicians and discussed their meaning to ensure that the researchers’ personal biases were minimized. Moreover, no change in routine or perception was identified between the two rounds of interview. The notes made from the documents and experience-sharing webinar were then cross-matched with the data content in the Excel sheet. Finally, the narrations of advisers and patients were thoroughly read and compared with the clinicians’ data content to identify discrepancies among the clinicians, advisers, and patients. For example, we asked both clinicians and patients how they decided on the mode of their next consultation. Therefore, we compared the answers provided by patients with those provided by clinicians to identify any discrepancies. Similarly, we compared the advisers’ responses to whether a guideline is provided to the clinicians on when to use which mode of consultation with the response of clinicians. Subsequently, our analysis was presented to the study participants in two meetings at the hospital and two digital meetings with the advisers and clinicians, to ensure that the researchers were not misinterpreting the data or misusing the quotes. The feedback received from these meetings was considered for further refinement by changing a few words in the findings, so that they were easier to understand.

**Results**

**Overview**

In this section, using the performative model of routine, we identified how the clinicians chose different modes of consultation. First, we have provided a list of ideals, plans, actions, and outcomes (**Textbox 2**), and then, we have explained and analyzed them with exemplar quotes.
Textbox 2. List of ideals, plans, actions, and outcomes in the routine of consultation, as described by the clinicians.

<table>
<thead>
<tr>
<th>Ideals</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Right diagnosis.</td>
<td></td>
</tr>
<tr>
<td>• Right course of action for treatment (ie, laboratory test and medicine).</td>
<td></td>
</tr>
<tr>
<td>• Good communication and conversation with the patient.</td>
<td></td>
</tr>
<tr>
<td>• Making patients feel safe and comfortable about the diagnosis and the treatment.</td>
<td></td>
</tr>
<tr>
<td>• Reducing patients’ stress or need to adjust the daily schedule for traveling to the hospital.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Plan</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Whether physical examination is needed in the next consultation.</td>
<td></td>
</tr>
<tr>
<td>• Whether telephone consultation (TC) is more efficient than video consultation (VC) for this consultation because it has low need for technical ability and the consultation room does not need to be equipped with microphone, speaker, and camera.</td>
<td></td>
</tr>
<tr>
<td>• Whether VC is more efficient because the patient can be seen to an extent.</td>
<td></td>
</tr>
<tr>
<td>• Where the patient lives.</td>
<td></td>
</tr>
<tr>
<td>• Whether the patient will be able to use the technology for VC and understand and respond to the instructions over a video call.</td>
<td></td>
</tr>
<tr>
<td>• Whether making a telephone call instead of a video call can add any benefit for the clinician, for example, by taking the call from home or after clinic hours.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Action</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Checking the patient’s history and referral immediately before inviting the patient into the consultation room or a day before, depending on the time available to the clinician and complexity of the case.</td>
<td></td>
</tr>
<tr>
<td>• Bringing the patient into the room (for in-person consultation [PC]), calling the patient using a telephone (for TC), or logging in for the VC and admitting the patient from the web-based waiting room to the web-based consultation room.</td>
<td></td>
</tr>
<tr>
<td>• Troubleshooting technical issues both at the clinician’s and patient’s end. If the technical issue (most often at least one party cannot see or hear the other) persists, either calling the patient by phone immediately or rescheduling the consultation (for VC).</td>
<td></td>
</tr>
<tr>
<td>• Opening up the conversation and conducting clinical triage.</td>
<td></td>
</tr>
<tr>
<td>• Conducting a physical examination (only for PC).</td>
<td></td>
</tr>
<tr>
<td>• Taking notes on paper or computer.</td>
<td></td>
</tr>
<tr>
<td>• Prescribing medication and ordering tests.</td>
<td></td>
</tr>
<tr>
<td>• Discussing the time of the next consultation (this step is irregular).</td>
<td></td>
</tr>
<tr>
<td>• Filling the reimbursement form and giving it to the patient (for PC) or the health administrator at the end of the day (for VC and TC).</td>
<td></td>
</tr>
<tr>
<td>• Filling the details of the consultation in the patient’s electronic health record.</td>
<td></td>
</tr>
<tr>
<td>• Submitting the completed form to the system.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outcome</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Patients are diagnosed correctly and appropriate treatment is started.</td>
<td></td>
</tr>
<tr>
<td>• Laboratory tests are ordered to further investigate the patient’s health status.</td>
<td></td>
</tr>
<tr>
<td>• The laboratory report is discussed with the patient, and suitable treatment is started.</td>
<td></td>
</tr>
<tr>
<td>• The effects of treatment are checked, and the course of future treatment is set.</td>
<td></td>
</tr>
</tbody>
</table>

Clinicians’ Choice of Consultation Type: PC, VC, and TC

**Ideals and Outcomes**

Outcomes and ideals are closely related because ideals are the desired outcomes. Therefore, we have discussed these 2 aspects together. In the Pioneer Hospital, the clinicians did not feel the need for a change in consultation routine before VC was introduced. Therefore, VC was an agenda placed on clinicians from an external source (ie, the government), rather than a change initiative taken up internally by the clinicians. Among the five groups of ideals presented in Textbox 2, a new ideal is emerging because of the implementation of remote consultations. Previously, it was taken for granted that a patient must visit the clinician in person for consultations. However, with opportunities for remote consultation burgeoning, clinicians are becoming aware that making the consultation easily accessible to patients should also be a desired outcome. However, two different patterns in clinicians’ opinions of how VC implementation is affecting the ideals have been identified:
(1) endangering the existing ideals of consultation and (2) creating new ideals. Regarding the first pattern, we identified that the aspects can be divided into two parts: clinical aspects, for example, assessing the symptoms and identifying the diagnoses, and interpersonal aspects, which are more subjective and include human interaction, communication, and the importance of small talk. Clinicians have shown certain reservations about VC, as it can reduce the ideal or expected quality of care if conducted regularly in place of PCs. This is illustrated by the following quote:

The fact that the video calls are brief and to the point may sound very positive, there is a negative aspect to that as well. We are actually, very dependent on knowing on who this person is, what kind of patient do we have in front of us, what is their societal context, who do they live with and what do they work with, how is their lifestyle and how would they present their symptoms, and how any disorder they might have that influences the daily life—so a lot of things around those we need to understand. So, if we have to depend on solely on screen for this kind of knowledge that would be limited and that’s a type of quality loss. And that can be harmful in the long run. [clinician 9, during the first round of interviews]

Regarding the interpersonal aspects of the consultation, the clinicians had diverse opinions. Some thought that VC can significantly reduce the quality of these aspects, thus affecting the quality of care:

I actually see a great value in that small talk part, and I feel it is important as a doctor to connect with your patient and it increases their will to use the medication that you prescribe, and it enhances the doctor-patient relation. That’s very important for the patient to trust the doctor and I think that part of consults disappears a bit when we are doing it over the phone or video. I think that’s why a lot of my patients have said that they look forward to coming here. [clinician 11, during the first round of interviews]

Others agreed that these aspects are important for the treatment, at least to an extent, but felt that VC does not reduce the quality of these aspects:

I would say, they [small talk] contribute, they are kind of an ice breaker, but everybody there really understands why we are here. They are not really here to chat with me, they are there for the treatment. With VC, I manage to have that much chit chat. [clinician 4, during the second round of interviews]

Although these opinions are primarily about whether and how VC can endanger the overall quality of care in the consultation service, another stream of thought focuses on whether and how VC can improve the quality of care. Some clinicians emphasized how VC makes the consultation service easily accessible to patients and their family members by reducing the need to travel to the hospital, thereby minimizing travel-induced stress and tiredness, as illustrated by the following explanation by a clinician:

We do not want the children to miss their school and parents to miss their job a lot. Because then disease becomes a big part of their daily life. So, making the treatment as less intrusive as possible is our goal, which can be attained using video consultation under specific circumstance[s]. [clinician 1, during the first round of interviews]

Thus, VC opens up the possibility for clinicians to minimize patients’ travel-related challenges, which results in the emergence of a new ideal in the consultation service. These two patterns of ideals—potentially harming the care quality and potentially improving the care quality—create opposing effects on clinicians’ decisions about VC. Those who perceive that the potential loss of care quality outweighs the reduction of travel-induced predicaments are more likely to prefer PC over VC when other aspects, which will be discussed later, remain the same. Similarly, those who perceive that the reduction of travel-induced predicaments outweighs the potential loss in care quality will prefer VC over PC. However, the clinicians did not identify any changes in the outcome of the consultation, positing that it was very early to detect whether VC will change the outcome of the consultation:

It will take time to see how really VC affects the consultation in the long run. [clinician 2, during the second round of interviews]

The other aspects can be grouped as managerial ones that include dimensions such as waiting time and facility use. Some clinicians thought that the durations of TC and VC are shorter than that of PC. Thus, according to them, using VC and TC, where appropriate, can reduce a patient’s waiting time:

Think about it. A person enters your room, hangs the overcoat, and settles down on the chair. By that time, she is quite relaxed and ready for more like a conversation. So, we open up the conversation with how is the weather, how was the travel to the hospital, and then, we start talking about treatment, health, and so on. We don’t do that on video or telephone consultation. So, they [TC and VC] take a shorter time. [clinician 16, during the first round of interviews]

In contrast, some clinicians thought that the duration of the consultation is not dependent on the mode of consultation (ie, the duration does not vary depending on whether it is PC, VC, or TC):

Usually, I plan video consultation for 30 minutes, physical for 30 to 60 minutes. But you know, on a given day, telephone consultation can also take 60 minutes. So you cannot generalize. Sometimes, video consultation can take even longer than physical. Either the patient or I can have a technical problem, so it takes more time to connect with the patient and keep the talk going. [clinician 12, during the first round of interviews]

Finally, the clinicians thought that VC can affect facility use in the hospital. The consultations conducted over the telephone and video do not need a traditional consultation room equipped for physical examination; thus, they can be conducted in either
the clinicians’ private office or smaller rooms that are equipped for telephone and video calls without beds and other clinical apparatus:

In our outpatient clinic, we are at the border of the capacity, so if we are to continue to expand the way we have in the last 10 years with 5–7% the number of patients, it would not work. We have to do something. So to us, the prospect of increasing our activity with telephone and video is a necessity. [clinician 1, during the second round of interviews]

However, this outcome cannot be realized until the number of VC and TC reaches a certain level:

But we need a certain volume in order to change the use of a room or to relieve ourselves from hiring rooms from the internal system for that. So, we have not saved anything as of today, it must be in the future. [clinician 15, during the first round of interviews]

To summarize, the clinicians shared diverse thoughts on how VC and TC can affect the ideals and outcomes of the consultation. These opinions can be grouped into clinical, interpersonal, and managerial aspects. Depending on a clinician’s perceptions of (1) how different modes of consultation affect each of these aspects and (2) how these aspects affect the overall quality of consultation service, the clinician will make plans for the consultations. In the following section, we have elaborated on how clinicians plan and conduct different consultations.

**Plans and Actions**

Textbox 2 lists 6 different planning criteria that clinicians use to choose the consultation mode. However, not all clinicians consider all these criteria, and their opinions about these criteria are varied. Some clinicians considered patients’ living location as a criterion for choosing VC or TC, whereas others thought this can result in discrimination because patients living closer to the hospital would receive more PC than those living farther away. In this section, we analyzed how the clinicians reasoned for their planning criteria. Here, it is noteworthy that even amid the restrictions of the pandemic, the number of TC was much higher than that of VC, and it continues to be so. Clinicians who were used to TC before VC was introduced often thought that if a physical examination is not required in a consultation, the flexibility and ease that TC offers outweighs the benefit of seeing the patient’s face, as can be seen from the following quote:

We feel that the telephone is sufficient; it works well. Everyone has a telephone, it is easy, everyone knows how to use it, and to start this video consultation, you need to collect email addresses from the patients beforehand, make a call appointment, you have to log on to the tech [the video platform], the patient has to log on to the tech—all that seems like new obstacles without gaining any clinical advantage for them. [clinician 7, during the first round of interviews]

In contrast, some clinicians emphasized the importance of seeing patients, thus considering VC to be superior to TC:

To be honest it is very interesting to see patients in their own home, the background. Sometimes I feel like to go to their home and see how they live, if it is tidy or they living in the mess. This is very valuable for the doctors. When you see the patients on video or they come to you, you see a lot of that life that is missed in audio. Most importantly you need to see the face of the patients, this is very important. All that you miss in a telephone consultation. [clinician 5, during the second round of interviews]

We identified some changes in the steps of consultation activities (Textbox 2) when a clinician conducts VC or TC instead of PC. The changes in actions were limited to making a video or telephone call instead of taking the patient into the consultation room, communicating with the patient through a device (ie, computer or telephone instead of direct communication), and occasional troubleshooting of technical issues. Although these activities are new to the routine of consultation, they are not unfamiliar to clinicians or something that clinicians need to learn or be trained for. The software used by clinicians to make video calls has been in use at the Pioneer Hospital for long-distance videoconferences for some time. This makes VC easier for clinicians. However, the clinicians sometimes faced technical difficulties in making video calls. An easy work-around for such instances was switching to telephone calls, and the clinicians did not report troubleshooting the issues after the consultation:

As long as I have made the consultation, talked to the patient, I do not go back on thinking why Skype did not work this time. [clinician 4, during the first round of interviews]

Besides these changes in some of the steps of consultation activities, we did not identify any changes in terms of the role that clinicians have in the consultation. Textbox 3 provides an overview of how the clinicians navigated through these 4 aspects of the consultation routine in PC, VC, and TC.
Textbox 3. A summary of the routine of consultation incorporating in-person consultation (PC), video consultation (VC), and telephone consultation (TC).

**Ideals**
- The ideals that clinicians held for consultation can be divided into three aspects: clinical, interpersonal, and managerial, and all the three aspects affect the quality of care.
  - Clinical aspects include diagnoses and treatments.
  - Interpersonal aspects include human interaction, communication, trust, safety, and comfort.
  - Managerial aspects include waiting time and facility use.
- Introduction of VC prompts clinicians to consider (1) a new ideal of improving a patient’s accessibility to the consultation service by reducing travel-induced stresses and time spent for the consultation and (2) whether VC can potentially reduce the quality of human interaction and communication and weaken the patient’s experience regarding safety and level of comfort in consultation.

**Plans**
- Clinicians had mixed opinions on the potential merits and demerits of VC and its position between the two other modes of consultation (ie, TC and PC) that existed before the introduction of VC.
- Totally, 6 different planning criteria have been identified in Textbox 2, and the individual clinicians used a different combination of these criteria when choosing a mode of consultation.

**Actions**
- According to the clinicians, conducting VC does not require rigorous training and does not add to or omit any existing role. The minor changes in the actions in a consultation do not seem to play a significant role in clinicians’ choice of consultation mode.

**Outcomes**
- The clinicians could not identify any changes in the outcome of consultation because of the introduction of VC. Cost reduction was an evident outcome of remote consultation in hospitals. Although clinicians were aware of the importance of cost efficiency to run the hospital, they did not consider this as a desired outcome of consultation service.

**Discussion**

**Principal Findings**
This study found that clinicians’ choice of consultation mode depends on clinical, interpersonal, and managerial aspects and the changes identified in their daily consultation-related tasks are simple to manage. However, when they were faced with technical difficulties in conducting VC, they preferred to switch to TC instead of spending time in fixing the technical issue. Although the health authority and hospital management have emphasized the cost efficiency of VCs, the clinicians did not consider it to be a deciding factor for consultation mode. Before the introduction of VC in the hospital, the clinicians did not find it necessary to change the ongoing consultation service that included only PC and TC, and they could not identify any change in the outcome of the service after the introduction of VC. We identified that the clinicians neither rejected VC nor embraced it, but rather accepted it with caution and a reluctant attitude. They reasoned their attitude toward VC in various ways that were not entirely consistent. The way the clinicians reasoned their use of different modes of consultation appears to be paradoxical. On the one hand, while choosing PC over VC, they posited that VC could harm the quality of care in the long run. They argued that not being able to meet the patient in person could mean that the communication and interaction between the patient and clinicians become less rich and informative. In contrast, they justified using TC over VC, positing that telephones are easier and more flexible to use, which implies that they did not value the ability to see the person on screen in VC. It seems that the clinicians were caught between the importance of seeing and meeting the patients during the consultation and the ease and flexibility of using a particular mode. Consequently, the clinicians have developed their personal favorites and preferences, which they justified using different reasonings.

**Explanation of Choices Made by Clinicians**
In this section, we provide a plausible explanation for the clinicians’ diverse and inconsistent choices regarding consultation modes. When compared with health care technology, such as a minimally invasive cardiac surgery technique [37], the technology for VC requires only simple changes in clinicians’ routines. Studies have shown that technology that causes disruptive changes in routine actions or limits professional autonomy is harder to implement and often ends up being abandoned or used in a limited manner, as opposed to finding large-scale application [10,37,38]. In the case of adopting VC, the clinicians did not feel that their roles or professional autonomy had been altered in any way, and they did not feel the need for formal learning or training to conduct VC. Therefore, VC was not dismissed by clinicians because of disruptive change in routines. Although VC implementation does not provide any strong reason to dismiss it, it does not provide any explicit benefit for the clinicians to adopt it immediately. We cannot ignore the growing number of randomized controlled trial studies that show how VC impacts diagnosis-specific clinical efficacy and safety [39,40]. However,
there is an increasing discrepancy between experimental trials and the experience of remote consultation as a regular service [12,41,42]. The clinicians in our study wondered about the long-term effects of VC on the quality of care. Moreover, we identified that it is not only how VC impacts the clinical aspect that needs to be considered but also how it impacts the interpersonal and managerial aspects. Scientific evidence on the long-term effect of VC on all the three aspects is inadequate according to clinicians in our study, and this is consistent with previous studies [41,42].

Another important issue to consider is that the objective of VC implementation in the hospital was primarily economic, a factor that the clinicians did not feel strongly or care about in terms of treating patients. Other interventions, such as computed tomography scanners [43] or minimally invasive surgery techniques [37], have demonstrated clear improvements in the level of clinical care from the beginning of their implementation. Previous studies have shown that when medical professionals realize that an intervention can improve their clinical practices, they are less dismissive of the changes and eager to incorporate the new practice while trying to minimize the changes in their routine [15]. VC does not offer any such explicit incentive to clinicians. Therefore, the clinicians have not embraced this new mode of consultation with much enthusiasm, which explains why the clinicians were not using VC to a great extent before lockdowns were imposed in March 2020.

We posit that the absence of sufficient scientific evidence, clear understanding of the merits and demerits of VC, and standard practices and shared norms for conducting VCs have created a void in the consultation practice. This void leads clinicians to use their personal judgments and preferences to justify their choices regarding PC, VC, and TC. Thus, a wide variety of moderately paradoxical reasons can be identified from the clinicians’ accounts of how they choose the mode of consultation. This void—created by lack of evidence and standard practice and shared norms—is a unique phenomenon for clinical practice. These factors are the pillars of the medical profession, and they drive the medical practitioners’ decision-making [14,44]. In the absence of these pillars, each clinician uses their professional autonomy and agency to interpret the effects of VC and decide how and when to use each consultation method [45]. This explains the variety and paradoxes seen in their reasoning regarding the choice of consultation. Figure 2 shows an updated framework for the routine of consultation (ie, findings in plans, actions, outcomes, and ideals) and the driving force behind the current routine that incorporates all three modes of consultation.

**Figure 2.** Performative model of routine for services using in-person consultation (PC), telephone consultation (TC), and video consultation (VC).

---

**Comparison With Previous Studies**

The literature relevant to VC has been discussed previously; therefore, in this section, we compare this study with previous studies focusing on clinicians. One of these studies [2] examined how clinicians perceive the limitations of VC and how the relationship between clinicians and patients may change when VC replaces PC. The primary finding was the set of disturbances
and limitations experienced by clinicians who have experienced VC. The study provided in-depth analysis of the disturbances and limitations of VC and revealed the consequences of the consultation if such disturbances persist. Moreover, the study also identified that the responsibility of creating a suitable ambiance for consultation is shared by both the clinician and patient in VCs, proposing that if clinicians do not consider the patient’s ability to create a suitable environment, the consultation may have reduced quality. A second study conducted by the same group of researchers focused specifically on the selection criteria clinicians used to choose patients for VC. Our findings confirm the selection criteria used by the clinicians in their study when choosing patients. However, our study further generates new insights by examining how clinicians navigate through a consultation service when they have three alternative modes to provide the service.

First, we examined clinicians’ choices, not only regarding VC but also regarding the total service (ie, PC, TC, and VC), showing that the availability of TC along with PC adds paradoxes in clinicians’ choice of consultation. By using a performative model of routine as the theoretical lens, we then identified how clinicians compare the goal of VC with their ideals and expected outcomes of consultations and, consequently, plan and conduct the consultations. Thus, in addition to the barriers and patient selection criteria, our analysis identified other criteria for choosing the consultation mode, including interpersonal and managerial ones and a clinician’s personal preferences and previous experience with TC. Our analysis of an individual clinician’s routine of consultation also reveals the wide variations that exist in clinicians’ sense-making processes regarding the different modes of consultation and their opinions on the potential benefits and harms these modes can cause. Finally, we provide a plausible explanation for the varied and moderately paradoxical opinions of clinicians by using the literature on the medical profession and professional organizations.

**Strengths and Limitations of the Study**

This study contributes to the eHealth literature by generating deeper insights into clinicians’ decision-making processes regarding remote and PC, which has significant effect on the sustainability of the large-scale implementation of remote consultations. Once the variety in clinicians’ opinions about the different consultations can be minimized, the uncertainty of how and when to use each mode of consultation can be reduced, making it more likely that all modes of consultation will become routine (ie, the flow of actions without a less active comparison between outcomes and ideals and adjustments in plans) [47], hence, making it become sustainable. We argue that to minimize the variety in opinion, clinicians require the scientific, long-term evidence on the effect of VC and TC not only on clinical but also on interpersonal and managerial aspects of the consultation, which have not been in focus in the literature.

Moreover, our findings are useful for health care IT implementation in general. To advance IT implementation practice and research, it is essential to identify the theoretical mechanisms and contingencies of IT implementation [27]. This is not addressed by most of the current health care IT literature [48,49]. We provide an explanation for the low number of large-scale IT adoption and sustainable implementation projects in health care organizations: when the objective of an IT implementation program is not directly aligned with the ideals that clinicians hold for a certain health care service, clinicians do not immediately welcome the implementation, even if the IT does not threaten their professional autonomy or complicate their existing routines. Instead, they seek reasons to dismiss or adopt it. In these situations, if enough evidence or uniform understanding of the benefit and harm caused by the IT is nonexistent, the professionals can rely on their individual judgment and personal preferences to decide how and to what extent they adopt the IT. Consequently, diverse opinions emerge, including some paradoxical ones, resulting in an uncertain future for sustainable large-scale implementation.

The limitation of this study is that it focuses on a single health care organization. Although the chosen organization is one of the largest and most prominent hospitals in Norway, one can question the extent to which our findings and explanations are valid for other hospitals worldwide. To minimize this limitation and enhance the usability of the study, we provided a detailed description [50] of the national and local contexts of the hospital. We aimed to provide readers with good understanding of the context and demonstrate that the findings and explanations are embedded within the context. Thus, the findings of this study can be compared and contrasted with those of future studies from similar or different contexts.

**Directions for Future Studies**

We posit that it is crucial to investigate and identify the efficacy of remote consultations in their entirety so that the potential benefits can be realized and exploited to the maximum and the potential harms can be minimized. Our findings emphasize the need for future studies on VC in several directions: (1) the long-term clinical effect of remote consultation (eg, VC and TC), (2) the effect on the interpersonal aspects of consultations and how these aspects affect the quality of care in consultation, and (3) the effect on managerial aspects and how remote consultation can improve the management and organization of consultation services. Studies conducted in these directions can help provide scientific evidence for a different mode of consultation and a strong base to generate, share, and help to develop the values and norms about how clinicians practice consultations using multiple modes.

Our study also reveals that besides conducting studies in these areas, a strong focus is needed on how to disseminate these findings among clinicians. If clinicians are not aware of the scientific evidence, their process of choosing the consultation mode will remain the same. On the one hand, a separate stream of research on how to disseminate scientific evidence and good practices for different consultation modes would be beneficial. In contrast, as a crucial step in implementing VC, the management of the hospital needs to consider facilitating learning, sharing of experiences (good or bad), and dissemination of research.
Conclusions

The research and practitioner communities worldwide are deeply engaged in anticipating how VC will be adopted in hospitals as a regular service and how it will change the consultation service. This study contributes to this ongoing conversation by including new insights into how, on a daily basis, clinicians make sense of the availability of the three modes of consultation (ie, PC, TC, and VC) and how they reason their choice of a mode over others. We conclude that as a digital intervention, VC does not drastically change the routine of consultation for clinicians. However, it also does not provide an immediate clinical benefit. Thus, clinicians neither dismiss the option of VC nor feel an urgency to adopt it. The study also revealed the absence of sufficient scientific evidence on the long-term merits and demerits of VC, standard practice, and shared norms regarding when to use (and not to use) VC. Under this circumstance, clinicians tend to rely on their personal assessment and preferences to decide the mode of consultation, which leads to wide variety in clinicians’ choice of consultation mode. This variety risks the quality of the consultation service and patient satisfaction because patients with similar diagnoses may receive different forms of health care, depending on the clinicians they are consulting. Therefore, this study calls for future studies on the long-term effect of VC, not only regarding clinical attributes but also interpersonal and managerial attributes. We also emphasize that the dissemination of these studies among clinicians is equally important because these results can answer the questions they ask about the long-term effect of VCs, and consequently, develop best practices and share the norms for this digital service.
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Rating the Quality of Smartphone Apps Related to Shoulder Pain: Systematic Search and Evaluation Using the Mobile App Rating Scale

Abstract

Background: The successful rehabilitation of musculoskeletal pain requires more than medical input alone. Conservative treatment, including physiotherapy and exercise therapy, can be an effective way of decreasing pain associated with musculoskeletal pain. However, face-to-face appointments are currently not feasible. New mobile technologies, such as mobile health technologies in the form of an app for smartphones, can be a solution to this problem. In many cases, these apps are not backed by scientific literature. Therefore, it is important that they are reviewed and quality assessed.

Objective: The aim is to evaluate and measure the quality of apps related to shoulder pain by using the Mobile App Rating Scale.

Methods: This study included 25 free and paid apps—8 from the Apple Store and 17 from the Google Play Store. A total of 5 reviewers were involved in the evaluation process. A descriptive analysis of the Mobile App Rating Scale results provided a general overview of the quality of the apps.

Results: Overall, app quality was generally low, with an average star rating of 1.97 out of 5. The best scores were in the “Functionality” and “Aesthetics” sections, and apps were scored poorer in the “Engagement” and “Information” sections. The apps were also rated poorly in the “Subjective Quality” section.

Conclusions: In general, the apps were well built technically and were aesthetically pleasing. However, the apps failed to provide quality information to users, which resulted in a lack of engagement. Most of the apps were not backed by scientific literature (24/25, 96%), and those that contained scientific references were vastly out-of-date. Future apps would need to address these concerns while taking simple measures to ensure quality control.

(JMIR Form Res 2022;6(5):e34339) doi:10.2196/34339
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Introduction

Shoulder pain is one of the most common musculoskeletal complaints [1], with prevalence rates ranging from 1% to 67% among varying populations [2]. As the shoulder helps to stabilize the upper arm for many activities, ongoing shoulder pain can have a significant negative effect on daily activities, such as getting dressed, and can potentially result in poor psychological...
The aim of this work is to provide an overview of apps related to shoulder pain specifically were included in this study. Those that were related to another condition or had technical issues were excluded.

A total of 5 reviewers evaluated these apps by using the MARS. The five reviewers (JMRA, DPK, CEH, CN, EM) were chosen to avoid the potential subjectivity of a single reviewer. Two of these reviewers (CN and EM) had no previous medical background. As such, they were able to provide a layperson’s perspective on the information being provided in the apps. All apps were reviewed by each author during a consensus meeting to limit the introduction of heterogeneity in the decision-making process. This also allowed each app to be reviewed 5 times before a final decision was reached. The web-based platform Microsoft Forms was used to help complete the MARS. The MARS consists of 23 items, and each item is grouped into different sections related to apps—“Engagement,” “Functionality,” “Aesthetics,” “Information Quality,” and “Subjective Quality.” The MARS also contains an initial section for collecting general information on apps. There are 6 final items that can be adapted to specifically include information related to the topic of interest. Each item is scored from 1 (inadequate) to 5 (excellent). A final “Subjective Quality” section allows reviewers to give their personal opinions and recommendations for each app. This is used to give a measurement of overall app quality [22].

A descriptive analysis of the MARS scores was performed to provide an overview of the general quality of the available apps. Information for comparing the quality of content in free apps to that in paid apps was provided in the MARS. The layout of the MARS can be seen in Textbox 1.

Methods

This study included shoulder pain–related apps (free and paid apps) that are available on the official stores for Apple (App Store) and Android (Google Play Store). These are the two major app stores that are currently available, accounting for a large sample of the top grossing apps [21]. The search was carried out in English.

The disease of interest was defined by using the following generic term: shoulder pain. The apps that focused on shoulder pain specifically were included in this study. Those that were related to another condition or had technical issues were excluded.

Technology-based interventions for pain management, such as mobile health interventions, are an effective way of providing such self-management skills and education to both patients and health care providers [12,13]. This branch of health care is becoming increasingly popular due to the high availability of smartphone devices [14]. Mobile health has helped to increase the accessibility and affordability of health care for those living in rural locations or on low incomes [15]. This is especially important due to the previously mentioned COVID-19 pandemic, as many patients still require ongoing treatment despite the lack of face-to-face appointment availability [16]. Clear guidelines are given to app developers via The Developer Program Policies, alongside the Developer Distribution Agreement [17], to ensure the inclusion of appropriate content and the fair use of users’ data. However, the poor enforcement of these guidelines leads to the market saturation of poor-quality apps with no scientific backing [18]. As a result, despite the availability of thousands of commercially available apps related to pain management, there is no published guidance for health care professionals on how to identify a user-friendly, evidence-based app for patients [19].

The aim of this work is to provide an overview of apps related to shoulder pain that have been reviewed by using the Mobile App Rating Scale (MARS) [20]. The focus of this study is to provide new information on the quality of the content and aesthetics of currently available apps related to shoulder pain and to identify the most engaging and appealing aspects of these apps. Our findings will help guide the development of future bespoke and motivating rehabilitation apps.
Textbox 1. Mobile App Rating Scale structure.

<table>
<thead>
<tr>
<th>Sections and definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Section A: Engagement</td>
</tr>
<tr>
<td>• App is fun, interesting, customizable, and interactive and is targeted to audience</td>
</tr>
<tr>
<td>• Section B: Functionality</td>
</tr>
<tr>
<td>• App functioning, app is easy to learn, navigation, flow logic, and gestural design</td>
</tr>
<tr>
<td>• Section C: Aesthetics</td>
</tr>
<tr>
<td>• Graphic design, visual appeal, color scheme, and style consistency</td>
</tr>
<tr>
<td>• Section D: Information</td>
</tr>
<tr>
<td>• Contains high-quality information from a credible source</td>
</tr>
<tr>
<td>• Section E: App subjective quality</td>
</tr>
<tr>
<td>• Personal interest in the app</td>
</tr>
<tr>
<td>• Section F: App specific</td>
</tr>
<tr>
<td>• Perceived impact of the app on the knowledge, attitudes, and intentions to change of the users, as well as the likelihood of actual change in the target health behavior</td>
</tr>
</tbody>
</table>

Results

Overview of Apps

Initially, 27 apps were chosen to be included in the final analysis. In the time between the initial search and the evaluation of the apps via the MARS, 2 apps were no longer available for access on the Google Play Store and were excluded from the final analysis. A total of 25 apps were included in the final analysis (8 from the App Store and 17 from the Google Play Store).

An overview of the main characteristics of each app included in this study is shown in Table 1. A star rating scale ranging from 1 to 5 was used, and the consensus among the reviewers resulted in an average star rating of 1.97, with no preferences for paid or free apps. The affiliations of most of the apps were commercial (22/25, 88%), except for one that was endorsed by a legitimate health care professional (Frozen Shoulder Protocols by Dr.Isaac’s Holistic Wellness). The apps mainly focused on physical exercises, with some providing further information related to shoulder pain conditions. Overall, there was no difference in app quality between the App Store and Google Play Store, suggesting that there were no preferences for one platform among the app developers. The results of the MARS can be seen in the following descriptive analysis sections.
Table 1. Mobile app characteristics.

<table>
<thead>
<tr>
<th>App name</th>
<th>Platform</th>
<th>Developer</th>
<th>Pricea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical Pattern Recognition: Shoulder Pain</td>
<td>Android</td>
<td>PhysioU</td>
<td>£16.99</td>
</tr>
<tr>
<td>Frozen Shoulder Exercises</td>
<td>Android</td>
<td>abayapps</td>
<td>£0</td>
</tr>
<tr>
<td>Frozen Shoulder Exercises</td>
<td>Android</td>
<td>FeedTheGraph</td>
<td>£0</td>
</tr>
<tr>
<td>Frozen Shoulder Protocols</td>
<td>Android</td>
<td>Dr.Isaac’s Holistic Wellness</td>
<td>£0</td>
</tr>
<tr>
<td>Healure: Physiotherapy Exercise Plans</td>
<td>Android</td>
<td>Healure Technology</td>
<td>£0</td>
</tr>
<tr>
<td>Home Remedies for Shoulder Pain</td>
<td>Android</td>
<td>Ocean Digital Store</td>
<td>£0</td>
</tr>
<tr>
<td>Home Remedies for Shoulder Pain</td>
<td>Android</td>
<td>mikeg3590</td>
<td>£0</td>
</tr>
<tr>
<td>Neck &amp; Shoulder Pain relief exercises, stretches</td>
<td>Android</td>
<td>OHealthApps Studio</td>
<td>£0</td>
</tr>
<tr>
<td>Neck Pain Exercises</td>
<td>Android</td>
<td>Mistertree Apps</td>
<td>£0</td>
</tr>
<tr>
<td>Neck, Shoulder Pain Relief</td>
<td>Android</td>
<td>HindiTreading Apps</td>
<td>£0</td>
</tr>
<tr>
<td>Rid of Shoulder Pain Remedies</td>
<td>Android</td>
<td>StatesApps</td>
<td>£0</td>
</tr>
<tr>
<td>Shoulder Pain</td>
<td>Android</td>
<td>Ciro Store</td>
<td>£0</td>
</tr>
<tr>
<td>Shoulder Pain Exercises</td>
<td>Android</td>
<td>adminapps</td>
<td>£0</td>
</tr>
<tr>
<td>Shoulder Pain Exercises</td>
<td>Android</td>
<td>theapps</td>
<td>£0</td>
</tr>
<tr>
<td>Shoulder Rehabilitation Exercises</td>
<td>Android</td>
<td>Sharudin</td>
<td>£0</td>
</tr>
<tr>
<td>Shoulder, Neck Pain Relief: Stretching Exercises</td>
<td>Android</td>
<td>Fitness Lab</td>
<td>£0</td>
</tr>
<tr>
<td>Shoulder Therapeutic Exercises</td>
<td>Android</td>
<td>Rixer</td>
<td>£0</td>
</tr>
<tr>
<td>Exercise Shoulder Pain</td>
<td>Apple</td>
<td>Medical</td>
<td>£0</td>
</tr>
<tr>
<td>MoovBuddy: Back, Neck &amp; Posture</td>
<td>Apple</td>
<td>Digitulance</td>
<td>£0</td>
</tr>
<tr>
<td>NHS 24 MSK Help</td>
<td>Apple</td>
<td>NHS 24</td>
<td>£0</td>
</tr>
<tr>
<td>Shoulder Exercises for Seniors</td>
<td>Apple</td>
<td>Fitness for Seniors</td>
<td>£0</td>
</tr>
<tr>
<td>Physio in a Box</td>
<td>Apple</td>
<td>Medical</td>
<td>£0</td>
</tr>
<tr>
<td>Exercises for Shoulder Pain</td>
<td>Apple</td>
<td>Stefan Roobol</td>
<td>£1.99</td>
</tr>
<tr>
<td>Recognise Shoulder</td>
<td>Apple</td>
<td>Medical</td>
<td>£5.99</td>
</tr>
<tr>
<td>Healthy Shoulder 101</td>
<td>Apple</td>
<td>Xin Tan</td>
<td>£2.99</td>
</tr>
</tbody>
</table>

aA currency exchange rate of £1=US $1.23 is applicable.

Engagement

Overall, the reviewers concluded that most apps lacked a lot of engaging features (21/25, 83%; Figure 1, Multimedia Appendices 1-4). In terms of the apps being fun to use, 22% (14/65) of apps were dull to use and not fun at all. Further, 34% (22/65) of the apps were boring and only slightly better, while 29% (19/65) were rated as being okay at best. With regard to the interest in the apps’ information presentation, 26% (17/65) of the apps were rated as not at all interesting, and 32% (21/65) were rated as mostly uninteresting. Additionally, 26% (17/65) were rated as okay.

With regard to the customization of the apps, a large majority of the apps (40/65, 62%) had no customization features; 15% (10/65) had very little features; and 17% (11/65) had very basic features, including a basic option for setting a list of exercises without a reminder option. Closely related to this is that 58% (38/65) of the apps were reported as having no interactivity features; 25% (16/65) had very few interactivity features; and 14% (9/65) had basic interactivity features, such as a calendar feature.

The final aspect of determining if an app was engaging was its appropriateness for its target audience. The majority of apps (34/65, 52%) were deemed to be acceptable but were not specific enough that they may be difficult for a layperson to engage with, and 22% (14/65) were reported as being acceptable enough that someone may be able to continue using the app without assistance. Further, 6% (4/65) were rated as not being appropriate at all, and 9% (6/65) were deemed to be perfectly suited to its intended audience.
Functionality

The reviewers rated the same apps much higher in this section, as they were generally well built and easy to use (Figure 2, Multimedia Appendices 5-7). Overall, the performance of the apps was rated very highly, with 29% (19/65) of the apps having perfect performance and 43% (28/65) being rated as very good, with only minor issues such as slow loading speeds. Most of the apps were rated as being very easy to use with minimal guidance (27/65, 42%). Additionally, 26% (17/65) of the apps were rated perfectly in this section, as they could be used immediately with no effort, while 25% (16/65) required some time and effort.

Closely linked with an app’s ease of use is the navigation through each section of an app; 54% (35/65) of the apps were rated as easy to understand, with 17% (11/65) being perfect in terms of navigation, and 22% (14/65) were rated as good, only requiring minimal time to understand. The gestural design of the apps, such as the ability to zoom into pictures via pinching, was another functional aspect that most of the apps contained, with 23% (15/65) being rated as perfect. The majority (30/65, 46%) were mostly good, and 29% (19/65) were just okay, generally lacking the ability to zoom via pinching.

Aesthetics

The general aesthetics of the apps were rated as average (Figure 3, Multimedia Appendices 8 and 9). The layouts of the apps, such as the arrangement of the buttons and content on the screen, were rated as either satisfactory (22/65, 34%) or mostly clear (14/65, 22%). However, a large proportion (17/65, 26%) of the apps were rated as having a bad and unclear design that was difficult to navigate and understand. The quality of the graphics in the apps, which included pictures and videos, was mostly rated as moderate (26/65, 40%). The graphics in 20% (13/65) of the apps were high quality, and those in another 20% (13/65)
were low quality, with pictures being either too small or too big to fit the screen correctly. The overall visual appeal was rated as average (26/65, 40%), with 25% (16/65) of the apps being very pleasant to look at and having an appropriate color scheme. However, 17% (11/65) were rated as ugly, and 15% (10/65) were rated as bad, having very poor designs such as oversized buttons and a loud, inappropriate color scheme.

Figure 3. App layout.

Information

The quality of the information provided by most of the apps (24/65, 37%) was rated as moderately relevant with potential for more concise information (Figure 4, Multimedia Appendices 10-12). Moreover, 25% (16/65) were rated as poor and inappropriate, with 9% (6/65) reported as having no available information. Among the apps that did provide information, the quantity was generally insufficient (21/65, 32%) or minimal (15/65, 23%). Additionally, 23% (15/65) of the apps provided a basic quantity of information, which was not comprehensive, and 6% (4/65) of the apps provided comprehensive and concise information. Further, 49% (32/65) of the apps provided a mostly clear and logical visual representation of information in the form pictures or videos, with 8% (5/65) providing perfectly clear graphs and pictures; 22% (14/65) provided visual information that was often unclear and not always logical; and 5% (3/65) provided no visual information at all.

Figure 4. Quality of information.

Overall, the credibility of the sources of the information provided was rated as low, with the information in 29% (19/65) of the apps lacking any credibility at all, and the information in 6% (4/65) was believed to be from a suspicious source, as defined by the MARS scale. For 38% (25/65) of the apps, the legitimacy of their sources were questioned, but the apps were not believed to be suspicious, and 12% (8/65) provided no information regarding the credibility of their sources.

Subjective Quality

This section provided information on the reviewers’ personal opinions on the apps being rated (Figure 5, Multimedia Appendices 13 and 14). When asked if they would recommend an app to someone who might benefit from it, the majority (36/65, 55%) responded with “not at all.” Additionally, 25% (16/65) of the apps would be recommended to very few people.
Discussion

Principal Findings

This study presents a search and evaluation of smartphone apps related to shoulder pain that are available on the App Store and Google Play Store. An important point to note is that the mobile app market is very volatile and is constantly changing [23]. As this change is unpredictable, it is highly likely that the situation of the market at the time of the publication of this study will not be the same as the one presented herein. Throughout the duration of this study, changes in the market were detected. Principally, 2 apps were removed from this study, as they were no longer available on the Google Play Store and were unable to be evaluated by using the MARS. Despite this, the results presented in this study are the most accurate with regard to shoulder pain apps that were available at the time of writing and were evaluated using a validated assessment tool, such as the MARS.

Overall, the quality of the apps evaluated in this study was regarded as generally low, with the apps scoring an average star rating of 1.97 out of 5. The worst scores were related to what was offered to the users (“Engagement” and “Information” sections), and the best scores were related to the overall usability of the apps (“Functionality” and “Aesthetics” sections). This suggests that the apps are generally well built, with a few exceptions, but fail to interest the users. This statement is further reinforced with the apps’ subjective quality; over half of the reviewers would not recommend the apps (36/65, 55%) or use them again within the next 12 months (43/65, 66%). An overwhelming majority would also not pay for the apps (58/65, 89%), with some of the paid apps providing less information than their free counterparts and, in some instances, providing dangerous advice, such as recommending overhead exercises as the first stage of the rehabilitation of shoulder instability to a layperson with no previous medical knowledge, thereby putting them at risk of dislocation [24]. Within another paid app, links to videos caused the app to crash. In general, it was agreed among the reviewers that none of the apps would help to increase their knowledge or awareness of shoulder pain conditions or change their intentions to seek help and begin a rehabilitation program. Some of the apps contained too much information for the average user, and guidance would be advised before continuing their use. These apps also contained out-of-date references for their information, with some references being 30 years old.

The positive aspects of the apps that were outlined in the MARS included useful, working links to YouTube videos that provided further information on an appropriate exercise program for shoulder pain. Related to this is that some apps contained built-in video clips demonstrating the exercises being performed and provided a short written information section to allow the users to easily understand the exercises that they were being asked to perform. The general consensus was that a simple layout—one with clearly labeled buttons on the screen providing easier navigation throughout the app—was better. The most functional apps provided the option to sync the users’ exercises to their calendar, thereby providing a daily reminder notification to improve their adherence to an exercise program. The ability to increase the difficulty of the exercises was another useful functionality that was available in some of the apps to keep the users engaged for longer periods. The best apps generally had a larger range of exercises available, including body weight and weighted exercises for strength and stretching exercises.

Limitations

This study has the usual limitations of these types of studies due to the nature of the products being studied (namely mobile apps). There is the possibility that some apps may have been missed that did not contain shoulder pain in their titles. Another...
limitation is the exclusion of the growing number of other mobile app stores outside of the main two, such as the Huawei App Store in China [25]. This in turn resulted in potentially relevant apps that are in a foreign language and are available in only specific regions being excluded from this study. The inclusion of paid apps, which may have access to additional customization options, could potentially lead to bias in favor of these apps when compared to their free counterparts. A reliance on the product summaries and subjective rating tools used in app stores leads to another risk of bias with regard to the quality of the product due to a lack of validation [26].

**Conclusion**
The shoulder pain–related apps that are currently available are generally well built technically but fail to offer an appropriate quantity and quality of information to the users. Therefore, they fail to have an engaging impact. The vast majority of such apps are not based on scientific evidence, with the few exceptions being vastly outdated. They are unlikely to have been rigorously tested, putting into question the safety and confidentiality of the information being collected from users. There is also a low level of health care professional involvement in the development process, which could result in potential safety issues for users if the information provided by an app is not legitimate. Future apps that are being developed should aim to improve on these aspects while taking advantage of the constant innovation of mobile technology, such as integration with wearable devices to track activity levels and increase exercise adherence [27,28]. Simple measures, such as recognized quality assurance standards and external reviews, should also be proposed [29].
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Abstract

Background: Digitalization affects almost every aspect of modern daily life, including a growing number of health care services along with telemedicine applications. Fifth-generation (5G) mobile communication technology has the potential to meet the requirements for this digitalized future with high bandwidths (10 GB/s), low latency (<1 ms), and high quality of service, enabling wireless real-time data transmission in telemedical emergency health care applications.

Objective: The aim of this study is the development and clinical evaluation of a 5G usability test framework enabling preclinical diagnostics with mobile ultrasound using 5G network technology.

Methods: A bidirectional audio-video data transmission between the ambulance car and hospital was established, combining both 5G-radio and -core network parts. Besides technical performance evaluations, a medical assessment of transferred ultrasound image quality and transmission latency was examined.

Results: Telemedical and clinical application properties of the ultrasound probe were rated 1 (very good) to 2 (good; on a 6-point Likert scale rated by 20 survey participants). The 5G field test revealed an average end-to-end round trip latency of 10 milliseconds. The measured average throughput for the ultrasound image traffic was 4 Mbps and for the video stream 12 Mbps. Traffic saturation revealed a lower video quality and a slower video stream. Without core slicing, the throughput for the video application was reduced to 8 Mbps. The deployment of core network slicing facilitated quality and latency recovery.

Conclusions: Bidirectional data transmission between ambulance car and remote hospital site was successfully established through the 5G network, facilitating sending/receiving data and measurements from both applications (ultrasound unit and video streaming). Core slicing was implemented for a better user experience. Clinical evaluation of the telemedical transmission and applicability of the ultrasound probe was consistently positive.

(JMIR Form Res 2022;6(5):e36824) doi:10.2196/36824
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Introduction

Digitalization affects almost every aspect of modern daily life including a constantly growing number of health care services along with telemedicine applications. Telemedicine, or telehealth in general, describes the distribution of health-related services and information via electronic information and telecommunication technologies [1]. It allows transmission of
medical data or diagnostic information from the patient or a health care provider without the need for the patient and, for example, a medical expert to be present together in the same physical location [2].

With its beginnings in the 1980s, the driving forces of telemedicine have been space travel, expeditions, and military operations. Since then, telemedicine applications have been applied to many different clinical disciplines with three levels to be distinguished: teleconsultation, telepresence, and telemanipulation (telesurgery) [3].

Teleconsultation refers to a video- or audio-based consultation in which the consulting physician represents only a passive (advising) role in the treatment management. In telepresence, the practitioner (eg, a medical expert) actively intervenes in the treatment of the patient over a spatial distance. This can be done, for example, by controlling a diagnostic or therapeutic tool that is used on site during the intervention. The third pillar of telemedicine, telemanipulation (telesurgery), is a further development of telepresence, whereby the active performance of the operation is carried out entirely via a mechatronic system (robot-guided surgery). Teleconsultation thus becomes teleoperation.

Emergency health care is a newer but applicable field for telemedicine [4]. Preclinical point-of-care (POC) information (eg, from an injured patient can be sent from the ambulance car to a remote medical expert in a hospital in real time (and vice versa), regardless of the actual location of the patient prior to arrival [5]. This bidirectional data transmission may consist of physiological data, as well as voice, audio, and video data [6]. Thanks to the constant developments and improvements of broadband wireless communication technologies in recent years, telemedicine applications are nowadays expanding their use range from traditional desktop systems to wireless mobile solutions and thus are a part of smart health care services.

In smart health care systems, Bluetooth, ZigBee, and Wi-Fi are the most noticeable short-range wireless technologies, whereas body area networks, LTE, and WiMAX are long-range technologies used for wireless data transmission [7], enabling various Internet of Things (IoT) applications. For broad IoT adoption, fifth-generation (5G) mobile communication technologies are going to play a major role [8] with significant challenges in terms of interoperability, performance, and security needing to be considered [9].

Compared to the current mobile transmission standard 4G/LTE, 5G facilitates a 100 times higher data transmission rate (up to 10 Gbit/s), an extremely low latency (1 ms), and a 1000 times higher capacity [10]. The following types of scenarios (Figure 1) [11] for 5G networks can be classified [12]: enhanced mobile broadband (eMBB), massive machine-type communications, ultrareliable low-latency communications (URLLCs), and wireless regional area networks.

**Figure 1.** Specifications of 5G new radio providing a set of specifications for the 5G core network as defined in 3GPP Release 15 [11]. CT: computed tomography; MRI: magnetic resonance imaging.

As medical data is considered highly sensitive and requires high security levels, (very) low latency, stable, and ultrareliable data transmission rates, telemedicine applications are linked with strict requirements [12,13]. Since 5G networks include the eMBB and URLLC application profiles, these networks have the potential to fill the gap in mobile (smart) health care [14]. Medical diagnostic ultrasound is a widespread and (compared to other image modalities such as magnetic resonance imaging or computed tomography) inexpensive imaging modality that has become commercially available in portable and mobile configurations in recent years [15]. Thus, mobile ultrasound is the imaging modality best suited for emergency telemedicine applications. In recent years, different mobile ultrasound systems
have been developed (eg, for the paramedic care of patients with trauma), allowing the performance of required POC emergency diagnostics prior to hospital arrival [16].

Establishing a wireless connection between an ambulance car (emergency site: paramedics, inexperienced doctors) and a hospital (remote site: medical experts) enables the following medical achievements: increased patient safety due to supervised medical care, improved patient allocation or avoidance of treatment delays by patients’ data analysis and diagnostics prior to arrival, and reduction of (unnecessary) hospitalization rates through preclinical identification of injury severity.

The 5G network has the potential to meet these demands; however, appropriate connectivity setups are needed that take into account optimized bidirectional audio-video streaming according to different parameters such as acceptable image quality and resolution, bandwidth, network slicing, and latency constraints.

In this study, we demonstrate a real field test of a 5G framework enabling preclinical diagnostics with mobile ultrasound for emergency patients using 5G network slicing technology. A bidirectional audio-video data transmission between the ambulance car and the hospital was established, combining both 5G-radio and -core network parts to render an end-to-end (E2E) test (Figure 2). Besides technical performance evaluations (key performance indicators [KPIs]) of the 5G network, the medical assessment of transferred ultrasound image quality and transmission latency was examined.

Figure 2. Framework for the 5G field test. Ambulance car (left) equipped with mobile ultrasound and pan, tilt, zoom camera connected to a UE modem. The latter is connected to an RF unit, which is connected to UE antennas on the top roof of the ambulance car. The remote hospital site (right) is connected to the 5G core, which is connected to the gNB. gNB: gNodeB; RF: radio frequency; UE: user equipment.

Methods

Ethics Approval

This study was conducted in line with the principles of the Declaration of Helsinki. The experimental protocols of the study were approved by the ethics committee (Institutional Review Board) of the Technical University Munich (file AZ 8/16S) and met the guidelines of our responsible governmental agency [17]. All human subjects gave their written informed consent before participating in the study.

Statistics

Statistical analysis was performed using Excel 2016 XLSTAT (Microsoft Corporation). Descriptive analyses were obtained when applicable. Mann-Whitney U tests were calculated for nonparametric distribution. Statistical significance was determined by P<.05.

Prior to the performance of the 5G field test, a clinical evaluation of the mobile ultrasound probe (Clarius C3 HD [2-6 MHz], Clarius Mobile Health Corp, Vancouver, BC) was conducted.

Clinical Evaluation of Mobile Ultrasound Probe

A panel of 20 medical doctors recruited from the departments of surgery and radiology at Klinikum Rechts der Isar, TU Munich experienced in abdominal sonography took part in the clinical evaluation.

They were provided with a questionnaire compiled by the authors consisting of 17 topic-specific theses/questions assessing the ultrasound probe in relation to its application feature “telemedicine” (n=6 theses/questions), technical features (n=6 theses/questions), and suitability for clinical use (n=4 theses/questions).

To achieve the highest possible face and content validity of the survey, satisfactory scores of these main three clinical aspects were assessed through a specific 6-point Likert scale, ranging from 1 (very good/strongly agree) to 6 (insufficient/strongly disagree), which has been used previously in similar studies [18].

Performance of at least 5 objective structured clinical examinations with the ultrasound probe according to the Focused Assessment with Sonography for Trauma (FAST) criteria were required per examiner.

https://formative.jmir.org/2022/5/e36824
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The 5G Field Test

The field test was conducted in Munich, Germany and consisted of a 2-part setup located at the Huawei Munich research center facility: the ambulance car and the remote hospital site. Both were connected through the 5G network using the radio access network (RAN) part of an experimental 5G user equipment (UE) modem and the gNodeB (gNB). The RAN part connects to the core network part located in a cloud data center at the remote hospital site. In the core architecture, a set of network functions, specifically session management functions, user plane functions, and network slicing management functions, whose main features are aligned with the current 3GPP standards, were implemented. The ambulance car was parked in a position of line of sight with the gNB antenna with small buildings located in between as well as cars and pedestrians passing by during the test.

The main target of the field test (Figure 2) was to provide a 5G-based data transfer facilitating bidirectional data transmission for the ultrasound and video source between (1) the ambulance car, equipped with the 5G experimental UE, high-resolution camera (pan, tilt, zoom camera, Hikvision DS-2DE2A404IW-DE3/W, Hangzhou, China) and the ultrasound system, and (2) the remote hospital site (medical expert), equipped with display monitor, camera, and laptop computer.

The field test scenario consists of the parallel transmission of two different applications (ultrasound unit and camera video streaming) with low latency through the 5G network. The carrier frequency was 3.41 GHz, the bandwidth was 40 Hz, and the Modulation Coding Scheme was set to Quadrature Phase Shift Keying. Transmission Time Interval length was 0.5 milliseconds, the intercarrier spacing was 30 KHz, and the antenna gain was 5 dB for UE and 15.5 dB for gNB.

In addition, a traffic saturation to both data channels was simulated by injecting iPerf data with higher throughput. Methods of network slicing were introduced to prove the benefit to network functionality and quality of service (QOS) by prioritizing data traffic and preserving low latency and high-reliability features.

Clinical Evaluation of the Bidirectional Data Transmission

To assess the medical application of the network KPIs, we performed a qualitative clinical evaluation of the data transmission parameters image quality and latency between ambulance and hospital.

Therefore, the same panel of 20 medical doctors was provided with a structured evaluation form complied by the authors to assess both image quality and latency of the mobile ultrasound, remote ultrasound, and video stream subject to data traffic with/without uplink traffic and use of slicing technology by a specific 6-point Likert scale, ranging from 1 (very good/strongly agree) to 6 (insufficient/strongly disagree). Therefore, the transmitted ultrasound image was recorded (mpeg-4 file) during the field test and made available to the rating participants as was the video recording from the ambulance.

Results

Clinical Evaluation of Mobile Ultrasound Probe

A total of 20 medical doctors experienced in ultrasound examinations participated in the clinical evaluation study of the ultrasound probe, which was carried out prior to the 5G field test. All questionnaires were returned for analysis. The application feature “telemedicine” (6 thesis/questions) was generally rated “good”; the aspect of time saving was rated “very good.” Assessment of the ultrasound probe (6 thesis/questions) revealed the overall rating “good”; usability and transmission stability (between ultrasound probe and handheld device; eg, tablet or smartphone by Wi-Fi) were considered to be “very good.” Participants evaluated the clinical application properties (4 thesis/questions) to be “very good” to “good”; in 25% (5/15) of ultrasound examinations a FAST recheck with a second (conventional ultrasound system) was necessary. Table 1 gives a detailed overview of the evaluation results.
Table 1. Clinical evaluation of the mobile ultrasound probe with its telemedical and clinical application properties: survey results (N=20 participants).

<table>
<thead>
<tr>
<th>Application properties</th>
<th>Scoresa, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Application feature “telemedicine”</strong></td>
<td></td>
</tr>
<tr>
<td>...is helpful</td>
<td>1.9 (0.6)</td>
</tr>
<tr>
<td>...is user-friendly</td>
<td>2.0 (0.7)</td>
</tr>
<tr>
<td>...saves time</td>
<td>1.4 (0.5)</td>
</tr>
<tr>
<td>...provides feedback opportunity</td>
<td>2.3 (0.8)</td>
</tr>
<tr>
<td>...conveys confidence</td>
<td>1.5 (0.5)</td>
</tr>
<tr>
<td>...increases examination quality</td>
<td>1.7 (0.7)</td>
</tr>
<tr>
<td><strong>Technical features ultrasound probe</strong></td>
<td></td>
</tr>
<tr>
<td>Haptics</td>
<td>1.7 (0.8)</td>
</tr>
<tr>
<td>Usability</td>
<td>1.3 (0.5)</td>
</tr>
<tr>
<td>Menu navigation</td>
<td>2.0 (0.8)</td>
</tr>
<tr>
<td>Display size</td>
<td>2.0 (0.6)</td>
</tr>
<tr>
<td>Image quality/resolution</td>
<td>2.7 (0.7)</td>
</tr>
<tr>
<td>Transmission stability</td>
<td>1.3 (0.4)</td>
</tr>
<tr>
<td><strong>Suitability for clinical use</strong></td>
<td></td>
</tr>
<tr>
<td>Facilitates diagnostics</td>
<td>1.8 (0.7)</td>
</tr>
<tr>
<td>Increases patient convenience</td>
<td>1.6 (0.7)</td>
</tr>
<tr>
<td>Increases physician convenience</td>
<td>1.5 (0.6)</td>
</tr>
<tr>
<td>“Meets the purpose”</td>
<td>1.4 (0.5)</td>
</tr>
</tbody>
</table>

*Satisfactory scores were graded on a 6-point Likert scale: 1 to 1.5 (very good/strongly agree), 1.6 to 2.5 (good/agree), 2.6 to 3.5 (satisfying/neutral), 3.6 to 4.9 (sufficient/disagree), and 5 to 6 (insufficient/strongly disagree).

The 5G Field Test

Bidirectional data transmission between the ambulance car and the remote hospital site was successfully established through the 5G network, facilitating sending/receiving data and measurements from both applications (ultrasound unit and camera video streaming).

The measured average E2E round trip latency, including RAN and core for the data traffic of the two applications is approximately 10 milliseconds (Figure 3). The measured average throughput for the ultrasound image traffic is approximately 4 Mbps and for the video stream 12 Mbps.

Traffic saturation (additional uplink traffic) to compete with both data channels was simulated by injecting iPerf data with higher throughput. For the ultrasound application, a lower video quality and a slower video stream was observed, leading to a heavily interrupted ultrasound image. Additionally, the latency increased up to 400 milliseconds (Figures 3 and 4).

Without core slicing, the throughput for the video application was reduced to 8 Mbps after the additional uplink traffic was added. This was also noted for the ultrasound throughput, however, with less influence. By implementing core network slicing, the two applications were prioritized with 2 individual network slices, leading to an immediate quality and latency recovery fulfilling the predefined system requirements (Figure 5).
Figure 3. Average end-to-end round trip delay of the two applications: latency and time (seconds). Additional uplink traffic (traffic saturation) marked with *.

Figure 4. Additional uplink traffic (end-to-end round trip latency *) without core slicing. Ultrasound application (left) and video streaming (right).
Clinical Evaluation of the Bidirectional Data Transmission

Table 2 reveals the survey results of the medical assessment of the bidirectional data transmission characteristics (image quality, latency) between ambulance car and hospital depending on data traffic with/without uplink traffic and use of slicing technology. Whereas the remote ultrasound image quality (hospital site) was not affected by additional uplink traffic, the latency of the displayed image was significantly increased. The same was noted for the video stream transmission. However, using core slicing technology, applicable results for both image quality ($P=.07$) and latency ($P<.001$) were obtained, enabling potentially routine application of the experimental setup. Suitability of image quality and latency for routine clinical application was considered good without uplink traffic (mean 2.2, SD 0.4) and with core slicing (mean 2.2, SD 0.7), respectively.

Table 2. Clinical evaluation (N=20 participants) of bidirectional data transmission depending on data traffic with/without uplink traffic and use of slicing technology: survey results.

<table>
<thead>
<tr>
<th>Data source or characteristics</th>
<th>Uplink traffic</th>
<th>Slicing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without, mean (SD)$^a$</td>
<td>With, mean (SD)$^a$</td>
</tr>
<tr>
<td>Mobile ultrasound (ambulance)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image quality</td>
<td>1.7 (0.7)</td>
<td>N/A$^c$</td>
</tr>
<tr>
<td>Remote ultrasound (hospital)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image quality</td>
<td>2.0 (0.7)</td>
<td>2.0 (0.5)</td>
</tr>
<tr>
<td>Latency</td>
<td>1.6 (0.7)</td>
<td>3.8 (0.6)</td>
</tr>
<tr>
<td>Video stream</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image quality</td>
<td>1.9 (0.6)</td>
<td>2.3 (0.4)</td>
</tr>
<tr>
<td>Latency</td>
<td>2.0 (0.4)</td>
<td>3.6 (1.0)</td>
</tr>
</tbody>
</table>

$^a$Satisfactory scores were graded on a 6-point Likert scale: 1 to 1.5 (very good/strongly agree), 1.6 to 2.5 (good/agree), 2.6 to 3.5 (satisfying/neutral), 3.6 to 4.9 (sufficient/disagree), and 5 to 6 (insufficient/strongly disagree).

$^b$Mann-Whitney U test.

$^c$N/A: not applicable.
Discussion

Principal Findings

This usability study of a 5G-enabled emergency setting ensures mobile health care by establishing a bidirectional data transfer (mobile ultrasound imaging, video streaming) between ambulance car (first responder) and remote hospital site (medical expert). Besides technical performance evaluations (KPIs) of the 5G network, a medical assessment of transferred ultrasound image quality and transmission latency was examined. Compared to 4G networks, higher data rates and very low latencies were achieved.

In this study, a real-world 5G field test for a medical application (mobile ultrasound) was performed, examining the benefits of ultra-low latency and high reliability (URLLC), which have been proven to be important criteria for providing sensitive and time-critical mobile health care applications [12] and slicing. This use case of a 5G-enabled emergency telemedicine application mobile ultrasound consisted of the parallel transmission of 2 different data traffic applications with low latency through a 5G network: first, a mobile ultrasound application providing imaging of the patient with average uplink required service throughput of 5 Mbps, and second, a camera video stream application showing the inside of the ambulance car (patient and doctor) as well as the remote hospital site with average uplink of 10 Mbps and downlink required service throughput of 5 Mbps.

KPIs of the 5G network are consistent to other comparable studies [14]; however, the methods of network slicing that were introduced in our study proves the benefit to network functionality and QOS by prioritizing data traffic and preserving low latency and high-reliability features have not yet been otherwise reported.

Without slicing, the throughput for the video application was reduced to 8 Mbps after the additional uplink traffic was added. This was also noted for the ultrasound throughput, however, with less influence. By implementing network slicing, the two applications were prioritized, leading to an immediate quality and latency recovery and fulfilling the predefined system requirements.

Comparison With Prior Work

Since its introduction into the industry about 4 years ago, 5G has now begun to show substantial potential and advantages in the health care sector (eg, facilitating intelligent hospital services by real-time patient and asset monitoring [19]). However, there are still certain limitations such as data confidentiality issues, security aspects, and lack of network deployment and support that need to be adequately addressed. For example, from the regulatory point of view, there is currently no bandwidth allocated to emergency services in general [20]. A private band similar to the campus networks in the 3.7 to 3.8 GHz range, which are now available in Germany, would be ideal.

Additionally, 5G technology not only opens new IoT applications for the medical sector [7] but also enhances existing fields such as telemedicine by evolution of cellular networks [21]. Mobile emergency health care apps involving remote assistance by medical experts have stringent connectivity criteria that can be fulfilled by 5G’s promising potential [14]. These include high data rates, massive connectivity, and URLLCs, enabling for example, wireless transmission of mobile ultrasound imaging in real time [2,22] in an emergency. Currently available technologies for data transmission in telemedicine (ethernet/LAN, Wi-Fi, Bluetooth) are limited in terms of transmission rate, latency, and signal stability [10].

To estimate and prove how 5G will restructure the health care system, for example, in the fields of virtual reality and telemedicine [21], representative use cases according to specific, measurable, attainable, relevant, and time-bound objectives [23] are the current worldwide focus of research in this area. An objective of the EU-funded program 5G-VINNI [24] is, for example, boosting the deployment of 5G in Europe by providing E2E facilities, simplifying the vertical industries to pilot use cases and supporting them with evolving infrastructure.

It has been shown that modern telecommunication technologies have the potential to enable the development of sophisticated assistance systems [25] not only for industry 4.0 but also to shape the future of a digitalized health care system. However, to ensure both routine deployment in medical practice and the acceptance of the potential users, systems must meet the prevalent requirements. For instance, we should endeavor to create a noncommercialized band in the range of 3.7 to 3.8 GHz [20].

Limitations

In this usability study, the 5G system was not exposed by maximum data rates, and the field test was only carried out once without repetition. In addition, clinical evaluation was performed by only 20 participants. Validity and reliability are essential components in the critique of every research and may have an impact on the quantitative and qualitative results of the clinical evaluation.

Conclusion

Bidirectional data transmission between ambulance car and remote hospital site was successfully established through the 5G network, facilitating sending/receiving data from both applications (ultrasound unit and video streaming). The average E2E round trip latency was 10 milliseconds. The measured average throughput for the ultrasound image traffic was 4 Mbps and for the video stream 12 Mbps. Core slicing facilitated the recovery of quality and latency in case of traffic saturation. The clinical evaluation of the telemedical transmission and applicability of the ultrasound probe was consistently positive (satisfactory score of 1-2 on a 6-point Likert scale; P<.001).
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**Abstract**

**Background:** Consumer-based activity trackers are increasingly used in research, as they have the potential to promote increased physical activity and can be used for estimating physical activity among participants. However, the accuracy of newer consumer-based devices is mostly unknown, and validation studies are needed.

**Objective:** The objective of this study was to compare the Polar Vantage watch (Polar Electro Oy) and Oura ring (generation 2; Oura Health Oy) activity trackers to research-based instruments for measuring physical activity, total energy expenditure, resting heart rate, and sleep duration in free-living adults.

**Methods:** A total of 21 participants wore 2 consumer-based activity trackers (Polar watch and Oura ring), an ActiGraph accelerometer (ActiGraph LLC), and an Actiheart accelerometer and heart rate monitor (CamNtech Ltd) and completed a sleep diary for up to 7 days. We assessed Polar watch and Oura ring validity and comparability for measuring physical activity, total energy expenditure, resting heart rate, and sleep duration. We analyzed repeated measures correlations, Bland-Altman plots, and mean absolute percentage errors.

**Results:** The Polar watch and Oura ring values strongly correlated ($P<.001$) with the ActiGraph values for steps (Polar: $r=0.75$, 95% CI 0.54-0.92; Oura: $r=0.77$, 95% CI 0.62-0.87), moderate-to-vigorous physical activity (Polar: $r=0.76$, 95% CI 0.62-0.88; Oura: $r=0.70$, 95% CI 0.49-0.82), and total energy expenditure (Polar: $r=0.69$, 95% CI 0.48-0.88; Oura: $r=0.70$, 95% CI 0.51-0.83) and strongly or very strongly correlated ($P<.001$) with the sleep diary-derived sleep durations (Polar: $r=0.74$, 95% CI 0.56-0.88; Oura: $r=0.82$, 95% CI 0.68-0.91). Oura ring-derived resting heart rates had a very strong correlation ($P<.001$) with the Actiheart-derived resting heart rates ($r=0.9$, 95% CI 0.85-0.96). However, the mean absolute percentage error was high for all variables except Oura ring-derived sleep duration (10%) and resting heart rate (3%), which the Oura ring underreported on average by 1 beat per minute.

**Conclusions:** The Oura ring can potentially be used as an alternative to the Actiheart to measure resting heart rate. As for sleep duration, the Polar watch and Oura ring can potentially be used as replacements for a manual sleep diary, depending on the acceptable error. Neither the Polar watch nor the Oura ring can replace the ActiGraph when it comes to measuring steps, moderate-to-vigorous physical activity, and total energy expenditure, but they may be used as additional sources of physical activity measures in some settings. On average, the Polar Vantage watch reported higher outputs compared to those reported by the Oura ring for steps, moderate-to-vigorous physical activity, and total energy expenditure.
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Introduction

In a research setting, accelerometers are often used to objectively measure movement behavior (eg, sleep, physical activity, and sedentary behavior). Device outputs are converted into various estimates for physical activity, energy expenditure, sleep, and heart rate (for devices with a heart rate sensor). A wide range of devices exist for both research [1] and the consumer market [2].

Consumer-based activity trackers are increasingly used in research, as they have the potential to increase activity participation [3] and can be used for estimating physical activity and related variables [2,4,5]. Compared to research-based accelerometers and heart rate sensors, consumer-based activity trackers are often cheaper and less intrusive and have increased battery and storage capacity. They are also associated with less participant burden than that associated with self-report instruments, such as physical activity and sleep diaries. Sleep diaries [6] are less resource demanding than polysomnography, but compliance can be challenging [7]. Consumer-based activity trackers that measure sleep duration can therefore be a potential replacement for sleep diaries.

The accuracy of newer consumer-based devices is mostly unknown, and validation studies are needed. The validity of consumer-based activity trackers can be studied via comparisons against research-based accelerometers (eg, ActiGraph [ActiGraph LLC]) that, in turn, have been validated against gold standard methods. The Polar Vantage watch (Polar Electro Oy) and the Oura ring (Õura Health Oy) are 2 new consumer-based activity trackers that can potentially replace, or be used in addition to, existing research-based accelerometers or self-report tools. However, before using these trackers, there is a need to test their accuracy.

A previous lab-based validation study of Polar Vantage devices found that the devices estimated energy expenditure within 20% of the actual value (commonly deemed “acceptable” in the literature) in 59.5% of all cases; however, this error rate varied depending on the activity type (ranging from 27% to 93%) [8]. No validation or comparison study on physical activity or sleep has been conducted on the Polar Vantage watch to date, and no study on this activity tracker has been done with free-living populations. Similarly, de Zambotti et al [9] compared the Oura ring to polysomnography and found that although further validation studies are needed, the Oura ring has the potential to be used as a tool for detecting the time spent in different sleep phases in studies conducted with free-living populations. However, there are no previous validation studies that have tested the validity of the physical activity or energy expenditure measures of the Oura ring.

The aim of this study on free-living adults was therefore to test the validity and comparability of the physical activity and energy expenditure measures of the Polar Vantage watch and Oura ring by comparing them to those of the ActiGraph. We also compared the resting heart rates (RHRs) measured by the Oura ring to those measured by Actiheart electrocardiograms (CamNtech Ltd). In addition, we compared sleep durations from a sleep diary and outputs from the Polar Vantage watch and Oura ring.

Methods

Instruments

The Polar Vantage activity tracker (Polar Electro Oy) was released in 2018, and it is equipped with a 50-Hz (ie, 50 measurements per second) triaxial accelerometer for physical activity tracking. It weighs 45 to 66 g, has 1 week of battery life, and comes in multiple strap and metal casing colors. The Polar Vantage watch is a multisport watch that is to be worn on the wrist.

We used Polar Flow (Polar Electro Oy) to download daily Polar Vantage variables for steps, moderate-to-vigorous physical activity (MVPA), total energy expenditure (TEE), and sleep duration (sleep time).

The Oura activity and sleep ring (Õura Health Oy) was released in 2018, and it is equipped with a 50-Hz triaxial accelerometer for physical activity tracking and a photoplethysmograph with 2 infrared light-emitting diodes for optical pulse measurements. It comes in sizes US 6 to US 13, weighs 4 to 6 g, has 6 days of battery life, and comes in different shapes and colors. The Oura ring is a smart ring that is to be worn on the finger and focuses on sleep and well-being by combining physical activity and heart rate parameters.

The Oura Generation 2 cloud dashboard was used to download daily Oura variables for steps, MVPA, TEE, sleep duration (total sleep), and RHR.

The ActiGraph wGT3X-BT (ActiGraph LLC) is a triaxial accelerometer. The sample rate can be set to 30 to 100 Hz. It weighs 19 g and has up to 25 days of battery life. It is extensively used to estimate activity in free-living research, as it provides reasonable estimates for physical activity intensity [10], steps [11], and energy expenditure [12].

We used ActiLife (ActiGraph LLC) to download ActiGraph accelerometer data and generate variables. We used triaxial activity (ie, vector magnitude [VM]) counts to generate physical activity and energy expenditure variables in addition to step counts, which were reported directly. We calculated minutes of MVPA by using the cut points defined by Sasaki et al [10] (ie, >2690 VMs). Activity energy expenditure was calculated by using the “Freedson VM3 combination 2011 + Williams work-energy equation” [10] and was converted to TEE by using the Schofield equation [13] for resting energy expenditure and subtracting 10% of the original energy expenditure value to account for diet-induced thermogenesis. Although the ActiGraph is an objective instrument, researchers must make subjective choices (eg, cut points, sample rate, and wear location) that can influence output variables and thus affect conclusions.

The Actiheart 4 (CamNtech Ltd) records heart rate by using a 1-lead electrocardiogram with a 128-Hz sampling rate. It weighs 19 g and has a 128-Hz sampling rate. It is an objective instrument, researchers must make subjective choices (eg, cut points, sample rate, and wear location) that can influence output variables and thus affect conclusions.
less than 10 g and is attached to the chest by using 2 standard electrocardiogram electrodes. Actiheart is valid and reliable for heart rate detection [14].

The Actiheart software was used to download sleeping (ie, resting) heart rate data from the Actiheart (CamNtech Ltd). Sleep duration (time in bed) was calculated based on manually recorded times (ie, time getting out of bed minus time getting into bed) from the sleep diary. We did not analyze sleep duration by using the Actiheart software, as this feature is considered experimental.

We only included valid days in the analysis, which were defined as days with at least 10 hours of wear time [15]. Wear time for the ActiGraph was analyzed by using the ActiLife default settings for the Troiano [16] wear time algorithm. The wear time algorithms for Polar Vantage and Oura are unknown.

The sleep diary contained a subset of questions from the Consensus Sleep Diary [17] that were relevant to sleep duration, which was measured as the time in bed. Specifically, it contained question 1 (“What time did you get into bed?”) and question 7 (“What time did you get out of bed for the day?”).

Participants and Procedure

We used convenience sampling to recruit 21 participants. Participants were eligible for inclusion if they were above 18 years of age, had normal physical function, and were willing to wear all 4 devices and keep a sleep diary for 5 days. Participants were recruited among university students and staff and people who were close to these participants.

We initialized devices with self-reported information on height, weight, age, sex, and dominant hand. Participants wore the Polar Vantage watch and Oura ring on their nondominant hand. The ActiGraph was set up for 100-Hz recording and placed on the right hip (attached via an elastic band). The Actiheart was placed at the level of the fifth intercostal space on the sternum (medial part) and to the left (lateral part) and was attached via two 3M Red Dot 2238 electrodes (3M Company). Participants were asked to wear all 4 devices simultaneously and complete the sleep diary for 5 days. They were instructed to complete the sleep diary (time getting into bed and time getting out of bed) upon waking every morning. Since the devices were placed on participants on day 1 and removed on day 5, the expected number of valid days per person was up to 3. Data were collected from May to June 2019. Figure 1 shows the device placements.

An overview of instrument details and the software used for instrument setup, data download, and variable generation is given in Table 1.

Figure 1. Illustration of instrument placements for the Actiheart, Polar Vantage watch, ActiGraph, and Oura ring.

Table 1. Overview of the instrument suppliers, models, firmware versions, and software versions used to set up instruments, download data, and generate output variables.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Instrument</th>
<th>Supplier</th>
<th>Model</th>
<th>Firmware version</th>
<th>Software for instrument setup, data download, and variable generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actiheart</td>
<td></td>
<td>CamNtech</td>
<td>4</td>
<td>H90.65</td>
<td>Actiheart 5.1.10</td>
</tr>
<tr>
<td>Polar Vantage watch</td>
<td></td>
<td>Polar Electro</td>
<td>V/M</td>
<td>3.2.10</td>
<td>Polar Flow [18]</td>
</tr>
<tr>
<td>ActiGraph</td>
<td></td>
<td>ActiGraph</td>
<td>1.9.2</td>
<td>1.9.11.3</td>
<td>ActiLife 6.13.3</td>
</tr>
<tr>
<td>Oura ring</td>
<td></td>
<td>Oura</td>
<td>2P</td>
<td></td>
<td>Oura app [19]</td>
</tr>
</tbody>
</table>
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Statistics
The ActiGraph was used as a reference monitor for steps, MVPA, and TEE. The Actiheart was used as a criterion measure for RHR. The sleep diary (time in bed) was used to compare sleep durations (Polar: sleep time; Oura: total sleep). Normality was tested by using the Shapiro-Wilkins test, and bootstrapping was used on all variables. Correlations were calculated by using repeated measures correlations [20-22] with the correlation cutoffs suggested by Evans [23] (ie, very weak: <0.2; weak: 0.2-0.4; moderate: 0.4-0.6; strong: 0.6-0.8; very strong: >0.8). Mean absolute percentage error (MAPE) was calculated across person-day cases to assess measurement errors between each instrument and the reference monitor. Although there is no universally accepted threshold for MAPE, a common practice that was established in prior validation studies conducted with free-living populations is to use 10% as a cutoff to indicate low error [24,25]. We therefore used a below-10% cutoff to indicate low or acceptable error and an above-10% cutoff to indicate high error. Some participants had a high level of MVPA based on the Polar Vantage watch but a low level of MVPA based on the ActiGraph. We conducted a subanalysis in which we excluded these outlier participants and recalculated MAPEs.

Bland-Altman plots for multiple measurements were created to determine the agreement between each instrument and the reference monitor, as well as the agreement between instruments (Polar watch and Oura ring) [26]. This is, according to Bland and Altman [26], an appropriate approach for assessing the agreement between methods when there is an unequal number of observations per participant.

Ethics Approval
The Norwegian Regional Committees for Medical and Health Research Ethics North reviewed this study (approval number: 2019/557/REK nord). Participants received written and oral instructions and gave informed consent. This study was conducted in accordance with the 1964 Declaration of Helsinki and its later amendments.

Results
Participant Characteristics
Summary statistics for participants’ age, sex, height, weight, and BMI, are given in Table 2.

Each participant had 2 to 6 valid days of physical activity recorded, totaling 57 and 68 valid person-days of simultaneous ActiGraph and activity tracker usage for the Polar Vantage watch and Oura ring, respectively. On average, each participant simultaneously wore the ActiGraph and Polar Vantage watch for 2.7 days and the ActiGraph and Oura ring for 3.2 days. Participants manually recorded 0 to 5 days of sleep, totaling 48 and 44 person-days of sleep diary and activity tracker recordings for the Polar Vantage watch and Oura ring, respectively. On average each participant kept a sleep diary for 2.3 days. There were 39 person-days of Oura and Actiheart RHR recordings, averaging 1.8 person-days of recordings per participant.

Correlation, Error, and Agreement
Table 3 presents valid person-days, correlations, MAPEs, and mean differences (with limits of agreement) for the step, MVPA, TEE, sleep duration, and RHR (Oura) measures of the Polar Vantage watch and the Oura ring, which were compared to the criterion measure. Table 4 presents the same variables (except RHR), which were used to compare the Polar Vantage watch with the Oura ring directly.

The mean differences are illustrated in Figure 2 by using Bland-Altman plots. Each participant is represented by a different color. Similarly, Figure 3 further illustrates how the Polar Vantage watch directly compares to the Oura ring by using Bland-Altman plots. In Figure 3, a mean difference above the line of equivalence indicates that the Polar Vantage watch reports higher numbers on average compared to those reported by the Oura ring.

Step counts were strongly correlated between the reference monitor and both the Polar Vantage watch and the Oura ring. Bland-Altman plots showed that both the Polar Vantage watch and the Oura ring overreported steps. The MAPE was high for both activity trackers. The correlation between the Polar Vantage watch and Oura ring was very strong for steps. On average, the Polar Vantage watch reported 305 additional steps per day when compared to those reported by the Oura ring.

MVPA values were strongly correlated between the reference monitor and both activity trackers. The Polar Vantage watch overreported MVPA values, while the Oura ring underreported MVPA values. For the Polar Vantage watch, overreporting was higher for higher values of MVPA. The limit of agreement ranges in the Bland-Altman plots were also wider for the Polar Vantage watch. MAPEs were high, but the Oura ring had lower mean errors compared to those of the Polar Vantage watch. We identified 3 participants for whom the Polar Vantage watch reported a high MVPA value and the ActiGraph reported a low MVPA value. The MAPE subanalysis, in which these three participants were excluded, showed a MAPE of 49%—a decrease from 143%. The correlation between the Polar Vantage watch and Oura ring was strong for MVPA.
watch and Oura ring was very strong for MVPA. On average the Polar Vantage watch reported 81 additional minutes of MVPA per day when compared to those reported by the Oura ring.

TEE values were strongly correlated between the reference monitor and both activity trackers. Both activity trackers overreported TEE, but the Polar Vantage watch overreported TEE at a higher rate. Both MAPEs were higher than the 10% cutoff for acceptable error. The correlation between the Polar Vantage watch and Oura ring was very strong for TEE. On average, the Polar Vantage watch reported 349 additional kcal per day when compared to those reported by the Oura ring.

Sleep durations were strongly correlated between the diary and the Polar Vantage watch and were underreported by a mean of 30 minutes by the Polar Vantage. The Oura ring–derived sleep durations very strongly correlated with the diary-derived sleep durations but were overreported on average by 6 minutes. Both activity trackers had a borderline acceptable MAPE. The correlation between the Polar Vantage watch and Oura ring was strong for sleep duration. On average, the Polar Vantage watch reported 38 fewer minutes of sleep per day when compared to those reported by the Oura ring.

RHRs were very strongly correlated between the criterion measure and the Oura ring. The MAPE was low (3%), and on average, the Oura ring underreported RHR by 1 beat per minute.

### Table 3. Repeated measures correlation (RMC), mean absolute percentage error (MAPE), and mean difference for each Polar Vantage watch and Oura ring variable.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Person-days, n</th>
<th>RMCa (95% CI)</th>
<th>MAPE</th>
<th>Mean difference (lower LoAb, upper LoA)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Polar Vantage watch</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steps</td>
<td>57</td>
<td>0.75 (0.54-0.92)</td>
<td>72</td>
<td>4091 (–2693, 10 876)</td>
</tr>
<tr>
<td>MVPAc</td>
<td>57</td>
<td>0.76 (0.62-0.88)</td>
<td>143</td>
<td>59 (–148, 266)</td>
</tr>
<tr>
<td>Total energy expenditure</td>
<td>57</td>
<td>0.69 (0.48-0.88)</td>
<td>19</td>
<td>430 (–267, 1127)</td>
</tr>
<tr>
<td>Sleep duration</td>
<td>48</td>
<td>0.74 (0.56-0.88)</td>
<td>11</td>
<td>–30 (–183, 123)</td>
</tr>
<tr>
<td><strong>Oura Generation 2 ring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steps</td>
<td>68</td>
<td>0.77 (0.62-0.87)</td>
<td>69</td>
<td>3779 (–3361, 10 919)</td>
</tr>
<tr>
<td>MVPA</td>
<td>68</td>
<td>0.70 (0.49-0.82)</td>
<td>49</td>
<td>–18 (–96, 61)</td>
</tr>
<tr>
<td>Total energy expenditure</td>
<td>68</td>
<td>0.70 (0.51-0.83)</td>
<td>13</td>
<td>148 (–624, 920)</td>
</tr>
<tr>
<td>Sleep duration</td>
<td>44</td>
<td>0.82 (0.68-0.91)</td>
<td>11</td>
<td>6 (–152, 164)</td>
</tr>
<tr>
<td>Resting heart rate</td>
<td>39</td>
<td>0.90 (0.85-0.96)</td>
<td>3</td>
<td>–1 (–4, 1)</td>
</tr>
</tbody>
</table>

aAll RMC P values are <.001.
bLoA: limit of agreement.
cMVPA: moderate-to-vigorous physical activity.

### Table 4. Repeated measures correlations (RMCs) and mean differences between Polar Vantage watch and Oura watch variables.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Person-days, n</th>
<th>RMCa (95% CI)</th>
<th>Mean difference (lower LoAb, upper LoA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steps</td>
<td>44</td>
<td>0.89 (0.77-0.97)</td>
<td>305 (–5832, 6441)</td>
</tr>
<tr>
<td>MVPAc</td>
<td>44</td>
<td>0.82 (0.69-0.91)</td>
<td>81 (–133, 296)</td>
</tr>
<tr>
<td>Total energy expenditure</td>
<td>44</td>
<td>0.85 (0.75-0.93)</td>
<td>349 (–411, 1109)</td>
</tr>
<tr>
<td>Sleep duration</td>
<td>51</td>
<td>0.74 (0.49-0.93)</td>
<td>–38 (–157, 82)</td>
</tr>
</tbody>
</table>

aAll RMC P values are <.001.
bLoA: limit of agreement.
cMVPA: moderate-to-vigorous physical activity.
Figure 2. Bland-Altman plots for comparing the Polar Vantage watch and Oura ring to the ActiGraph. Participants are represented by different colors. Black solid lines represent the mean difference, black dashed lines represent the limits of agreement, and grey dashed lines represent the line of equivalence. bpm: beats per minute; MVPA: moderate-to-vigorous physical activity; TEE: total energy expenditure.
Figure 3. Bland-Altman plots for comparing the Polar Vantage watch and Oura ring measures for steps, moderate-to-vigorous physical activity (MVPA), total energy expenditure (TEE), and sleep duration. Participants are represented by different colors. Black solid lines represent the mean difference, black dashed lines represent the limits of agreement, and grey dashed lines represent the line of equivalence.

Discussion

Principal Findings

Step, MVPA, and TEE outputs from the activity trackers all strongly correlated with those of the ActiGraph. The MAPEs were high for these variables, with lower errors recorded for the Oura ring compared to those recorded for the Polar Vantage watch. Sleep durations were very strongly to strongly correlated between the sleep diary and both the Polar Vantage watch and the Oura ring. In addition, RHRs recorded by the Oura ring very strongly correlated with those recorded by the Actiheart. The MAPEs for the sleep diary were borderline acceptable, while the MAPEs for RHR were acceptable. The correlations between the Polar Vantage watch and Oura ring were very strong for steps, MVPA, and TEE and were strong for sleep duration.

The CI range was wide for all correlations and was borderline acceptable for Oura ring–derived RHR. The wide ranges are not surprising, given the low sample size. The MAPEs were very high for some comparisons, especially for MVPA and the Polar Vantage watch. In the MAPE subanalysis for the Polar Vantage watch and the ActiGraph, the MAPE dropped from 143% to 49%. This is well above the 10% threshold.

Strength and Limitations

The major strength of this study is the inclusion of multiple days of recordings for each participant instead of 1 mean measure per participant. Using multiple measurements per participant increases the width of the limits of agreement and thus provides a more accurate representation of the actual agreement between methods [26]. A further strength is the gender balance and the wide range of ages, heights, weights, and BMIs among the participants. This is also the first study to assess the accuracy of physical activity estimates from the Oura ring. The major weakness of this study is the use of non–gold standard methods for comparing step, MVPA, and energy expenditure values. However, there is no gold-standard for estimating physical activity in free-living populations. The ActiGraph has been previously validated using gold standard methods [10-12] and is an appropriate reference monitor for studies conducted in free-living settings. The gold standards for estimating energy expenditure and sleep duration are the doubly labeled method and polysomnography, respectively. We did not have access to these two methods.

Comparison With Prior Work

Although the correlation for Polar Vantage watch–derived energy expenditure in this study ($r=0.69$) is stronger than those in most previous studies on Polar Vantage devices (only discontinued devices) [27], it is weaker compared to those in a 2019 lab-setting study on a Polar Vantage device ($r=0.89$) [8] and a 2018 free-living study on the Polar M430 ($r=0.91$) [28]. The correlations for MVPA values in previous Polar device validation studies vary, but our findings ($r=0.76$) are as strong as the findings from a study on the Polar M430 ($r=0.75$) [28]. Similarly, the strong correlation ($r=0.75$) for step counts is in accordance with those in previous studies on the Polar M430 ($r=0.85$) [28] and the Polar V800 ($r=0.89-0.92$) [29].
For the Oura ring, we could not find any previous studies on steps, MVPA, or TEE. Even though the correlations were strong in this study, most results showed that the measurement error was high, and most variables were overreported when compared to those reported by the reference monitor. Thus, we cannot recommend replacing existing research-based accelerometers with the activity trackers investigated in this study. However, as additional instruments for long-term physical activity recording, these consumer-based activity trackers can potentially provide additional value to studies examining changes in physical activity over time. TEE may be especially interesting to measure over time, since it had close to acceptable errors (range: 13%-19% mean error).

We could not find any previous validation studies on sleep duration for the Polar Vantage watch. However, the strong correlation ($r=0.74$) in this study is in accordance with the findings for an earlier Polar watch model (Polar A370); its sensitivity for correctly detecting sleep duration was >0.91 [4]. Sleep duration was underreported in both studies, which is expected since sleep onset and sleep offset are generally greater than 0 minutes. The Oura ring overreported sleep duration but only by an average of 6 minutes per night. This is in accordance with the findings of de Zambotti et al [9], who concluded that the Oura ring shows “promising results” for sleep detection (ie, a 96% sensitivity for detecting sleep) in their study involving polysomnography. Both the Polar Vantage watch and Oura ring can provide reasonably close estimates for sleep duration with a 10% to 13% average error, which is close to the acceptable cutoff. This is especially interesting for long-term sleep monitoring, as keeping a manual sleep diary is prone to low compliance [7], and objective wrist-worn devices can provide more accurate results [30].

The strong correlation and low average error found for the Oura ring–derived RHR is in accordance with heart rate measurements from some wrist-worn activity trackers [5,31]. A recent validation study on Oura ring–derived sleeping heart rate also reported high agreement (Spearman correlation: 0.996) between the Oura ring and an electrocardiogram [32]. Compared to the Actiheart and other similar research instruments, the Oura ring is a low-burden device that is capable of collecting various heart rate measures over several months. This makes it an interesting instrument for future research, when long-term heart rate measuring is of interest.

Several systematic reviews on consumer-based activity tracker validity have been published in the last few years, and they reported similar conclusions [27,31,33-38]. Fuller et al [31] published a large systematic review in 2020 that assessed the validity of step, energy expenditure, and heart rate estimates for devices from Apple, Fitbit, Garmin, Mio, Misfit, Polar, Samsung, Withings, and Xiaomi. Based on the 148 included validation studies, they concluded that although there is variation, consumer-based activity trackers can accurately measure steps and heart rates in lab settings. The most recent systematic review on Garmin activity trackers by Evenson et al [38] reported high validity for step counts (good to excellent correlation coefficients and acceptable MAPEs) but low validity (large variations in correlation coefficients and high MAPEs) for energy expenditure values and heart rates. A systematic review and meta-analysis on energy expenditure by O’Driscoll et al [37] further showed that accuracy is dependent on the type of activity performed and that trackers with heart rate monitors have lower measurement errors. The Polar Vantage watch reported on average higher numbers compared to those reported by the Oura ring.

Although several systematic reviews have been published [27,31,37,38], these reviewed activity trackers that are now discontinued. This highlights the need for continuous validation studies on new devices, as suggested by Fuller et al [31].

**Conclusions**

The Oura ring can be used as an alternative to the Actiheart to measure RHR unless very high accuracy is required. Similarly, the Polar Vantage watch and Oura ring can potentially be used as replacements for a manual sleep diary for sleep duration measurements. Neither the Polar Vantage watch nor the Oura ring can replace the ActiGraph when it comes to measuring steps, MVPA, and TEE, but they may be used as additional sources of physical activity measures in some settings.
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Abstract

Background: Unhealthy alcohol use is associated with increased morbidity and mortality among persons with HIV and tuberculosis (TB). Computer-based interventions (CBIs) can reduce unhealthy alcohol use, are scalable, and may improve outcomes among patients with HIV or TB.

Objective: We assessed the acceptability, adaptability, and feasibility of a novel CBI for alcohol reduction in HIV and TB clinical settings in Pune, India.

Methods: We conducted 10 in-depth interviews with persons with alcohol use disorder (AUD): TB (6/10), HIV (2/10), or HIV-TB co-infected (1/10) selected using convenience sampling method, no HIV or TB disease (1/10), 1 focus group with members of Alcoholics Anonymous (AA; n=12), and 2 focus groups with health care providers (HCPs) from a tertiary care hospital (n=22). All participants reviewed and provided feedback on a CBI for AUD delivered by a 3D virtual counselor. Qualitative data were analyzed using structured framework analysis.

Results: The majority (9/10) of in-depth interview respondents were male, with median age 42 (IQR 38–45) years. AA focus group participants were all male (12/12), and HCP focus group participants were predominantly female (n=15). Feedback was organized into 3 domains: (1) virtual counselor acceptability, (2) intervention adaptability, and (3) feasibility of the CBI intervention in clinic settings. Overall, in-depth interview participants found the virtual counselor to be acceptable and felt comfortable honestly answering alcohol-related questions. All focus group participants preferred a human virtual counselor to an animal virtual counselor so as to potentially increase CBI engagement. Additionally, interaction with a live human counselor would further enhance the program’s effectiveness by providing more flexible interaction. HCP focus group participants noted the importance of adding information on the effects of alcohol on HIV and TB outcomes because patients were not viewed as appreciating these linkages. For local adaptation, more information on types of alcoholic drinks, additional drinking triggers, motivators, and activities to substitute for drinking alcohol were suggested by all focus group participants. Intervention duration (about 20 minutes) and pace were deemed appropriate. HCPs reported that the CBI provides systematic, standardized counseling. All focus group and in-depth interview participants reported that the CBI could be implemented in Indian clinical settings with assistance from HIV or TB program staff.
Conclusions: With cultural tailoring to patients with HIV and TB in Indian clinical care settings, a virtual counselor–delivered alcohol intervention is acceptable and appears feasible to implement, particularly if coupled with person-delivered counseling.

KEYWORDS
computer-based-intervention; HIV/TB clinical setting; alcohol use disorder (AUD); alcohol; India; HIV; TB; feasibility; acceptability

Introduction

It is well known that unhealthy alcohol use, encompassing heavy/hazardous use, binge drinking, and alcohol use disorders (AUDs) [1] is associated with increased HIV transmission, decreased use of and adherence to antiretroviral therapy (ART), lower viral suppression, decreased engagement and retention in care [2,3], more rapid HIV disease progression, and mortality [4-6]. Similarly, a recent systematic review and meta-analysis indicated that there is a nearly 3-fold increase in the risk of incident tuberculosis (TB) among people with AUDs [7,8]. Additionally, many studies show a strong association between unhealthy alcohol use and unfavorable TB outcomes, including treatment default, TB relapse, and death [7,9-11].

India accounts for about a quarter of the world’s TB burden [12] and is ranked third in absolute HIV burden [13], with 23.4 lakhs people living with HIV [14]. Unhealthy alcohol use is rapidly increasing in India with more than 50% of those who drink alcohol at unhealthy levels [15]. In India, the prevalence of AUDs among people with HIV and TB has been reported as 12.3% [16] and 24% [17], respectively. Further, although Indian HIV and TB programs mandate alcohol assessments at intake prior to initiation of HIV and TB treatment, effective evidence-based alcohol treatment programs are not routinely implemented in TB and HIV care settings [10].

Brief alcohol interventions (BAIs; 1-4 sessions) are based on cognitive behavioral therapy, the transtheoretical model, or the information, motivation, behavioral skills (IMB) model with motivational interviewing typically used as the style to deliver the intervention [18]. BAIs can reduce alcohol consumption, improve medication adherence, and reduce viral load among people with HIV [19-24]. Despite demonstrated efficacy, however, numerous patient and provider barriers prevent widespread access to and uptake of these interventions [25,26]. These include patient concerns about stigma and confidentiality and the reluctance or inability to access care, as well as lack of provider time or training [26,27]. Computer-based interventions (CBIs) may overcome some of these barriers. They are cost-effective, can reach a large number of people with unhealthy alcohol use, can be delivered with fidelity, and provide confidentiality and convenience [28,29]. Importantly, CBIs appear as effective as person-delivered interventions at short-term (<4 month) follow-up [30].

To date, CBIs have been largely developed and tested in developed countries but not in resource-limited settings [31]. For CBI interventions to be relevant, scalable, and have community-wide impact in resource-limited settings like India, cultural adaptation is required. This includes incorporating the target population’s values, beliefs, language, concepts, and metaphors or key characteristics, while preserving the intervention’s core theoretical components [32,33]. Cultural adaptation also includes the integration of specific contextual factors including feasibility, organizational capacity for adoption, and acceptability to enhance effective implementation [34,35].

In this study, we reviewed a US-developed, evidence-based CBI delivered by a virtual counselor for the reduction of unhealthy alcohol use among people with HIV [36]. Through interviews with adult patients with HIV or TB and focus group discussions with health care providers (HCPs) in government clinical settings in India, we investigated the specific key characteristics of the existing intervention that would need modification for cultural adaptation to yield an acceptable and relevant CBI and the feasibility of CBI implementation.

Methods

Study Design

We conducted a qualitative study in Pune, India, consisting of focus group discussions and in-depth interviews with patients, providers, and stakeholders to evaluate the acceptability, adaptability, and feasibility of a CBI for alcohol reduction. Our semistructured interview guide was developed based on our previous work culturally adapting evidence-based interventions [37]. It was designed to assess and make recommendations regarding (1) virtual counselor acceptability, (2) intervention adaptability, and (3) feasibility. We followed the Consolidated Criteria for Reporting Qualitative Research (COREQ) guidelines [38] to report the study.

Ethics Approval

The Johns Hopkins School of Medicine institutional review board in Baltimore, Maryland, United States (IRB00174744 / CR00026582), and the Byramjee Jeejeebhoy Government Medical College ethics committee in Pune, India, approved this study.

Computer-Based Brief Alcohol Intervention Delivered by a Virtual Counselor

On one occasion, participants viewed a single session of a US-developed evidence-based CBI designed for people with HIV who consumed alcohol at unhealthy levels [36]. Our CBI used well-established, evidence-based cognitive behavioral techniques, including personalized feedback, pros and cons of drinking, problem solving high-risk situations, and goal setting for reduction or cessation of alcohol use. The software platform was derived from Computer Intervention Authoring Software, an authoring tool to create and enter intervention script into electronic packages featuring a synthetic text-to-speech engine that reads all questions and speaks aloud to the participant (via
headphones); synchronous interactivity; natural language reflections; branching logic; and the ability to incorporate specific images, graphs, figures, text, or videos. The flexible and modular platform allows for efficient content modification for a variety of populations [39,40]. Using a motivational interviewing style, a virtual counselor interacts with participants to provide IMB skills that foster alcohol use reduction or abstinence [41,42]. The virtual counselor is a 3D character named Peedy the Parrot that has over 50 specific actions that can be selected to display interest and empathy and increase participant engagement and motivation with the intervention. Although Peedy is an avian character, it appears anthropomorphic through its animations (eye gaze, facial expressions, and body movements) and script (eg, expressive reflections to user answers).

Recruitment
Study participants were selected using convenience sampling and provided informed consent prior to enrolling. For the in-depth interviews, adults aged 18 years and older with AUD were eligible and were referred to us through ongoing clinic research studies at a government tertiary care hospital in Pune. AUD was defined for males as having an Alcohol Use Disorders Identification Test–Concise (AUDIT-C) score of 4 or more and for females having a score of 3 or more on the AUDIT-C [43]. Between June and November 2018, we approached 15 eligible individuals, and 10 agreed to participate. Those who refused (n=5) were all males and were unable to participate for the required hour to complete the interview. We also conducted 3 focus group discussions: 1 with members of an Alcoholics Anonymous (AA) group (n=12) and 2 with HCPs from a tertiary care hospital (n=21), including counselors, nurses, and clinicians. All HCPs who participated in the study work in same hospital where the study was conducted. Focus groups were conducted in the afternoon when their outpatient department work was over. All in-depth interviews and focus groups were conducted in an easily accessible, private conference room at a hospital in Pune, India.

Data Collection Procedures and Analysis
Focus groups were moderated by a study co-investigator (NS), who is an Indian female medical anthropologist, and assisted by the study coordinator (GD), who is also an Indian female medical anthropologist, using an interview guide based on topics reviewed in the CBI and adaptation procedures. Focus groups and in-depth interview participants viewed the intervention, which was displayed screen by screen on a white board using a projector. Both the virtual counselor’s speech and the information on each screen was interpreted from English to the local language, Marathi, by GD and NS. After watching each screen, NS and GD obtained participant feedback using the semistructured field guide. On CBI screens where the virtual counselor asked questions with multiple choice answers, participants of HCP focus groups chose the most common option they encountered in their clinical practice, while AA focus group and in-depth interview participants chose the options applicable or suitable to them. We then discussed the feedback provided by the virtual counselor, Peedy, and reviewed the other answer options and feedback. We sought further suggestions and recommendations from the participants.

The main areas of inquiry expected were as follows:

- Participants were asked “How acceptable is this virtual computer-based counselor to reduce drinking?” HCPs were asked “What are the factors in the acceptance or nonacceptance of this computer-based virtual counselor–delivered counseling tool in a clinical setting?”
- Participants were asked about intervention content acceptability and areas of needed adaptation: “What do you like most about this app? Why? What that you did not like? Why?”
- HCPs were asked about the feasibility of implementation factors: “What barriers and facilitators do you expect to uptake and use with HIV/TB patients in clinical settings?”

All in-depth interviews and focus groups were audiorecorded and notes were taken by GD. In-depth interview and focus group texts were then transcribed in the local language and translated into English. A coding guide was prepared based on inductive and deductive codes. All transcripts were coded by GD and reviewed by NS, and data were analyzed in MAXQDA 12 (VERBI GmbH) software using the framework approach [44].

Results
Overview
The majority (9/10) of in-depth interview respondents were males with a median age of 41 (IQR 30-56) years. In-depth interview participants included people with TB (6/10), HIV (2/10), HIV/TB co-infection (1/10) and no HIV/TB (1/10; Table 1). Of our 2 HCP focus groups, 1 was conducted with counselors working in HIV and TB research studies who were predominantly female (female to male ratio 12:1). The other focus group was conducted with HIV clinic HCPs and was majority male (female to male ratio 3:6), including 2 counselors, 3 nurses, 2 doctors, 1 pharmacist, and 1 psychologist. Participants of the AA group were all male (12/12) and did not have a TB or HIV diagnosis. Results were organized into 3 domains reflecting the aims of the study: (1) virtual counselor acceptability, (2) intervention adaptability, and (3) feasibility of CBI in clinic settings. Results are illustrated using direct quotations from the respondents.
Table 1. Characteristics of the study participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>In-depth interviews</th>
<th>Focus group discussions</th>
<th>Health care providers from HIV clinic</th>
<th>Research counselors</th>
<th>Alcohol Anonymous group members</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants</td>
<td>10</td>
<td>9</td>
<td>13</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>41 (30-56)</td>
<td>36 (25-64)</td>
<td>38 (24-43)</td>
<td>53 (30-63)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9</td>
<td>6</td>
<td>1</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>1</td>
<td>3</td>
<td>12</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Domain 1: Virtual Counselor Acceptability

First, the majority (8/10) of in-depth interview participants found the Peedy the Parrot virtual counselor to be acceptable and felt comfortable honestly answering alcohol-related questions.

Yes, liked it very much. I have not seen anything like this before and nobody explains things to you so well. Nobody makes you sit and speak like this. (female, in-depth interview participant)

Moreover, some respondents stated a preference for a virtual character over a human counselor.

It is better with the bird than [a person such as a counselor as you can openly discuss with the bird. (male in-depth interview participant)

HCP focus group participants also found the virtual counselor to be acceptable and reported that they would expect patients to trust the information from the virtual counselor, noting the advantage of confidentiality of a virtual counselor–guided discussion.

App is good and patients will be more confident to share information with the app as it doesn’t ask them their name, and they will feel that information will remain confidential. The patient may also trust the information given by Peedy. (female HCP focus group participant)

The predominantly male HCP and AA focus group participants felt that a male virtual counselor with a loud, confident voice would be more effective in facilitating disclosure of alcohol use and alcohol use–related consequences.

So, maybe a male voice or male person to hear them out might help them understand that it’s more nonjudgmental, it’s more, you know, unbiased in a way. (male HCP focus group participant)

If we look it statistically, then substance use is more prominent among the male gender... So, when they are talking and a female is guiding them it might make them uncomfortable...like you know, make it difficult for them to address certain things. (male AA focus group participant)

By contrast, the predominantly female HCP focus group participants preferred a female virtual counselor because a female in the role of caregiver is more acceptable and patients would feel more connected to a human character than to a bird character.

...a human face especially female instead of a bird as a virtual counselor because patients would feel more connected to a human than a bird. People better link it to female ‘caregiver’ of family and may feel more comfortable. (female research counselor focus group participant)

In-depth interview participants had no gender preference; although they liked the bird as counselor, few preferred a human virtual counselor over an animal/avian virtual counselor.

It is better with both (male/female [virtual] counselor), nothing different. Both are good. (male in-depth interview participant)

Finally, nearly all respondents agreed that it would be important for a live human counselor to be present in the session. Virtual counselors (whether avian/animal or human characters) were noted to have limitations in communication whereas a human counselor could ensure that the information was more persuasive and compelling.

Virtual counselor is less likely to have convincing power. This is because while talking it may not know which point should be stressed upon, it will speak in the same frequency, in the same tone. It will not have feelings and emotions based on the respondent’s responses. (male HCP focus group participant)

Only thing is [virtual counselor] will not have that human feel that they can have with counselor. However, it is good to use it in combination with [a human] counselor. (female research counselor HCP focus group participant)

Domain 2: Intervention Content Acceptability and Areas of Needed Adaptation

In-depth interview and focus group participants made several recommendations for adaptations to the CBI key characteristics in the areas of drinking triggers, standard drink definition, and IMB skills needed to reduce alcohol consumption. Table 2 shows these recommendations and associated quotations. For local adaptation, participants advised incorporating triggers such as locality and family background, relief from physical pain and stress from family, and type of work. More information was deemed necessary on types of local alcoholic drinks.
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Notably, there was a mixed response to the virtual counselor’s discussion of the effect of alcohol on HIV/TB and on gradual versus immediate cessation of drinking. The in-depth interview participants, although diagnosed with HIV or TB, tended not to see the connection between alcohol use and poor health outcomes, whereas AA and HCP focus group participants agreed with the effects and suggested adding more information. HCP and AA focus group participants were concerned that patients tend to have a limited understanding of the impact of alcohol use on HIV and TB drug interactions and on health outcomes such as sexual dysfunction and liver and kidney function. They observed that this knowledge potentially could motivate reduced consumption. Additionally, both in-depth interview and AA focus group participants tended to advocate for abstinence rather than reduction in use of alcohol. Finally, respondents suggested adding behavioral skills to engage participants in (1) religious and spiritual events, (2) learning to refuse alcohol offered by peers, and (3) the willpower to stop drinking alcohol.

Finally, it was suggested that the CBI will be more acceptable if it contains illustrations, especially to aid nonliterate users. Twenty focus group participants suggested that adding more images of major CBI points in addition to the oral presentation by the virtual counselor could improve comprehension and effectiveness.

If [CBI] shows “under what good things can happen if you quit alcohol” that a man after quitting, enjoying with family and having fun with children,” it would have a good impact. (male HCP and AA focus group participant)
Table 2. Qualitative data presentation using the information, motivation, and behavioral skills model.

<table>
<thead>
<tr>
<th>Computer-based intervention domain</th>
<th>Agreement with current content</th>
<th>Data source</th>
<th>Suggestions for adaptation</th>
<th>Quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reasons for drinking: triggers</td>
<td>All participants agreed with the list of triggers with few adaptations</td>
<td>IDI&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Type of occupation or work could be added as the reason for drinking</td>
<td>“I work in a morgue and it is not possible for me not to drink. I daily deal with dead bodies so I used to drink every day. My work is like that.” (male participant)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FG&lt;sup&gt;b&lt;/sup&gt;: AA&lt;sup&gt;c&lt;/sup&gt; and HCP&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Include the influence of the surrounding environment, family background, and locality as major contributions to unhealthy alcohol use, including: Indian culture, drinking alcohol gives confidence, depression due to sexual relationships in HIV discordant couples, alcohol as a pain reliever, feeling of inferiority complex, unemployment, and sometimes to avoid family responsibilities</td>
<td>“Ninety percent of alcoholics are children of alcoholics only. That’s my experience. Dysfunctional family, environmental reasons...environmental reasons mean suppose if a person born in a settlement that has all drunkards around him; so, he inherits that. So, he finds it very common and engage in drinking habit.” (male AA participant)</td>
</tr>
<tr>
<td>Definition of standard drink; safer and risky levels of alcohol use</td>
<td>Very useful information</td>
<td>FG: AA and HCP</td>
<td>Participants suggested the addition of the term Tadi, which is a popular local alcohol drink; its measuring unit is a balloon (1 balloon=250 mL) Linguistic adaptation advised such as use of local terminologies for alcohol like Tadi and daru</td>
<td>“If they know how much [drink] they take usually and know how much [alcohol/standard drink] there is in one peg [unit], it will benefit them in terms of reducing the quantity of drink.” (female HCP participant)</td>
</tr>
<tr>
<td>Association with disease</td>
<td>Agreed</td>
<td>IDI</td>
<td>In IDIs, participants were not able to link their disease condition with alcohol use; they reported that alcohol is not related to their disease condition</td>
<td>“…not because of drinking alcohol but because of sharing used glasses [of alcohol], disease [TB] spreads.” (male participant)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FG: AA and HCP</td>
<td>All participants mentioned that TB disease is related to alcohol.</td>
<td>“Alcohol leads to TB for sure...” (male AA participant)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“Alcohol use will impact their [patients’] adherence to medicines and their visits to the clinic.” (female HCP participant)</td>
</tr>
<tr>
<td>Motivation</td>
<td></td>
<td>FG: AA</td>
<td>Some negative consequences of alcohol drinking such as health issues and absence at the workplace</td>
<td>“Absenteeism (absence) from the job or unable to perform well at their job.” (male AA participant)</td>
</tr>
<tr>
<td></td>
<td>Agreed with consequences reported by Peedy</td>
<td></td>
<td>Some additional consequences reported by them are sexual dysfunction, effect on family relationship, and the loss of confidence</td>
<td>“Sexual inability to perform 90% inability to perform [sexual activity]... Work area; going late, leaving early, taking leaves, again in financial area, taking loans, taking loan from society. And important consequence is, we commonly see that.” (male AA participant)</td>
</tr>
</tbody>
</table>
### Quotations

<table>
<thead>
<tr>
<th>Computer-based intervention domain</th>
<th>Agreement with current content</th>
<th>Data source</th>
<th>Suggestions for adaptation</th>
<th>Quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reasons for drinking</td>
<td>Agreed with consequences reported by Peedy</td>
<td>IDI</td>
<td>Effect on kidneys, sadness, fighting, weakness, and lack of concentration</td>
<td>“There were no benefits [of alcohol use]. Disadvantages were more. Even in the tension, after drinking I used to get more tensed.” (male participant)</td>
</tr>
<tr>
<td>Behavioral skills</td>
<td></td>
<td>FG: AA and IDI</td>
<td>All except one suggested immediate cessation of alcohol Include religious and spiritual therapy</td>
<td>“Participant mentioned that he felt relaxed after drinking alcohol”</td>
</tr>
<tr>
<td>Cognitive behavioral techniques to reduce/quit drinking (delay, discuss, and do something else)</td>
<td>All participants agreed with behavioral techniques suggested by Peedy (delay, discuss, and do something else)</td>
<td>FG: AA and IDI</td>
<td>“It is like this if a person drinks two times in a day and drink one bottle at one time then he should have half a bottle. If one drinks three or two times then he should drink only once in a day if he wants to stop drinking. I have stopped drinking like this only [gradually and not suddenly].” (male AA participant)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>FG participants also highlighted that the patient’s willpower along with peer guidance is very important for quitting</td>
<td></td>
<td>“Not to drink at all is the only answer for that. Even if I start drinking, I drink 3 to 4 bottles [at a time]. I think it is appropriate to stop [instead of reducing it gradually].” (male IDI participant)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Some participants also mentioned that the first sip itself is dangerous so it is important to avoid that craving for first sip and try to keep your stomach full of food. As narrated by one of the AA FG participants</td>
<td></td>
<td>“You can also tell patient that even after so much of drinking you are alive that means God want you to live and live a better life. He is giving you another chance to live good life. Patient will start believing. Belief in spiritual power is very important.” (male AA participant)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FG: AA and IDI</td>
<td>“FG: AA and IDI”</td>
<td>“If we become engaged in something else then thoughts about drinking doesn’t come to mind.” (male AA participant)</td>
</tr>
</tbody>
</table>

**Domain 3: Feasibility in Clinic Settings**

All participants noted several features of the CBI that would make it feasible for administration in a clinic setting. They reported that intervention duration (about 20 minutes) and amount of information provided were appropriate for use in medical settings. Most in-depth interview participants (8/xx) found the CBI easy to operate. Some in-depth interview participants (2/10) reported that if they were required to use a cellphone instead of the tablet for the intervention, this would be a barrier as some people did not have an Android phone and were not familiar with its operations.

*Yes, will help if it is on mobile because even after drinking, everyone is on the mobile. (male in-depth interview participant)*

---

*aIDI: in-depth interview.

bFG: focus group.

cAA: Alcoholics Anonymous.

dHCP: health care provider.

eTB: tuberculosis.*
AA focus group participants noted an advantage to the CBI was its capacity for standardized administration, which may not necessarily occur with a person-delivered intervention.

From this [app], the information will be provided systematically and uniformly and the patient doesn’t feel that these people [counselors] are telling their thoughts. Means this is standard and content will be there. (male AA focus group participant)

HCP focus group participants also identified challenges to intervention implementation. Currently with no alcohol treatment services in their clinics, a CBI could result in increased provider workload if providers needed to be physically present to assist while patients are using the software program.

We will give them an appointment. It may affect their work. They cannot take leave to visit the clinic. Our time is 9 AM to 5 PM and they have the same working hours. Sometimes on these lines, [a patient] may drop out. (female HCP focus group participant)

In addition, they noted that patients have limited time in the clinics and often limited reading literacy.

They [the patients] should be able to read options at least [the patient should be literate enough to read the options presented in the CBI]. (female HCP focus group participant)

Finally, other challenges highlighted were availability of internet access in clinics, confidential space for counseling during outpatient hours, and troubleshooting technical problems. However, they also mentioned that such patients may be handled by appointment in the afternoon time in the clinic.

Discussion

Principal Findings

Computerized interventions delivered by a virtual counselor can reduce unhealthy alcohol use among people with HIV in the United States [36] and with adaptation may show promise in India among patients with HIV or TB, where unhealthy alcohol use is also prevalent. Using 10 in-depth interviews and 3 focus groups, we analyzed the components of a US-developed CBI. Our study findings suggest that HIV and TB patients found Peedy the Parrot to be acceptable as a virtual counselor. Using a virtual counselor rather than a person was seen as an advantage to foster disclosure of alcohol use and provide confidentiality, a demonstrated advantage of CBIs [45]. Virtual counselors are accepted as counselors if they are sufficiently anthropomorphic [46] and empathic, which Peedy was programmed to be. AA and HCP focus group participants specifically suggested that a human virtual counselor (versus animal/avian counselor) could improve acceptability and efficacy of the intervention. This observation reflects an active question in the human-computer interaction literature as to the relative significance of anthropomorphism and realism of virtual agents in fostering connection between users and content [47]. A related feature of virtual counselor evaluation was its optimal gender. In this study, all participants of the AA group believed that a male virtual counselor could facilitate greater disclosure and comfort because unhealthy alcohol use is predominantly reported among men in India. By contrast, the mostly female HCP focus group participants had a preference for the female gender for the virtual counselor.

Comparison With Prior Work

Such differing evaluations between the HCP and AA focus groups align with findings of numerous studies showing that people tend to prefer congruence with their virtual counselors [48,49]. Our findings underscore the importance of providing choice in a virtual counselor to increase engagement, interest, and comfort in interacting with intervention content and the importance of examining choice in improving alcohol use outcomes [50,51].

The CBI content was rated highly, showing the generalizability of evidence-based, core behavior change components; however, additional key content was identified for inclusion. All study participants suggested adding drinking triggers (influence of surrounding and locality, type of occupation, avoidance of responsibilities) and adding motivators (peer counseling and willpower). Study participants also recommended that the CBI define a standard drink of alcohol for the local setting. As there is much variation in beverage-specific drink size and types of alcoholic drinks across regions in India, local standardization for alcohol interventions is imperative for this CBI [52].

Importantly, there were areas of discrepancy between the HIV/TB patient, HCP, and AA focus groups. The focus groups wanted more information provided on the well-established link between harmful effects of alcohol on HIV and TB health outcomes, whereas HIV/TB patients rejected the link between alcohol and poor HIV/TB health outcomes.

In cessation versus reduction of alcohol use, HIV/TB patients and AA focus groups argued for immediate cessation for all patients, although it is well established that gradual cessation is the medically recommended approach if there are concerns about alcohol withdrawal [1]. Such discrepancies reflect the larger challenge to present credible and persuasive but often unwelcome health information. Many CBI nuances such as visual design and personalization, unrelated to the quality of the health information, are being explored to influence credibility judgments that subsequently influence acceptance of health information [53,54]. This suggests that further refinement of our CBI may be needed to incorporate this emerging evidence base.

While our study found that CBI delivery in government HIV and TB clinical settings is feasible, most respondents believed that it should be delivered in the presence of a counselor or therapist and not as a stand-alone therapy. This qualitative finding corroborates a recent meta-analysis [30] showing that human-supported interventions were more effective than fully automated interventions in reducing mean weekly alcohol consumption among adults with unhealthy alcohol use. In virtual counselor–based care for mental health, both clinicians and participants preferred digital technology as a complement to, rather than a replacement of, face-to-face treatments [30,54].
CBIs seem to offer advantages over person-delivered care; however, future investigation will explore these advantages. High fidelity, for example, is presumed; however, it can be attenuated by user inattention to or misinterpretation of intervention content [55]. Incorporating standardized evaluation of human-computer interaction measures will be essential to ensuring fidelity. A second area of future investigation will be to routinely identify the active mechanisms of behavior change. So far, CBIs have varied in their incorporation of evidence-based theory, which limits ability to identify effective components of interventions [56]. Finally, as the accuracy of transdermal alcohol sensors develops, CBIs can be paired via mobile phone to provide needed on-demand delivery of alcohol treatment [57].

Limitations
A limitation of the study is that currently the CBI is available only in the English language. This necessitated interpretation of the virtual counselor dialog by the authors in the in-depth interview and focus groups. This may have fostered the perception of many respondents that the CBI (apart from technical concerns) could not be effectively delivered without the physical presence of a live counselor. Another limitation of the CBI is that provisions must be made for limited reading and technical literacy. In the hospital setting, this would mean that a minority of patients would attend CBI on an appointment basis for assistance from staff. This could potentially limit administration, especially during busy clinic hours. It may be that future iterations of this CBI include more visually based intervention material that is even simpler to operate.

Conclusions
In summary, CBI appears to be acceptable to HCPs and people with HIV and TB and adaptable to an Indian clinical setting. This promising approach to alcohol counseling based on the IMB model is uniform, structured, organized, and provides intervention fidelity. If effective, CBI would result in not only increased access to evidence-based AUD interventions [58], which are currently not available in Indian HIV/TB clinical settings, but also to improved clinical outcomes and quality of life among people with HIV and TB with unhealthy alcohol use.
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Abstract

Background: Digital technologies and mobile interventions are possible tools for prevention initiatives to target the substantial social and economic impacts that anxiety, mood, and substance use disorders have on young people.

Objective: This paper described the design and development of the Mind your Mate program, a smartphone app and introductory classroom lesson enhancing peer support around the topics of anxiety, depression, and substance use for adolescents.

Methods: The development of Mind your Mate was an iterative process conducted in collaboration with adolescents (n=23), experts, school staff, and software developers. The development process consisted of 3 stages: scoping; end-user consultations, including a web-based survey and 2 focus groups with 23 adolescents (mean age 15.9, SD 0.6 years); and app development and beta-testing.

Results: This process resulted in a smartphone peer support app and introductory classroom lesson aimed at empowering adolescents to access evidence-based information and tools to better support peers regarding mental health and substance use–related issues. The program contains links to external support services and encourages adolescents to reach out for help if they are concerned about themselves or a friend.

Conclusions: The Mind your Mate program was developed in collaboration with a number of key stakeholders in youth mental health, including adolescents. The resulting program has the potential to be taken to scale to aid prevention efforts for youth mental health and substance use. The next step is to conduct a randomized controlled trial testing the feasibility, acceptability, and efficacy of the program.

(JMIR Form Res 2022;6(5):e36068) doi:10.2196/36068
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Introduction

Background

Mental health and substance use problems are common in the general population and increase across childhood and adolescence [1]. They are the leading cause of disability among young people worldwide [2], causing substantial impairment both during adolescence and later in life. Recent evidence indicates that mental health problems among youths are worsening, with data worldwide showing a historic rise in rates of depression and emotional problems among recent cohorts of youths, even before the COVID-19 pandemic [3-5]. Alongside access to treatment, effective and novel prevention efforts are needed to avert the costs and rising tide of poor mental health among youths. The use of web-based technologies and mobile
health (mHealth) interventions provides a possible avenue for large-scale prevention initiatives.

Despite the impact and early onset of mental health and substance use problems, most young people do not seek professional help [6,7]. Two key barriers to help-seeking are stigma around accessing mental health care and an attitude of self-reliance [8,9]. When asking where they would turn for help, a large annual survey of Australian young people consistently found peers to be the number 1 reported source of support for young people in the previous 4 years [10-13]. Young people with mental health problems are also most likely to seek help from peers and family ahead of health professionals [14]. Peers play an important role during adolescence, helping shape identity as young people develop increasing independence from their family unit [15]. Peers are also uniquely positioned to notice behavioral or emotional changes in their friends, although many are unequipped to approach or support a friend showing early symptoms of mental health difficulties [16]. Therefore, it is important that young people are given the appropriate skills and knowledge to support peers regarding mental health and substance use in a format that is accessible and engaging to them. A systematic review of existing school-based peer interventions showed that, despite the widespread use of peer interventions, there is a lack of evidence demonstrating improvements in mental health and well-being [17], although 1 face-to-face adolescent peer-training mental health intervention (Teen Mental Health First Aid) demonstrated promising improvements in mental health literacy and intentions to seek help [18].

Increasingly, communication between adolescent peers is occurring on the web, and almost all adolescents in high-income countries now own or have access to a smartphone [19-21]. Adolescents report regularly using their phones to stay in touch with friends and access information [22]. Using smartphone devices and the internet to improve engagement and delivery of mental health care has been heralded as a potential avenue to take mental health prevention and early intervention programs to scale, particularly for the current generation of young people whose use of technology is ubiquitous in everyday life [23]. Over the past decade, there has been a proliferation of mobile app technologies for mental health. Most of these apps focus on self-help for the app user, such as tracking mood and using cognitive behavioral therapy or mindfulness techniques. However, the most commonly searched for mental health and substance use apps have limited evidence of effectiveness in improving mental health outcomes [24].

Although mental health apps have proliferated, there is a lack of evidence-based interventions aiming to upskill adolescents regarding supporting peers in relation to mental health and substance use. A literature review of mHealth peer support interventions showed a lack of research evaluating the use of apps in peer support for mental health [25]. When the search was broadened to include health outcomes more generally, it was found that, although youths have pre-existing digital comfort and benefit from peer support, most of the existing commercial and research-based health apps often encounter problems with engagement, which in turn hinders intervention efficacy [25]. A peer support app named the Companion App was evaluated in a control group study in Sweden [26]. It aimed to reduce unemployment-related stress among adolescents while fostering peer support through discussion groups. Although the adolescents endorsed the concept of the app, it had no effect on stress levels or the perception of social support, possibly because of a lack of engagement and inconsistent use of the app by the intervention participants during the trial [26]. It is well-recognized that involving end users of technology in the design process results in higher engagement and satisfaction levels [27-29]. For this reason, it is crucial to include the voices and perspectives of adolescents themselves alongside other key stakeholders from the start of the development process for novel web-based and app mental health interventions [28].

Objective

In summary, despite very high levels of web-based communication among adolescents and the fact that peers are commonly the first port of call for young people experiencing mental health problems, there are currently no effective web-based interventions to assist adolescents to better support their peers regarding mental health. To address the need for an effective, evidence-based mobile intervention to assist adolescents in better supporting friends regarding mental health and substance use, we developed the Mind your Mate program. This paper describes the co-design process of the program, which consists of a classroom lesson plus a companion smartphone app.

Methods

Overview

The development of Mind your Mate was an iterative process conducted in collaboration with adolescents, experts, and software developers. It drew on principles from the create phase of the accelerated creation-to-sustainment model framework [30]. As illustrated in Figure 1, the codevelopment process consisted of three stages: (1) scope the existing app landscape, (2) end-user consultations, and (3) app development and beta-testing. The development process incorporated user-centered design principles [31].
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Stage 1: Scoping

As part of the formative process, we conducted a scoping review of existing peer support mobile apps, aiming to identify common features, functionality, and gaps. We searched for evidence-based peer support programs that focused on youth mental health or substance use across both the Apple App and Google Play stores. Search terms included “peer support,” “supporting friends’ mental health,” “friends’ wellbeing,” “youth mental health,” “wellbeing chats,” “friends’ wellbeing check,” “alcohol and drug wellbeing,” and “peer support for quitting.” Apps that fell under our search terms and were directed at youths were included in our scoping review (Table 1). The inclusion criteria were youths as the target audience and at least one of the following: mental health or alcohol and other drug education, focus on helping others, or interpersonal communication support (structured guidance for conversations with others and a forum for users). Owing to the limited number of youth peer support apps, we did not exclude self-help apps that met the criteria.
Table 1. Scoping review of existing peer support apps.

<table>
<thead>
<tr>
<th>Included features</th>
<th>Selected apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus on helping others</td>
<td>✓✓</td>
</tr>
<tr>
<td>Self-help for carer</td>
<td></td>
</tr>
<tr>
<td>Structured guidance for conversations with others</td>
<td>✓✓</td>
</tr>
<tr>
<td>Reminders to follow up with others</td>
<td>✓</td>
</tr>
<tr>
<td>Password and privacy measures</td>
<td>✓✓✓✓</td>
</tr>
<tr>
<td>Crisis hotlines</td>
<td>✓✓</td>
</tr>
<tr>
<td>Forum for users</td>
<td></td>
</tr>
<tr>
<td>Safety plan or information for emergencies</td>
<td>✓</td>
</tr>
<tr>
<td>Customizable features</td>
<td>✓✓✓✓</td>
</tr>
<tr>
<td>Inclusion of mental health or AOD\textsuperscript{a} education</td>
<td>✓✓</td>
</tr>
</tbody>
</table>

\textsuperscript{a}AOD: alcohol and other drugs.

Stage 2: End User Consultations

To ensure that the Mind your Mate program was appropriate and tailored to the needs of adolescents, a web-based scoping survey and a face-to-face focus group were conducted with the target audience (adolescents aged 15-16 years).

Participants and Procedure

Following the advertisement of the study through the researchers' networks, 2 independent schools (one male-only and one female-only) in Sydney, New South Wales, Australia agreed to participate in a short web-based survey and in-person focus group. School-based recruitment was used for convenience and because of the implementation model using school delivery. Following permission from the school principal, 1 Year 10 class per school was invited to take part in a short web-based survey followed by a focus group conducted at their school facilitated by 2 experienced researchers (AFB and JD). Each focus group was conducted in a quiet classroom and lasted approximately 50 minutes. Both active parental consent and participant consent were obtained before the survey and focus groups. A semistructured format was used during the focus group sessions. The discussion guide used to structure the focus group sessions can be found in Multimedia Appendix 1.

In total, 23 high school students aged 15 to 17 years (mean 15.9, SD 0.6 years; 14/23, 61% female) from 2 independent schools completed a confidential web-based survey through a secure web application, Qualtrics (Qualtrics International Inc), hosted on the server of the University of Sydney. All students then participated in a focus group (14/23, 61% in one focus group and 9/23, 39% in the other). Feedback was sought about key components, usability, and design during the focus groups, and the discussions were recorded using an audio recorder. The participants were entered into one of 2 draws to win an Aus $50 (US $35.49) Prezee gift card as reimbursement for their participation.

Measures

The participants completed a 20-item web-based survey that contained multiple-choice, Likert-scale, and open-ended questions (for the full survey, see Multimedia Appendix 2). The participants were asked to indicate whether they owned a smartphone; if yes, they were then surveyed on their use of web-based mobile apps (eg, what are the top five apps your regularly use on your phone?). They were also asked about their preferences around accessing information to support their peers when they might be feeling anxious or low or using alcohol or other drugs. Finally, the participants were asked about their likelihood of using a mobile app on this topic.

Analysis

Descriptive analyses were performed on the quantitative questions from the scoping survey using SPSS (version 25; IBM Corp). The focus group recordings were transcribed verbatim by a research assistant (SS). For both the qualitative responses from the scoping survey and qualitative responses from the focus groups, general inductive analysis [32] was conducted by 3 members of the research team (SS, AFB, and LB), who independently coded segments of text from the responses or transcripts. Common subthemes were generated from segments of the text. The coders then collectively arranged the subthemes into primary themes to create higher-order explanatory thematic groupings. The coding categories were then simplified and merged into overarching themes capturing the key themes and subthemes. The 3 coders discussed any discrepancies until all coders agreed on the major themes. This analysis method was selected for its ability to identify patterns in qualitative data without reflecting researcher bias or familiarity with the subject matter [33].

A similar inductive thematic analysis approach was used to code the open-ended responses of the Qualtrics scoping survey that the focus group participants completed. Open-ended responses were coded by 2 independent coders (SS and LB), who were blind to one another’s coding. Discrepancies were resolved via consensus, and themes and subthemes were
generated to capture participant responses. The framework was finalized with the assistance of visually organizing the responses on a digital whiteboard platform, Miro (Miro Corporation), and they are displayed in Multimedia Appendix 3.

**Stage 3: Program Development and Beta-Testing**

The design and content of the *Mind your Mate* program were informed by the aforementioned scoping review, survey, and focus groups.

Mental health content was adapted from the Mental Health module of the Climate Schools and Our Futures mental health prevention program [34]. After the initial drafting and adaptation of the content by the lead researcher (LB), each section was independently reviewed by 2 experts in either the mental health or drug and alcohol prevention field (researchers with PhD qualifications) and 2 registered psychologists. These experts were recruited from the researchers’ networks. Revisions were made based on suggestions from the experts.

Throughout the development process, we twice consulted the Youth Advisory Board (YAB) of the National Health and Medical Research Council Centre of Research Excellence in Prevention and Early Intervention in Mental Illness and Substance Use. The YAB comprises a representative group of young people who provide comments and feedback on research drawing on personal experiences. During the initial consultation, the YAB provided feedback on the initial draft content and features and the program name, provided suggestions, and identified gaps in the initial program proposal. Second, they reviewed the early designs of the program app and were invited to review a beta version of the app, providing feedback and suggestions for improvements.

The first beta version of the app was scripted in both the iOS and Android operating systems. Once a working beta version of the app had been developed, it was reviewed by 2 end users (aged 16-17 years), a high school teacher and a school counselor over a period of approximately 2 weeks. The teacher and school counselor were selected from a convenience sample and provided perspectives on implementation within the school setting. These stakeholders were asked to rate what they did and did not like about the app, comment on the suitability of the app for Year 9 and 10 students, comment on what they would change, and report on any bugs or glitches. Revisions were made in response to end-user feedback to improve the app before its public release on the iTunes and Google Play stores. A further round of testing and refinement by the research team (lasting approximately 2 months) ensured that all changes were implemented on both the iOS and Android operating systems.

**Ethics Approval**

This procedure was approved by the University of Sydney Human Research Ethics Committee (2019/723).

**Results**

**Stage 1: Scoping Review Results**

The most common features and content covered by existing peer support apps included information about mental health and substance use literacy, inclusion of privacy measures, crisis hotlines, safety plans, and user forums. Although the existing apps typically contained one or more of these features, most did not include all features, and none included self-help information, indicating gaps in knowledge that the *Mind your Mate* program sought to address (Table 1). Only *Chats for Life* [35] and *Check-In* [36] provided functions related to conversing with and helping others. The features of both apps included structured conversation templates, and *Check-In* also included reminders to conduct follow-up conversations. However, both apps lacked support for the app users themselves.

**Stage 2: End User Consultations**

**Focus Group Results**

The thematic analysis identified key themes summarized under the 2 broad categories of *peer support* and *app functions and features*. This distinction differentiated between students’ personal experiences of peer support and their expectations of a mobile peer support tool.

Under the broad category of *peer support*, subthemes included (1) looking after yourself, (2) barriers to helping friends, and (3) helpful strategies for assisting friends.

Under the second overarching theme, *app functions and features*, seven subthemes emerged: (1) visual aspect of the app, (2) content, (3) functions of the app, (4) engagement, (5) user experience, (6) trust, and (7) dissemination (Table 2).
Table 2. Focus group transcript thematic analysis themes and subthemes.

<table>
<thead>
<tr>
<th>Theme and subthemes</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Peer support</strong></td>
<td></td>
</tr>
<tr>
<td>Looking after yourself</td>
<td>• Manage pressure, responsibility, and expectations for the person who is helping</td>
</tr>
<tr>
<td></td>
<td>• Tips for dealing with the fear of making things worse or saying the “wrong thing”</td>
</tr>
<tr>
<td>Barriers to helping friends</td>
<td>• Concerns about respecting and overstepping boundaries</td>
</tr>
<tr>
<td></td>
<td>• Worry about lingering in the negatives by talking about it</td>
</tr>
<tr>
<td>Helpful strategies for assisting friends</td>
<td>• Asking for advice. Confiding in a teacher or a close family member they trust</td>
</tr>
<tr>
<td></td>
<td>• Checking in, recognizing that it is a continuous process with follow-up required</td>
</tr>
<tr>
<td><strong>App functions and features</strong></td>
<td></td>
</tr>
<tr>
<td>Visual aspect of the app</td>
<td>• Visual content: videos, cartoons, media, and songs</td>
</tr>
<tr>
<td></td>
<td>• A wall of text leads to disengagement</td>
</tr>
<tr>
<td>Content</td>
<td>• Understanding what is wrong with a friend leads to more confidence and comfort helping them</td>
</tr>
<tr>
<td></td>
<td>• Quick access to helplines</td>
</tr>
<tr>
<td></td>
<td>• Want suggestions on how and who to link their friend to for more support</td>
</tr>
<tr>
<td>Functions of the app</td>
<td>• Link to other apps should be simple and easy for within-app efficiency (copy and paste text or send via Messenger)</td>
</tr>
<tr>
<td></td>
<td>• Personalize and customize the visuals (colors)</td>
</tr>
<tr>
<td></td>
<td>• Checklist</td>
</tr>
<tr>
<td>Engagement</td>
<td>• A sense of achievement, reward, and competition from games is engaging</td>
</tr>
<tr>
<td></td>
<td>• Too many notifications can be annoying; no hassling to come back to the app but rather something that catches your attention</td>
</tr>
<tr>
<td></td>
<td>• Tone within the app should be engaging and empathetic</td>
</tr>
<tr>
<td>User experience</td>
<td>• Privacy is important: not showing activity to friends, not needing location, and being able to transparently see and control privacy</td>
</tr>
<tr>
<td></td>
<td>• Participants disagreed about inclusion of a social networking component</td>
</tr>
<tr>
<td>Trust</td>
<td>• Participants trusted lived experience, influencers, celebrities, and professionals (psychologists and researchers)</td>
</tr>
<tr>
<td></td>
<td>• Distrust in internet resources as they are nonspecific and outdated and may be wrong</td>
</tr>
<tr>
<td>Dissemination</td>
<td>• Social media is where participants learn about mental health initiatives</td>
</tr>
<tr>
<td></td>
<td>• Reduce stigma with influencers and athletes</td>
</tr>
<tr>
<td></td>
<td>• Participants were more likely to google a problem than search the app store; the website should link to the app</td>
</tr>
</tbody>
</table>

**Key Implications for App Development**

**Looking After Yourself**
Participants agreed that young people as supporting peers required specific guidance to manage pressure, responsibility, and expectations. The importance of self-care was also emphasized by participants citing the concerns they had about supporting their peers; for example, “it’s really hard not to feel like all the pressure is on you.” An entire educational module and functions of the app were dedicated to supporting the user in self-care. This included mood trackers and customizable self-care activity lists.

**Barriers to Helping Friends**
The participants indicated that they would try a variety of responses when concerned about a friend (such as providing distractions “to get it out of their mind,” giving their friend space, and stepping away to respect boundaries) but also cited key barriers. The participants acknowledged feeling worried about bringing up negative topics and uncertainty around how to start conversations. These concerns were specifically addressed in the educational modules within the Mind your Mate app and via a structured conversation planner built into the app to assist with starting and planning conversations with friends.

**Helpful Strategies for Assisting Friends**
The strategies that emerged were largely related to conversing with a friend, such as tips on how not to interrupt with your own stories. Recognizing changes in mood or behavior, which context is best for a conversation, and how to reach out to an adult were also discussed. Therefore, these topics were included in the app’s educational modules. In addition, recognizing that helping a friend is a continuous process led to app features that reinforced ongoing conversations, such as reminders and scheduling check-ins as functions available in the app.
Visual Aspect of the App
There was broad consensus among the focus group participants that paragraphs of written text would lead to disengagement. It was suggested that visual content (i.e., infographics and videos) should be included. In response, recorded videos and animations were created for inclusion in the app and web-based lesson. The animations are consistent with a light and bright theme to visually destigmatize the app so that “people don’t feel negative having [the app] because of the way it’s set up.”

Content
Although some participants reported that they had received some mental health or substance use education before the focus group, many indicated that they would like to know more about “why it happens...the science behind it” as well as a clear pathway or action plan about what to do if they needed to assist a friend. The tone of the app content was positioned as relatively casual and approachable to assist users in gaining confidence when reaching out to friends. Education was presented as a source of empowerment throughout the modules, including quick links to specific topics if a user felt overwhelmed by the information or needed more focused support.

Functions of the App
To guide the user through the process of checking in with and following up on a friend, the participants indicated that checklists that can be edited or interacted with and how-to instructions would be beneficial. They also discussed functions that could improve engagement, such as customizing the color theme and adjusting notification settings—both of which were implemented in the final app.

Engagement
Several key concerns emerged regarding short- and long-term engagement with educational apps. Some participants indicated that they usually deleted an app when it was no longer useful, whereas others said that they would keep an app on their phone just in case. As such, gamification to increase the sense of achievement, as well as staggered release of content, was incorporated to promote deeper engagement with the app.

User Experience
Privacy emerged as a key concern, with most participants being in favor of passwords and transparent privacy policies. However, disagreement arose around creating a social networking aspect within the app; some participants expressed interest in chatting with peers in the app, whereas some were concerned about how these conversations might be monitored. An additional user experience concern for the participants was whether the app was straightforward to use. Disliked apps were described as follows: “The layout is confusing, everything is blue and white, it’s just hard to use.”

Therefore, iterative prototyping and beta-testing were conducted to facilitate the creation of an intuitive user experience design.

Trust
The participants indicated 2 sources of trust: professionals and public figures. They noted that “half the stuff on the internet you may not trust, it could be wrong.” Specifically, a lack of trust in many mental health apps indicates the importance of emphasizing the evidence-based nature of a program, including promoting the expertise of the developers. Public figures with lived experience were perceived as not only credible but also relevant to the user.

Dissemination
Public figures emerged again as a method of gaining young people’s attention and trust, particularly the potential use of celebrities on social media. The participants indicated that they often learned about mental health initiatives through advertisements and activism on social media. If they were unsure of an issue, they expressed that they were more likely to search for it on the web than to search in an app store, leading to the recommendation that there could be a companion Mind your Mate website hosting a clear call to action to download the app.

Scoping Survey Results

Scoping Survey Quantitative Results
Most participants (20/23, 87%; Table 3) indicated that having access to relevant information about going through tough times would be somewhat or very helpful. This agreement was similarly reflected when questioned about alcohol and drug information (18/23, 78%). Access to tips on how to help a friend was also well-supported and translated into support of participants being likely or very likely to access this information through an app (19/22, 86%). Interestingly, only 50% (11/22; Table 4) of the participants indicated that they thought it was likely that other young people their age would use the app; however, 68% (15/22; Table 4) were likely or very likely to recommend the app to a friend.
Table 3. Agreement with statements regarding the usefulness of using a peer support mobile app (N=23).

<table>
<thead>
<tr>
<th>Statement</th>
<th>Response, n (%)</th>
<th>Very helpful</th>
<th>Somewhat helpful</th>
<th>Neither helpful nor unhelpful</th>
<th>Somewhat unhelpful</th>
<th>Very unhelpful</th>
</tr>
</thead>
<tbody>
<tr>
<td>How helpful would it be to have access to more information about why young people sometimes go through tough times (eg, they might be feeling anxious, low, or not themselves)?</td>
<td>8 (35)</td>
<td>12 (52)</td>
<td>3 (13)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>How helpful would it be to have access to more information about how many young people use alcohol and other drugs (including the effects this can have on them)?</td>
<td>7 (30)</td>
<td>11 (48)</td>
<td>4 (17)</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Do you think it would be helpful to have access to tips about how to support a friend who might be feeling anxious, low, or not themselves (including examples of what to say or do)?</td>
<td>13 (57)</td>
<td>8 (35)</td>
<td>2 (9)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Do you think it would be helpful to have access to tips about how to support a friend who might be using or thinking about using alcohol or other drugs (including examples of what to say or do)?</td>
<td>8 (35)</td>
<td>14 (61)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Agreement with statements regarding the likelihood of using a peer support mobile app (N=23).

<table>
<thead>
<tr>
<th>Statement</th>
<th>Response, n (%)</th>
<th>Very likely</th>
<th>Likely</th>
<th>Unsure</th>
<th>Unlikely</th>
<th>Very unlikely</th>
</tr>
</thead>
<tbody>
<tr>
<td>Would you access this kind of information via a mobile app?</td>
<td>3 (13)</td>
<td>16 (70)</td>
<td>2 (9)</td>
<td>2 (9)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>How likely would you be to use an app like this?</td>
<td>1 (5)</td>
<td>14 (64)</td>
<td>2 (9)</td>
<td>5 (23)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>How likely do you think it is that other people your age would use an app like this?</td>
<td>0 (0)</td>
<td>11 (50)</td>
<td>11 (50)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>How likely are you to recommend an app like this to a friend?</td>
<td>4 (18)</td>
<td>11 (50)</td>
<td>5 (23)</td>
<td>2 (9)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

Scoping Survey Qualitative Results

Overview

The participants wrote about both their favorite and challenging aspects of the mobile apps that they regularly used. Regarding peer support, the participants shared their needs when supporting friends and their preferences for information content and format. Each theme from these results is explained individually in the following sections, and a more detailed summary of the key themes can be found in Multimedia Appendix 4.

Favorite Aspect of Apps

The participants indicated that socializing is a well-liked aspect of their most frequently used apps. This included direct socialization, such as “I can talk to my friends,” as well as indirect socialization, such as “see how [my friends] are going and what they are doing.” Being able to intuitively use these apps also contributes to their place as favorites, with intuitive apps being described as “straight forward” and “smooth.” The enjoyment found in using these favorite apps was described as both entertainment and relaxation.

Unfavorable Experiences When Using Apps

Young people reported several unfavorable app features, including (1) interruptions of use such as glitches, advertisements, and time lags; (2) when an app consumes excessive resources (the participants indicated that their “phone battery drains very quickly when using TikTok” and that “addictive” apps can use up their data); and some participants reported (3) ambivalence about app use, including comments such as “they are a distraction sometimes” and “some apps [are]...harder to use.”

Helpful Resources When Worried About a Friend

The participants noted a variety of sources for third party support, such as counselors, parents, and “another person knowing what I knew about that friend.” Therefore, the content within the Mind your Mate program was designed to emphasize the importance of a support network as well as to encourage users to reach out to responsible adults and helplines. Another theme to emerge was effective ways to help friends, encompassing information about support methods and specific tips on how someone could support a friend who is struggling. In line with this theme, the need to know how to start a conversation emerged as its own specific concern. Fears of “trigger[ing] something,” uncertainties in how to approach a conversation, and wanting to “know helpful questions” indicated a broad need for assistance in talking to friends. The final Mind your Mate program provides scaffolds for conversations as well as checklists to prepare the user for potentially difficult discussions.
What Kind of Information

When asked what kind of information would be useful, the participants’ answers fell under the theme how to have a conversation. Many had difficult questions that they wanted to ask their friends, such as “why do they use alcohol and drugs?” and “are they being influenced?” Participants wanted more information about how to ask these questions, as well as how best to respond. They also indicated that they wanted information to discourage substance use, including “evidence and statistics,” as well as ways to “remind them of the consequences.” Therefore, the program content includes educational modules on these topics. Mind your Mate also provides extensive resources for users to reach out to a third party as the participants indicated that they wanted to know “where to go, who to tell [and] what to tell them.”

Information Formats

Most participants (19/23, 83%) indicated that they would access information about supporting friends in the form of an app, whereas almost half (11/23, 48%) reported they would also like to see this information presented via a website. A student said the following: “An app would be an ideal format, but a website would be helpful as well.”

Other suggestions included offline visual media, such as a brochure, and web-based visual media, such as YouTube and Instagram posts. In addition, verbal presentations were suggested in the form of workshops, seminars, and school talks. The participants were supportive of the idea of developing an app.

Stage 3: Program Development and Beta-Testing

Overview

Following the user-centered design process, a beta version of the Mind your Mate mobile app and web-based classroom lesson was created. End-user consultations and beta-testing of the app and classroom lesson were conducted, and minor updates were made to the app in response. A logic model underpinning the program can be found in Multimedia Appendix 5.

Web-Based Classroom Lesson

One of the most common barriers to mHealth programs are uptake and engagement with the intervention [37]. This is important as higher levels of engagement with digital programs are associated with improved mental health outcomes [38]. Schools represent an ideal delivery avenue to enhance uptake and engagement with mHealth prevention programs, providing large numbers of adolescents with access to mental health content linked to existing well-being curricula. To aid in the uptake and dissemination of Mind your Mate, we planned an implementation model using delivery through high schools, designing a classroom lesson (introducing the concept of mental health literacy and supporting friends) with students downloading and registering on the app at the end of the lesson. This lesson was integrated into regular schooling and linked to the existing curriculum on drug and alcohol use and mental health. This model enabled Mind your Mate to be linked to the existing school system and delivered to whole school cohorts, thereby reaching large numbers of adolescents who may not otherwise engage with the app if it was listed on the app stores only. The implementation and sustainability of the program was thought to be enhanced if the intervention had the capability to be embedded into existing structures and systems. This approach was also seen as favorable in overcoming potential biases introduced when digital intervention recruits highly selected samples from potentially large pools of web-based participants (the denominator problem [30]). In prevention, the education and school system are the main contact points for adolescents, in contrast to treatment services and the health care system for treatment interventions. Findings from the digital treatment literature also show enhanced outcomes when human support is included alongside digital technologies [39]; hence, teachers were used to facilitate the web-based lesson and ensure the download of the app, although this lesson could be facilitated by any school staff member.

On the basis of teacher feedback (that student engagement might benefit from an introduction to the app in class) and the aforementioned rationale, we developed a short introductory lesson (approximately 40 minutes long) accessed through a web-based portal (see Figure 2 for screenshots). The lesson’s subject matter was derived from content prepared by the lead researcher (LB) and experts, with a focus on normative challenging and active listening techniques. During this lesson, students watch a series of explanatory and narrative short videos, take part in interactive quizzes and classroom discussions, and role-play activities. They are introduced to core concepts of mental health literacy, alcohol use, and peer support. At the end of the lesson, all students are prompted to download the smartphone app and shown a short introductory explainer video on how to use and navigate the app.
Mobile App

The mobile app included the following key sections—Friends, Learning, Home, Self-care, and Settings—displayed as separate tabs within the app (see Figure 3 for screenshots). Table 5 also summarizes the key components of the final app, which include conversation scaffolds and checklists to build users’ confidence in discussing mental health and substance use, reminders to conduct follow-up conversations and further the support given to friends, accessible mental health and substance use literacy content, and tracking the user’s own mood. The app also includes a button to access helplines, the Australian emergency number, Lifeline, and KidsHelpLine, which are always visible and accessible on every page.

In the Friends section, users can create custom profiles for their friends. They are prompted to plan a conversation, send a message, view scheduled conversations that are upcoming, and follow up on past conversations. The conversation planner helps the user scaffold a conversation with their friend, prepares them, and adds the conversation to their phone’s calendar. A similar scaffold helps users review and follow up after a conversation has taken place. Example messages can be edited and copied and pasted from the app onto other messaging platforms, not only helping users start conversations but also creating an optional function for socializing.

The Learning section contains the educational modules with quick links to specific topics for easy access. Content is provided in paragraph, dot-point, infographic, animation, and video format. The module icons track the user’s progress and award a tick mark after a module has been completed.

The Home section features a greeting to the user with the customized avatar. It also presents quick links to educational modules, a reminder of upcoming conversations, and a mood rating function. The landing page redirects the user to various functions of the app.

The Self-care section relates to looking after oneself, where users can rate their mood. The most recent mood ratings are displayed, and a broader history can be accessed by viewing a calendar. This allows users to maintain an oversight of their own well-being. To aid a user if they themselves are struggling with their well-being while helping a friend, a curated list of self-care activities can be created. Users can select from a variety of suggested healthy activities as well as write their own custom activities.
In the Settings, users can edit their profile information and notification settings. To foster trust in the app and promote its evidence-based nature, the privacy policy and a section about *Mind your Mate* are also available for reading. Users may also customize their experience within the Settings. Here, users can select their avatar’s shape, color, and accessories. A name and hobbies can also be selected as well as picking between 2 color themes for the app overall. Personalization was often mentioned throughout the co-design process as an important engagement factor.

**Figure 3.** Selected screenshots of the *Mind your Mate* app.
Table 5. Overview of the Mind your Mate smartphone app educational module content.

<table>
<thead>
<tr>
<th>Module name</th>
<th>Key content covered</th>
<th>Related features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental health</td>
<td>Anxiety and depression literacy</td>
<td>Animated videos featuring personal stories</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Symptom diagrams</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Myth buster</td>
</tr>
<tr>
<td>Stressful times</td>
<td>Managing well-being</td>
<td>Links to trusted external resources for self-help and emergencies</td>
</tr>
<tr>
<td></td>
<td>References to COVID-19 and bushfires</td>
<td></td>
</tr>
<tr>
<td>Alcohol and drugs</td>
<td>Substance use literacy, normative use, and standard drinks</td>
<td>Animated videos</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Symptom diagram</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quiz question</td>
</tr>
<tr>
<td></td>
<td></td>
<td>External link to standard drink calculator</td>
</tr>
<tr>
<td>Listen up</td>
<td>Active listening skills</td>
<td>Scheduling conversations that link directly to the calendar</td>
</tr>
<tr>
<td></td>
<td>Tips and tools to start conversations with friends</td>
<td>Example text to send to friends</td>
</tr>
<tr>
<td>Keeping friends safe</td>
<td>Harm minimization for substance use, supporting disclosure to parents or professionals</td>
<td>Recovery position diagram</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Video challenging fears of responsibility for a mate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Harm minimization and emergency response video</td>
</tr>
<tr>
<td>Tricky conversations</td>
<td>Active questioning, motivational interviewing, and communication skills</td>
<td>Conversation preparation checklist and template</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Template messages to send to friends when reaching out</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Emotion dictionary</td>
</tr>
<tr>
<td>Checking in</td>
<td>Following up with friends, conversation tips</td>
<td>Scheduling conversations to follow up directly into calendar</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Support links</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Profiles for friends to reference upcoming and past conversations</td>
</tr>
<tr>
<td>What next?</td>
<td>Challenges notion of having sole responsibility for another’s well-being, supporting disclosure to parents or professionals</td>
<td>Template to review conversation with a friend</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tick-box checklist</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Textbox for reflection</td>
</tr>
<tr>
<td>Support options</td>
<td>Provision of formal and informal support options such as school counselor, parent, free web-based resources, and general practitioners</td>
<td>Template messages to send to friends when reaching out</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Links to trusted external educational sites, resources, and support</td>
</tr>
<tr>
<td>Looking after yourself</td>
<td>Self-care</td>
<td>Personalization of self-care activity list</td>
</tr>
<tr>
<td></td>
<td>Emotion regulation skills</td>
<td>Ability to add custom activity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mood tracker</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study outlines the co-design process of Mind your Mate, an mHealth app developed to assist young people to better support their friends regarding mental health and substance use. The iterative, user-centered design approach included peer and expert reviews at all stages of development, from initial scoping to prototyping and beta-testing. Most of the adolescents surveyed reported that they would find it helpful to have access to more information about mental health (21/23, 91%) and alcohol and drugs (22/23, 96%) and that they would access this information in the form of a mobile app (19/23, 83%). The mHealth app aims to empower young people to develop action plans, set goals, and track progress through access to comprehensive, evidence-based information and strategies on mental health and substance use.

The initial scoping review showed that most existing peer support mHealth apps include the provision of comprehensive mental health and substance use information, access to crisis hotlines, safety plans, and strict privacy measures. The scoping review also illuminated several gaps in mHealth apps, particularly regarding the lack of evidence of effectiveness, which is consistent with a recent systematic review of mHealth apps in mental health [40] and substance use [41]. In addition, currently no peer support app provides information on self-help for the carer despite this being essential in developing adolescent self-regulation and health promotion skills [42]. The importance of self-help strategies was explored and confirmed during end-user consultations, whereby adolescents identified self-help as important in combating burnout and fear of responsibility.
when supporting a friend. Indeed, other studies have found that self-care is lacking in adolescent mental health, substance use prevention, and health promotion [40]. There is evidently a large need for further self-help strategies and information to be delivered to adolescents when substance use and mental health problems begin to emerge.

A significant barrier to the impact of mHealth apps is their low initial uptake and decreasing engagement over time [43]. Consultations with key stakeholders such as teachers and a school counselor informed the innovative 2-part implementation of Mind your Mate whereby students are introduced to peer support and self-help via a web-based portal during class time and then prompted to download and explore the companion mobile app. This implementation strategy aims to help break down known barriers to adolescent engagement with mental health and substance use mHealth apps and ensures that the critical and key components of the intervention are delivered to all students within the classroom setting. Consultations with adolescents highlighted the role that celebrities and public figures can play to increase engagement with apps by building trust and credibility in the first instance, and this dissemination strategy has been successfully applied in health areas [44]. Several additional strategies arose to help promote sustained engagement with the app. This included practical tools and strategies such as structured conversation prompts—which few current apps include—customization through color schemes and avatars, gamification through progress levels and rewards, and the frequent release of new content updates.

During end-user consultations, privacy emerged as a key concern, with adolescents requesting passwords and transparent privacy policies. Notably, there were mixed reviews of social networking features in mHealth apps. Although many adolescents reported socializing both actively (messaging) and passively (public posts and activity status) to be a favorite element of their most used apps, focus groups revealed that students worry about breaching their friends’ privacy by discussing their concerns with a parent or counselor. By extension, it was determined that students’ engagement with the app’s core functions may be hindered rather than supported by communication and sharing between users. Thus, because of accentuated privacy concerns around mental health and substance use and the risk of irresponsible socializing, social networking functions were not built into the Mind your Mate app.

Limitations
The results of this study must be interpreted within the constraints of several limitations. First, the initial scoping review of currently available apps was not a formal systematic review. Nonetheless, the app was designed with well-proven peer support and self-care strategies that help promote well-being for adolescents (goal setting, action plans, and self-monitoring). Second, although end users identified celebrities and public figures as important to increase engagement with the app, resourcing constraints during the first wave of the COVID-19 pandemic hindered this content from becoming a part of the first release of the app. However, a list of influential people to contact was collated, and these features are planned to be included in future iterations of the app. Finally, the iterative development process was informed by several key stakeholder groups whose sampling can be improved upon in future studies. For instance, both schools that participated in the focus groups were same-sex, which may have left a gap in insights on mixed-sex peer relationships. The relatively small sample size also means that the findings from the focus groups and survey should be viewed cautiously as early insights, and larger sample sizes with young people are required to pilot and evaluate the effectiveness of the app and inform future iterations. A key strength of this study is the user-centered design approach whereby end users, key stakeholders, and content area experts were involved at different stages of the development process. A critical next step in the development of the evidence base for Mind your Mate will be to conduct a large-scale randomized controlled trial of the effectiveness of the mHealth app in the target group of adolescents.

Conclusions
Mental health and substance use carry significant and escalating harms for young people, and the burden can fall largely on peers during adolescence. Adolescence is the typical age of onset of mental health and substance use issues, and there is a great opportunity for peers to play a key role in supporting each other. The Mind your Mate mHealth app was developed to address the needs of young people to better support their peers regarding substance use and mental health and uniquely includes self-care strategies, gamified continuous support, and customizable content. A larger controlled trial currently underway is the next critical step to build the evidence base in this important mental health prevention area.
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Abstract


Objective: This paper aims to examine the association between COVID-19 tweet volume and COVID-19 cases and deaths, stratified by race/ethnicity, in the early onset of the pandemic.

Methods: This cross-sectional study used geotagged COVID-19 tweets from within the United States posted in April 2020 on Twitter to examine the association between tweet volume, COVID-19 surveillance data (total cases and deaths in April), and population size. The studied time frame was limited to April 2020 because April was the earliest month when COVID-19 surveillance data on racial/ethnic groups were collected. Racially/ethnically stratified tweets were extracted using racial/ethnic group–related keywords (Asian, Black, Latino, and White) from COVID-19 tweets. Racially/ethnically stratified tweets, COVID-19 cases, and COVID-19 deaths were mapped to reveal their spatial distribution patterns. An ordinary least squares (OLS) regression model was applied to each stratified dataset.

Results: The racially/ethnically stratified tweet volume was associated with surveillance data. Specifically, an increase of 1 Asian tweet was correlated with 288 Asian cases (P<.001) and 93.4 Asian deaths (P<.001); an increase of 1 Black tweet was linked to 47.6 Black deaths (P<.001); an increase of 1 Latino tweet was linked to 719 Latino deaths (P<.001); and an increase of 1 White tweet was linked to 60.2 White deaths (P<.001).

Conclusions: Using racially/ethnically stratified Twitter data as a surveillance indicator could inform epidemiologic trends to help estimate future surges of COVID-19 cases and potential future outbreaks of a pandemic among racial/ethnic groups.

(JMIR Form Res 2022;6(5):e30371) doi:10.2196/30371
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racial/ethnic stratification; geo-tagged COVID-19 tweets; racial/ethnic disparity; surveillance

Introduction

As the novel SARS-CoV-2 virus, which causes COVID-19, started spreading worldwide in early 2020, people began practicing social distancing as a measure to reduce contagion [1]. The public also started using Twitter to exchange information about the pandemic, which contributed to the exponential increase in social media traffic volume [2]. According to the Centers for Disease Control and Prevention (CDC), as of March 31, 2022, the pandemic had claimed over 995,000 lives in the United States, which continues to rise [3,4].
This is the worst pandemic the United States has experienced since the 1918 flu [5].

Racial/ethnic disparities in health in the United States have been well documented. Stark racial disparities exist in health outcomes, measures, health care, and chronic health conditions [6,7]. In almost all health outcomes measures, these disparities are precipitated by the disproportionate representation of Black Americans, Hispanic/Latino Americans, Asian Americans, and other racial/ethnic minorities [6,8] and often due to limited access to services these communities have to hospitals and health care facilities [9]. The COVID-19 crisis has further exacerbated those disparities because racial/ethnic minorities have higher representation in sectors most affected by the pandemic and are more likely to be employed in low-wage or precarious jobs [8,10,11].

An increasing number of public health and medical agencies are using Twitter data to monitor disease trends and detect outbreaks at the national and local levels [12,13] (ie, dental pain [14], cancer [13], as well as a syndrome surveillance system [15]). Twitter data, especially geotagged tweets, have several advantages over traditional surveillance data. Traditional surveillance systems, such as surveys or clinical data collection, are expensive and time-consuming monitoring mechanisms [16]. Tweets, on the other hand, are more timely and less costly [16,17]. In addition, the geographic extent of tweet data makes it easy to conduct multiscale studies, from a neighborhood to counties to across multiple nations [18]. Geotagged tweets can also be geocoded to match exact location information, making it possible to link to other data sources based on common geographical attributes (ie, state, county, or local address) for geospatial analysis [19]. By contrast, most publicly available traditional surveillance data have restricted geographic variables, and county level is often the finest spatial resolution as these data need to be aggregated from a privacy perspective [20-22].

In 2020, Twitter data alone was used for the national surveillance of COVID-19 hospitalizations in Belgium [1], COVID-19–related anti-Asian sentiments in the United States [23], evaluating world leaders’ COVID-19 response measures [24], and tracking mental health symptoms mentioned during the COVID-19 pandemic within the United States [25]. In particular, the relation between tweet volume and surveillance was explored for various purposes [26-29]. Increased tweet volume is often assumed to correlate with increased public interest in certain topics. Subsequently, this approach was used as a measure to monitor public discourse on mask-wearing [26], increased COVID-19 cases [27], and predicting outbreaks [28,29].

Despite these great benefits, Pobiruchin et al [27] pointed out the need and importance of investigating the potential correlation between tweet volume and infection or death rates; Nguyen et al [23] suggested future work on the geographical variation in area-level COVID-19 infection and mortality rates and their associations with demographics such as density of racial/ethnic groups. Considering the research gaps and the context of the COVID-19 pandemic’s disproportionate impact on racial/ethnic minorities, our goal was to explore the association between racially/ethnically stratified tweets and COVID-19 cases and deaths. We believe this study will reveal the potential relation of public discourse about the pandemic’s impact on each race/ethnicity group and COVID-19 cases and deaths. Using racially/ethnically stratified tweet volume as a surveillance indicator will provide more evidence and help address racial/ethnic health disparity in this COVID-19 crisis.

Methods

Data Collection

English tweets geotagged within the United States from April 1, 2020, to April 30, 2020, were downloaded using the Tweepy Python library—Twitter’s search application programming interface (API) —and a set of predefined search terms [30]. Referencing the most searched terms from Google’s Daily Search Trends summary from March 10, 2020, to April 1, 2020, we derived a list of search terms. The search terms included (1) the most widely adopted scientific name of the disease (“corona,” “COVID-19,” “pandemic,” “coronavirus”), (2) the name of the racial/ethnic groups in which we were interested (“Asian,” “Blacks,” “Hispanics,” and “Latino”), and (3) other related terms (“test positive,” “COVID,” “n95,” “Flatten the curve,” “Social Distancing,” “Chinese Virus”; see the complete list of keywords in Multimedia Appendix 1). We only included geotagged tweets with location information (ie, geographical coordinates and city names) to filter tweets within the United States. The location information allowed us to match tweets to specific states and then link state-level surveillance data for further analysis. Each tweet’s text, timestamp, coordinates, or place names were extracted and used in the detailed analysis.

COVID-19 cases were the “total number of confirmed plus probable cases of COVID-19 reported by the state or territory” for April 2020 obtained from The COVID Tracking Project [31]. COVID-19 deaths were “total fatalities with confirmed or probable COVID-19 case diagnosis” from The COVID Tracking Project, the only source with data about race across all states. These data cannot be found in neither the CDC COVID Data Tracker nor the COVID-19 Dashboard at John Hopkins University. State-level population data for each racial/ethnic group were obtained from the US Census Bureau’s 2019 American Community Survey 5-year estimates [32].

Spatial and Statistical Analysis

Figure 1 illustrates the organization of the tweets and COVID-19 case and death data and the analytics implemented to examine the racial/ethnic relationships. First, the tweets were cleaned using natural language processing steps, removing punctuation, English stop words (ie, a, an, the), and special characters. Using the name of each racial/ethnic group, we extracted tweets that contained conversations about the subpopulations of interest: Asians, Blacks, Latinos, and Whites. If multiple racial/ethnic groups were mentioned in 1 tweet, the tweet was examined multiple times. “Black” and “White” can also refer to the name of colors. To exclude tweets that used “Black” and “White” but did not mean ethnic groups, the tweets were manually evaluated to identify and exclude irrelevant tweets. Next, we calculated the total number of tweets (or tweet volume) for Asians, Blacks, Latinos, and Whites in 50 states and Washington, DC, based on geotagged information.
COVID-19 case and death data were recorded twice a week, so we combined these data to yield the total cases and deaths for April 2020. To map and compare the cases and deaths across racial/ethnic groups, we used 2019 US Census population data to adjust the number of cases or deaths per 100,000 Asians/Blacks/Latinos/Whites. The population-adjusted cases and deaths were mapped using the geospatial processing tool ArcPro 2.5 (ESRI, 2020; Redland, CA) to allow comparison across racial/ethnic groups.

Using the state name as the common field, we linked tweet volume, COVID-19 cases and deaths, and population estimates for the 50 states and Washington, DC. Four ordinary least squares (OLS) regressions were implemented for Asians, Blacks, Latinos, and Whites, respectively, to examine the association of tweet volume with COVID-19 cases. In each model, tweet volume was used as the independent variable, the population was the control variable, and the number of COVID-19 cases was the outcome variable. Another 4 OLS regressions were implemented for Asians, Blacks, Latinos, and Whites, respectively, to examine the association between tweet volume and COVID-19 deaths. Tweet volume, population, and COVID-19 deaths were used as each model’s independent, control, and outcome variables, respectively.

### Results

The final analysis included 189,946 geotagged tweets. Of these, we extracted 141 (0.07%) tweets mentioning Asians, 869 (0.46%) tweets about Blacks, 47 (0.02%) tweets about Latinos, and 588 (0.31%) tweets about Whites. Example tweets about each racial/ethnic group are presented in Table 1.

The spatial locations of tweets were mapped, and hot spots based on tweet volume were identified (Figure 2). These hot spots (gradient from red to yellow indicates increasing volume) include New York, Los Angeles, and Chicago. The non-hot spot locations (blue-gray color) represent low tweet volume.

The distributions of population-adjusted COVID-19 cases for Asians, Blacks, Latinos, and Whites in April 2020 are shown in Figure 3. Alaska and Hawaii are not shown on the maps because the cases were few for Asians and close to 0 for the other 3 racial/ethnic groups in both states in April 2020. The number of COVID-19 cases (≥95,345 per 100,000) among Asians was highest in Illinois, Massachusetts, and Washington. Similarly, Latino cases were highest in Illinois, Utah, and Washington. The highest cases among Blacks were in the Midwest, Northeast, and Southern regions (eg, Illinois, Massachusetts, Alabama, among others). Compared with Asians and Blacks, the number of COVID-19 cases among Whites was the lowest across all states.

Figure 4 shows the distributions of population-adjusted COVID-19 deaths for Asians, Blacks, Latinos, and Whites in each state for April 2020. The number of deaths among Asians was highest (>220 per 100,000) in Illinois, Massachusetts, New York, and Washington. Massachusetts, New York, and Washington were the states that reported the highest numbers of death for Latinos (>220 per 100,000). Similar to the number of infected cases, the number of deaths among Blacks was also highest (>220 per 100,000) in the Midwest, Northeast, and Southern regions (ie, Alabama, Illinois, Massachusetts, Michigan, New Jersey, New York, North Carolina, South Carolina, and Texas).

Tables 2 and 3 show the linear regression results between COVID-19 cases and tweet volume. We observed a significant relationship between Asian tweet volume and the number of COVID-19 cases. Specifically, an increase of 1 Asian tweet was linked to 288 Asian cases (Model 1, adjusted $R^2=0.72$, $P<.001$). The rise of Black, Latino, and White tweets was not correlated with COVID-19 cases. Furthermore, tweet volume for all racial/ethnic groups was significantly associated with COVID-19 deaths: An increase of 1 Asian tweet was linked to 93.4 Asian deaths (Model 5, adjusted $R^2=0.57$, $P<.001$); an increase of 1 Black tweet was linked to 47.6 Black deaths (Model 6, adjusted $R^2=0.23$, $P<.001$); an increase of 1 Latino tweet was linked to 719 Latino deaths (Model 7, adjusted $R^2=0.38$, $P<.001$); and an increase of 1 White tweet was linked 60.2 White deaths (Model 8, adjusted $R^2=0.18$, $P<.001$).
Table 1. Example tweets about each racial/ethnic group.

<table>
<thead>
<tr>
<th>Ethnic group</th>
<th>Example tweets</th>
</tr>
</thead>
</table>
| Asians       | • “Eating at #Italianos for the #1stTime. My #Wife told Me not to eat any #AsianFood because the #Covid19 started in Asia.”
              | • “Asian fam, stay safe out there. We ‘bout to be targeted more much more now than ever. This is an okay time to be paranoid. sadly.”
              | • “A terror attack in Texas due to anti-Asian hatred and bigotry. THIS is why it is appalling and abhorrent to apply a nationality and ethnicity to a f*cking virus.”
              | • “Latinos and Asians in New York City are disproportionately representing the proportion of COVID-19 cases.”
| Blacks       | • “Our COUNTRY is shut down, not because of a black guy, but because of a white guy @realDonaldTrump#COVID19.”
              | • “I am disappointed in my fellow blacks for being so ignorant during this time. I just read a comment that said “they puttin the virus in the COVID tests now that Black people being tested, so they get sick.”
              | • “There is research showing that Black women and other minorities aren’t believed when they report symptoms in the E.R. Could this lead to major racial disparities in the survival rates of COVID-19 patients?#CNNTownHall”
| Latinos      | • “I live in one of the epicenters of the epicenter of this damn #COVID19 crisis. Working class Black & Latino folks. When will we get tested?”
              | • “Important. Even here in Iowa, #COVID19 is disproportionately impacting Black and Latino people.”
              | • “As of April 12, a total of 31 Latinos have died from complications from COVID-19, according to data from the medical examiner’s office. But that figure is not accurate.” Via @mizamudio
              | • “Younger blacks and Latinos are dying of COVID-19 at higher rates in California.”
| Whites       | • “White nationalists looking to weaponize coronavirus pandemic, both literally and figuratively.”
              | • “Striking maps of Milwaukee by overlaying COVID cases on high African American (left) or White population.”
              | • “White supremacy backfiring on Trump. He closed the border to China, but not Europe. Most covid-19 cases in USA have a Euro/British origin.”
              | • “Same people ok with a bunch of white folks parading around with guns protesting a pandemic had a problem with black folks protesting police brutality and injustice.”

Figure 2. Distribution of the volume of tweets related to conversations about COVID-19 and (A) Asians, (B) Blacks, (C) Latinos, and (D) Whites.
Figure 3. COVID-19 cases for (A) Asians (the blue for Wyoming indicates no data), (B) Blacks, (C) Latinos, and (D) Whites.

Figure 4. COVID-19 deaths for (A) Asians, (B) Blacks, (C) Latinos, and (D) Whites.
Table 2. Association between COVID-19 cases and racial/ethnic group–related tweets.

<table>
<thead>
<tr>
<th>Model, outcome, and measurement variable</th>
<th>Coefficient</th>
<th>P value</th>
<th>Confidence interval</th>
<th>Adjusted $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1: Asian COVID-19 cases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian tweet volume</td>
<td>288.192</td>
<td>0.00</td>
<td>162.3 to 414.0</td>
<td>0.72</td>
</tr>
<tr>
<td>Asian population</td>
<td>0.002</td>
<td>0.00</td>
<td>0 to 0</td>
<td></td>
</tr>
<tr>
<td><strong>Model 2: Black COVID-19 cases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black tweet volume</td>
<td>97.088</td>
<td>0.28</td>
<td>−80.3 to 274.5</td>
<td>0.08</td>
</tr>
<tr>
<td>Black population</td>
<td>0.004</td>
<td>0.07</td>
<td>0 to 0</td>
<td></td>
</tr>
<tr>
<td><strong>Model 3: Latino COVID-19 cases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latino tweet volume</td>
<td>2161.828</td>
<td>0.05</td>
<td>−24.0 to 4347.7</td>
<td>0.26</td>
</tr>
<tr>
<td>Latino population</td>
<td>0.001</td>
<td>0.00</td>
<td>0 to 0</td>
<td></td>
</tr>
<tr>
<td><strong>Model 4: White COVID-19 cases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White tweet volume</td>
<td>163.938</td>
<td>0.07</td>
<td>−12.3 to 340.1</td>
<td>0.19</td>
</tr>
<tr>
<td>White population</td>
<td>0.001</td>
<td>0.03</td>
<td>0 to 0</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Association between COVID-19 deaths and racial/ethnic group–related tweets.

<table>
<thead>
<tr>
<th>Model, outcome, and measurement variable</th>
<th>Coefficient</th>
<th>P value</th>
<th>Confidence interval</th>
<th>Adjusted $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 5: Asian COVID-19 deaths</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian tweet volume</td>
<td>93.3750</td>
<td>0.00</td>
<td>68.9 to 117.7</td>
<td>0.57</td>
</tr>
<tr>
<td>Asian population</td>
<td>−0.0001</td>
<td>0.02</td>
<td>0 to 0</td>
<td></td>
</tr>
<tr>
<td><strong>Model 6: Black COVID-19 deaths</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black tweet volume</td>
<td>47.6001</td>
<td>0.00</td>
<td>24.1 to 71.0</td>
<td>0.23</td>
</tr>
<tr>
<td>Black population</td>
<td>−0.0002</td>
<td>0.39</td>
<td>0 to 0</td>
<td></td>
</tr>
<tr>
<td><strong>Model 7: Latino COVID-19 deaths</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latino tweet volume</td>
<td>719.2882</td>
<td>0.00</td>
<td>463.4 to 975.1</td>
<td>0.38</td>
</tr>
<tr>
<td>Latino population</td>
<td>−0.0001</td>
<td>0.29</td>
<td>0 to 0</td>
<td></td>
</tr>
<tr>
<td><strong>Model 8: White COVID-19 deaths</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White tweet volume</td>
<td>60.2326</td>
<td>0.00</td>
<td>26.1 to 94.3</td>
<td>0.18</td>
</tr>
<tr>
<td>White population</td>
<td>−0.0002</td>
<td>0.07</td>
<td>0 to 0</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

To our knowledge, this is one of the first studies to investigate the association between racially/ethnically (Asian, Black, Latino, and White) stratified COVID-19 tweet volume and COVID-19 surveillance data (cases and deaths). Our results revealed a relationship between tweet volume and COVID-19 cases and deaths for all racial/ethnic groups in our study during April 2020 despite varying degrees of association. The key contribution of our study is the examination of the racial and ethnic bias of the pandemic using early-onset data from social media and reported cases and deaths, which was not evident early during the pandemic. This study demonstrates the importance of timely surveillance data collection to characterize the threat and spread of infectious disease among certain racial/ethnic communities, which is critical to effectively and efficiently guide a well-coordinated and targeted public health response to reduce the spreading and adverse health impacts of a pandemic.

The concentration of high tweet volumes in several hot spot locations, including New York, Los Angeles, and other places in April, could be influenced by 2 main factors. First, the regions have a large population and densely populated urban areas and a significant number of active Twitter users. Second, the increasing number of COVID-19 cases and deaths in these regions could potentially cause the COVID-19-related tweet volume to spike. The regression analysis showed that Asian tweet volume and COVID-19 cases correlated with their population. However, this association was not observed among other racial/ethnic groups. One possible reason could be the alarming increase in discrimination and hate crimes against Asians as the pandemic surged. A similar study by Nguyen et al [23] investigating negative sentiments using tweets before and shortly after COVID-19 emergence found an abnormally higher proportion of negative tweets referencing Asians than...
tweets about other racial/ethnic groups. The OLS results also revealed that the Asian tweet volume and Asian population were associated with Asian deaths, whereas the volume of Black, Latino, and White COVID-19 tweets was only associated with COVID-19 deaths. These different associations with tweet volume between COVID-19 cases and deaths could partially be because of restricted testing capacities for COVID-19 cases as opposed to deaths, which were actively reported and recorded. Thus, COVID-19 cases may be underestimated, and an association with COVID tweet volumes was not detected.

The findings also suggest that Twitter data, when stratified by racial/ethnic groups, could yield novel insights in using social media to detect trends in disease occurrence and the potential impact on specific racial/ethnic groups. A previous study investigated changes in racial sentiment before and after COVID-19 emergence using race-related tweets (Asian, Black, Latino, White) [23]. The study found a higher proportion of negative tweets mentioning Asians increased by more than 68%, while those relating to other racial/ethnic minorities and Whites remained stable. The timely use of tweet data is essential to detect area-level racial sentiment [23]. One side note about this previous study is that only the proportion of tweets about each race was compared and area-level comparisons were not explored; however, our research conducted area-level analysis and explored the association between tweet volume and surveillance data. Another study investigated the association between the volume of tweets against mask wearing and daily COVID-19 cases and found a rise in negative tweet volume was strongly correlated with the number of new cases [26]. This finding concurs with ours regarding the change in tweet volume associated with COVID-19 cases and deaths, although at varying degrees for different racial/ethnic groups. Different from our research, this study did not use geotagged tweets. Thus, no geographic attributes can be used to link population density, which is also a key factor influencing tweet volume. Cuomo et al [33] investigated subnational longitudinal and geospatial trends of COVID-19 in the United States between March 3, 2020, and April 13, 2020. The authors explored the association between change in tweet volume and population-adjusted COVID-19 case increase. They also conducted geospatial hot spot analysis and included population-adjusted results and found a high proportion of rural inhabitants in some of the hot spot regions, which partially overlaps with our results, as we also found high COVID-19 cases per 100,000 people in some rural states (ie, Alabama, Iowa) for the Black population.

Although previous studies have examined the relationship between tweets and COVID-19 cases, none included COVID-19 deaths as a measure in their investigations. COVID-19 deaths are an important measure because our statistical results show that all Asian, Black, Latino, and White COVID-19 tweets were associated with COVID-19 deaths but not with COVID-19 cases. One possible explanation for this is that the reporting of COVID-19 cases was limited by testing capacity in April 2020, but this limitation influenced the reporting of COVID-19 deaths less.

Future research could focus on exploring the use of Twitter to develop streamlined tools to automatically extract, process, and analyze COVID-19 (or other public health events) and racially/ethnically related tweets to monitor tweet volume about racial/ethnic groups and COVID-19–related health disparities [34]. The state-level COVID-19 surveillance data that we used limited our geospatial analysis to the state level, despite the much finer spatial resolution of the geotagged tweets. Although state-level aggregation is essential from a privacy perspective, in the future, we will consider using surveillance data at a finer spatial resolution (eg, county) to explore the variability of infected cases and deaths among different demographic groups (based on factors such as race, gender, income, age). Using early-onset Twitter data, we demonstrated a pandemic’s racial/ethnic disparity among the most populous racial/ethnic groups, which could be replicated in future public health events using social media data. In the future, we will expand this study by including surveillance data for other racial/ethnic groups if this information is available.

Public Health Implications
This retrospective study provides evidence for the use of racially/ethnically stratified Twitter data as a surveillance indicator. Social media data can provide insights to track epidemiological trends, especially for outbreaks, epidemics, or pandemics that are novel and spread fast. Such findings can aid public health practitioners and policy makers make public health decisions using this nontraditional near-real-time data set before traditional surveillance data sets are available. The research findings also encourage health care professionals to actively engage in public discourse to present scientific and clinical evidence to help reduce racial/ethnic health disparities [23,26] and eliminate misinformation. For instance, COVID-19–induced discrimination against Asians is mainly due to misunderstanding and politicizing COVID-19 origins; health care professionals can share scientific findings of possible COVID-19 origins that might not have been widely circulated [35]. The association between tweet volume and COVID-19 cases and deaths proved that tweet volume could be used as proxy surveillance data to estimate the spread of COVID-19 cases and deaths. This association can also evaluate potential locations for future COVID-19 cases and deaths. Identifying future areas for COVID-19 cases and deaths could be used for public health responses when official surveillance is not available and complement official surveillance data when available. Since Twitter surveillance is low-cost and efficient, it can be streamlined and implemented as a long-term disease surveillance tool to ensure prompt response to future public health crises.

Limitations
Although this study used COVID-19 cases and deaths as the 2 outcomes of this disease, we are aware of the concerns about the accuracy of cases due to limited testing capabilities (ie, lack of access to testing) and challenges in the attribution of the cause of death in the early onset of the coronavirus outbreak [36]. Considering these factors, the authors acknowledge the limitation of using the counts of COVID-19 cases and deaths as variables in our models. Similar to other studies that rely on social media data, Twitter users are not representative of the population (ie, one-third of its users are between 25 and 34 years old), thus bringing selection bias to the analysis [37,38]. The exclusion of tweets in other languages, especially Spanish, also...
limits our understanding of information exchange between Latinos who speak Spanish.

Another limitation of this study is the spatial granularity at the state level because the surveillance data were obtained at the state level. If surveillance data can be obtained at a finer spatial resolution, then the analysis will yield more accurate and precise results and insights into the location of COVID-19 cases and deaths. Although this is a limitation of the study, given the bias towards specific racial/ethnic groups, and in order to protect the privacy of the users, state-level aggregation is a good starting point to demonstrate the methodology implemented herein to explore the racial/ethnic aspect of a pandemic.

We only used tweets collected in April 2020 and conducted a cross-sectional analysis. We acknowledge that this analysis could offer more insights into the temporal trends of conversations about different racial/ethnic groups if the data set had a larger temporal scale. However, several issues exist with extended time frame data. First, many states did not report or minimally reported race data, as it was not a requirement to report COVID-19 cases and deaths after several months into the pandemic [31]. Second, some states intentionally adjusted or manipulated their case and death data to obscure rising infection rates and mislead the public to achieve specific political goals, such as Florida's COVID-19 dashboard incident [39-41]. Since 2020, different states have implemented varying policies about social distancing and wearing masks, which probably contributed to asymptomatic cases that are difficult to identify and probably were never reported. Due to these issues, even the CDC COVID Data Tracker and COVID-19 Dashboard at John Hopkins University do not provide data about race in all states, limiting what can be studied about geographic and longitudinal racial health disparities during this pandemic.

Past research and this study have revealed that Twitter data can be used to correlate with the increased public interest in certain emergencies, such as predicting public health outbreaks [26,27] and using Twitter as a disaster situation awareness tool [42]. Twitter data are a good indicator to assess the racial/ethnic bias of the pandemic. However, we also observed that COVID-19 and race/ethnicity-related tweets significantly decreased with extended time frame data due to the aforementioned reasons. Thus, the effect of Twitter data as a surveillance indicator to inform epidemiologic trends may attenuate with time. Several reasons may have contributed to this change. For instance, the lockdown after the COVID-19 outbreak in the United States naturally brought the nation’s attention to the pandemic, and an unusually high number of people turned to Twitter to obtain or share COVID-19–related news. The politicization of the pandemic combined with the spreading of misinformation and cyber-racism [43] as well as the increase in vaccination probably contributed to a reduction in COVID-19–related tweets as we did not retrieve a significant number of tweets about COVID and race/ethnicity in December 2021 to replicate the study for the fifth wave. The continuation of this pandemic, combined with other extreme events and the economic situation that has impacted the country since 2020, probably has desensitized the public about the disproportionate impact of COVID-19 on certain racial/ethnic groups, thereby contributing to a reduction in tweets as well. Despite these limitations, similar to Cuomo et al [33], we used the data from the first month of the pandemic to understand the racial/ethnic biases of the pandemic. Hence, public health–related studies could replicate our study to explore the racial and ethnic aspects of public health problems to aid health officials with scientific communication and appropriate response measures.

Conclusion
This research is an effort to test the possibility of using racially/ethnically stratified Twitter data as an info surveillance indicator to estimate the impact of COVID-19 on racial/ethnic groups in the United States to inform public health crisis response efforts and racial/ethnic equity. Using COVID-19 and geotagged racial/ethnic group–related Twitter data in the United States during April 2020, we filtered conversations about racial/ethnic groups in the early onset of the COVID-19 pandemic. Using the state-level counts of COVID-19 cases and deaths stratified by racial/ethnic groups, we found a strong correlation of tweet volume with COVID-19 deaths among Asians, Blacks, Latinos, and Whites and with COVID-19 cases among Asians. These findings demonstrate that racially/ethnically stratified Twitter data, as a surveillance indicator, could inform epidemiologic trends and help estimate the future surge of COVID-19 or other public health–related cases, deaths, and potential outbreaks of mutant viruses. The observed differential impacts on racial/ethnic minorities could guide public health policies to address racial/ethnic health disparities and deploy appropriate interventions (ie, more robust COVID-19 data collection about race and tailored measures to help racial/ethnic minorities).
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Abstract

Background: The COVID-19 pandemic, with all its virus variants, remains a serious situation. Health systems across the United States are trying their best to respond. On average, the health care workforce is relatively homogenous, even though it cares for a highly diverse array of patients. This perennial problem in the US health care workforce has only been accentuated during the COVID-19 pandemic. Medical workers should reflect on the variety of patients they care for and strive to understand their mindsets within the larger contexts of culture, gender, sexual orientation, religious beliefs, and socioeconomic realities. Along with talent and skills, diversity and inclusion (D&I) are essential for maintaining a workforce that can treat the myriad needs and populations that health systems serve. Developing hiring strategies that will help achieve greater workforce diversity remains a challenge for health system leaders.

Objective: The primary aims of this study were to: (1) explore the characteristics of US health systems and their associations with D&I practices and benefits, (2) examine the associations between D&I practices and three pathways to equip workforces, and (3) examine the associations between the three pathways to better equip workforces and business and service benefits. The three pathways are: (1) improving D&I among existing employees (IMPROVE), (2) using multiple channels to find and recruit the workforce (RECRUIT), and (3) collaborating with universities to find new talent and establish plans to train students (COLLABORATE).

Methods: During February to March 2021, 625 health systems in the United States were surveyed with the help of a consultant, 135 (21.6%) of whom responded. We assessed workforce talent- and diversity-relevant factors. We collected secondary data from the Agency for Healthcare Research and Quality Compendium of the US Health Systems, leading to a matched data set of 124 health systems for analysis. We first explored differences in diversity practices and benefits across the health systems. We then examined the relationships among diversity practices, pathways, and benefits.

Results: Health system characteristics such as size, location, ownership, teaching, and revenue have varying associations with diversity practices and outcomes. D&I and talent strategies exhibited different associations with the three workforce pathways. Regarding the mediating effects, the IMPROVE pathway seems to be more effective than the RECRUIT and COLLABORATE pathways, enabling the diversity strategy to prompt business or service benefits. Moreover, these pathway effects go hand-in-hand with a talent strategy, indicating that both talent and diversity strategies need to be aligned to achieve the best results for a health system.

Conclusions: Diversity and talent plans can be aligned to realize multiple desired benefits for health systems. However, a one-size-fits-all approach is not a viable strategy for improving D&I. Health systems need to follow a multipronged approach based on their characteristics. To get D&I right, proactive plans and genuine efforts are essential.

(JMIR Form Res 2022;6(5):e34808) doi:10.2196/34808
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Health systems have been overwhelmed with COVID-19 patients [1]. Perennial shortages in the health care workforce have been exacerbated during the pandemic [2]. Stress, trauma, and burnout have tested the limits of health systems’ existing workforces [3], and health systems lack workforces to treat the diversity of COVID-19 patients [4,5].

In general, the workforce in medicine is relatively homogenous, despite serving diverse populations. The health care system faces significant challenges matching patients’ beliefs, attitudes, expectations, and care customization to an appropriately diverse workforce. In 2020, the US health care workforce reportedly comprised more than 50% white, approximately 20% Asian, 7% Black, and less than 1% Hispanic and Native American workers [6]. Two-thirds of physicians and surgeons are Christian, 14% are Jewish, and fewer than 15% represent other religions [7]. In addition, two-thirds are men, although this is changing as more women are admitted to medical schools [8]. In addition, dropouts among medical students in the first 2 years are high due to socioeconomic factors [9]. Assessment of sexual and gender diversity is also problematic, as disclosures risk discrimination claims [10], although schools attract unrepresented LGBTQ applicants [11]. In general, a lack of diversity in the health care workforce poses challenges for caring for diverse populations of patients, leading to variable and often detrimental access and quality issues [12]. Although the value of diversity has been well-established, unless health system leaders adopt explicit strategies to improve diversity and inclusion (D&I), they will not accomplish this goal. Moreover, it is not clear how health systems can best equip their workforces along with best practices to achieve a diverse workforce.

This study sought to assess efforts to improve D&I, as reported by chief executive officers (CEOs) of health systems across the United States. We argue that in addition to the talent and skills required for effective health care delivery, D&I needs to be part of the strategic agenda. Without this consideration, catering to the diverse needs of various populations will continue to present a challenge. This study thus explored the characteristics of US health systems and the perceived benefits of D&I. To achieve a diverse workforce in health care, health systems need to leverage different pathways. We examined factors that may shape those pathways to help balance talent and diversity. We also explored the associations between workforce pathways and both business and service benefits. Our approach will provide decision-makers with helpful practice and policy inputs [12,13].

Health Care Workforce Diversity

Health disparities are not homogeneous. Segments of populations are affected differently by different diseases. Accordingly, approaches and treatments may vary across these segments and thus require customized care [13]. Therefore, it stands to reason that a lack of diversity in the health care system can negatively affect patients. For instance, an Indian patient with traditional ethnic or religious values or a transgender patient may have needs unique to their circumstances and worldview. A diverse workforce in health systems should respectfully and knowledgeably approach and assist all patients with an appreciation of their values and needs [12]. Professionals from different cultures and backgrounds bring unique perspectives to share with colleagues and patients alike as they strive to better understand and respond to patients’ needs.

Alarmingly, when patients do not find providers, approaches, or treatments that echo or align with their beliefs, culture, or life circumstances, they are more prone to delay or avoid care. This problem is inherent in the current health care system. Patients from different cultures may perceive diseases and treatments differently. Greater diversity among health care workers will help reduce the barriers patients face when seeking care and contribute to better access and quality of care. Prior research suggests that health care workforce diversity can improve creativity and decision-making while catering to multiple perspectives and contexts [14,15]. Specific to the COVID-19 context, research suggests that diversity-oriented leadership could improve employees’ knowledge-sharing, promote professional collaborations, and help reach marginalized and hard-to-reach communities [16,17]. For example, immigrant and refugee professionals represent essential resources that can provide linguistic and cultural services for their communities during and after the COVID-19 pandemic [18]. Greater diversity broadens traditional boundaries to improve care and patient satisfaction, and could prove helpful in managing stressful environments [4,5].

Employee engagement is also higher in organizations with diverse workforces [19]. As the populations served by doctors are becoming increasingly diverse, doctors need to adopt a more global mindset. Ensuring a diverse student body in medical schools will help future doctors broaden their perspectives and improve their understanding of D&I. Doctors from such schools will be better equipped to provide care in diverse environments [6].

Prior Work on the Value and Benefits of D&I

Valuing D&I in the workforce goes beyond the basic requirements of skills and capabilities. Prior research suggests seven categories of diverse attitudes and perceptions: (1) diversity sensitivity, (2) integrity with a difference, (3) interaction variations, (4) valuing differences, (5) team inclusion, (6) managing conflict over differences, and (7) embedding inclusion [20]. Diversity focuses on the makeup of a population or its demographics, while inclusion encompasses involvement, engagement, and integration into organizational processes [21]. It is vital to create a supportive environment that is diverse, respectful, and inclusive [20]. Such an environment eases the
expression of dissenting opinions, is open to new problem-solving approaches, encourages innovative thinking, and more effectively avoids the dangers of groupthink, thereby opening doors for innovation and creativity-based organizational culture and business performance [22]. Diverse customers are often more loyal to diverse workforces and businesses [11]. Thus, through diversity, companies create organizational capabilities beyond their collective talents and skills, and can be more responsive to a comprehensive system of values and customers in a competitive marketplace [23]. To illustrate, a diverse and inclusive organization can potentially tap into the disposable income of African Americans in the United States, which reached US $1.2 trillion in 2018 [24], and the buying power of Asian Americans, which topped US $1 trillion in 2018 [25].

Although diversity has attracted substantial research attention, significant barriers and difficulties often accompany its implementation [26]. A workable approach begins with embedding inclusiveness in all aspects of an organization’s culture, starting with recruiting different races, genders, sexual orientations, national origins, and religions. It also requires a conscious shift toward a culture in which policies and procedures provide opportunities for all employees to excel [27]. Diversity goes beyond the traditional “black and white” [28]. In addition to addressing observable attributes of inclusiveness such as race, invisible attributes such as religion, values, and beliefs are also important features of organizational culture to promote inclusiveness actively [29]. For instance, gender differences in the professional workforce have decreased considerably. Women now represent 47% of the US workforce and 52% of all managerial and professional positions [30].

Technology-driven, gender-fair hiring processes in many organizations have contributed to this trend [31]. In addition to hiring more women to improve diversity, there is an increasing trend of better representation among racial and ethnic minorities, immigrants, and people with disabilities in the US labor market. A 2018 study by Accenture found that the US economy could grow up to US $25 billion if more people with disabilities were to join the labor force [32]. US regulations also require federal contractors to hire more workers with disabilities to avoid penalties [33]. There is a myth that hiring people with disabilities will cost more, which is a concern among organizations with low revenue levels. However, research has shown that more than 30% of the accommodations for workers with disabilities do not require additional expenditures, even after purchasing assistive technologies [34,35]. Nevertheless, valuing D&I must move beyond the surface or visible attributes to encompass different cultural and situational values and behaviors [36]. Ultimately, such efforts must become embedded within the organizations to be successful.

Firms outside of health care (eg, Apple, Google, IBM) recognize the benefits of diversity [37]. Research has shown that a discriminatory work environment can hinder an organization’s ability to build and equip the workforce it needs, leading to decreased productivity and performance. Conversely, proactively valuing D&I can attract the best talent and create an environment of belongingness and respect [36].

Health care workforce diversity needs to improve to successfully treat a greater variety of patients, from increasing care reach to improved satisfaction for racial and ethnic minority patients. Accessibility to underserved patients through a diverse workforce will bring health care closer to African American, Hispanic, and Native American communities [38]. Patients treated by physicians of their own racial or ethnic background are more likely to report receiving higher-quality care [39]. Improving access, care, quality, and reach all have significant implications for the long-term success of the health care sector in the United States.

**Pathways to Equip the Workforce: Improve, Recruit, and Collaborate**

What is the starting point toward greater workforce diversity? Undoubtedly, schools and universities are the formative platforms to inculcate D&I in young minds through examples, demonstrations, and practices [6]. Diverse classrooms broaden perspectives, promote active thinking, foster intellectual engagement, develop social skills, teach empathy, and improve racial understanding, all of which are essential for embracing diversity [40]. At the same time, organizations need to put more significant pressure on the education system to drive diversity. We consider three pathways to achieve this.

First, existing employees must acquire the necessary skill sets and diversity training. Programs such as “returnships,” in which experienced professionals take career breaks for training through professional and executive development programs, can help to promote and equip a more diverse workforce [41].

Second, technologies have made the recruitment process more efficient. Platforms such as LinkedIn and other social media avenues have become instrumental in finding talent. While health systems rely on traditional recruitment processes, using emerging channels to discover new talent could prove helpful.

Third, reaching out to and collaborating with universities can effectively expand the talent pool to recruit. This may start at the beginning of an education cycle, continue through projects and internships, and result in hiring from the collection of students engaged with the organization through these avenues. For large health systems with diverse customers, a diverse base of employees is required. The revenue status of a health system can change its recognition of the direct link between diversity and performance. Major teaching health systems, as knowledge-based organizations, may have more proactive organizational cultures and reputations for openness, which will help them attract talent regardless of nationality or ethnic background. Macro factors such as increased mobility due to climate change and changing economic situations portend more women, more people of color, and more immigrant workers in the United States over the next 25 years [42]. To broaden recruitment to reflect the composition of society and the spread of business operations, organizations will need more women and people from different ethnic origins. In this context, understanding what health systems are doing to diversify their workforces remains an open question. In addition, due to social distancing policies implemented during the COVID-19 pandemic, digital transformations such as virtual teams and
telehealth pose new challenges for collaboration. Diverse backgrounds among virtual collaborators, if managed well, can promote better learning to achieve more efficient outcomes [43]. Recognizing this potential will enhance remote working both during and after the COVID-19 pandemic.

The question remains as to which one or more of the three pathways mentioned above—improve, recruit, and collaborate—can effectively meet the challenges of D&I requirements. Identifying and assessing effective pathways will help instill appropriate plans in health systems. For example, explicitly valuing D&I will motivate organizations to develop long-term career plans to retain talent [44]. Organizations can better equip existing employees by developing internal training and education programs [20]. The critical element is an individual’s openness to change, which can be improved through training [45]. At the same time, it is also essential to recruit new employees, as having a diversity of work experience is a helpful way to refresh organizational culture. Finally, external collaboration with strategic partners benefits aligning partners’ resources, including human resources [46]. This study further explores these three pathways to equip the workforce better—improving, recruiting, and collaborating—and their relative associations with business and service-oriented benefits.

The pathway model has been used in previous studies on diversity [47]. A common framework is diversity practices–pathways–performance [48]. Following this framework, we considered business and service benefits as the performance component. We examined the associations with three pathways: improving, recruiting, and collaborating. The two types of diversity practices are D&I strategy and talent strategy.

Methods

Data Collection

The effort to study the talent strategy in health systems is part of a broad project undertaken by the Health Administration Research Consortium at the Business School of the University of Colorado Denver. The idea of monitoring health systems emerged from observations and conversations with several chief executives of health systems during the COVID-19 pandemic. This research is part of the Health Systems’ Climate Study of 2021 conducted by the Health Administration Research Consortium [49]. The Climate Study aims to understand the current state of health systems in the United States following the COVID-19 pandemic. The objective was to collect and disseminate the insights of health systems’ CEOs to help inform policymakers, practitioners, and academic stakeholders as they collaborate to create ongoing strategies to help the industry respond to this pandemic and prepare for the next crisis.

A questionnaire was developed in December 2020 to collect data from health systems. We drew the survey items from prior literature, and questions were reworded to fit the health systems context. We sought input from knowledgeable researchers, consultants, and executives with the requisite expertise to design and evaluate the questions. The survey was pilot-tested, revised, and finalized in January 2021 with five top executives who are part of the Health Administration Program Advisory Board.

A contact list of CEOs was compiled from 624 health systems across the United States using multiple sources, contacts, professional connections, websites, and annual reports. The survey instrument was administered using a professional online survey platform, and was mapped to emails to the platform to create unique, trackable links for each health system. Email and phone solicitations were made in multiple rounds between January 25 and March 2, 2021. In addition, the authors called several CEOs and asked them to complete the survey instrument either online or in paper format. The researchers also requested CEOs who had participated in the survey to share the link with other CEO colleagues. A total of 148 responses were received, with a 24% response rate; however, 13 incomplete responses could not be used, leaving 135 usable responses. We address potential nonresponse bias in a later section.

The 135 health systems represented in this survey varied from 1 to 18 hospitals and from 176 to 75,000 employees. The annual revenue of the health systems in 2020 ranged from US $0.7 million to US $14 billion. The health systems represented US $300 billion in revenue and 1.1 million employees across the United States.

We then matched the survey data set with secondary data collected from the Agency for Healthcare Research and Quality compendium to construct a complete picture of the health systems. Our final sample included data from 124 health systems across the United States. We analyzed this combined data set, which yielded several important insights.

Variables and Measures

Table 1 describes the variables used in this study. The two constructs of health systems’ workforce strategy focus are D&I STRATEGY and TALENT STRATEGY. The two constructs of health systems’ benefits are BUSINESS BENEFIT and SERVICE BENEFIT. These variables were each measured using 7-point Likert scales. We also tested the internal-consistency reliability of these multi-item variables using Cronbach α. The four α values were close to or greater than the recommended acceptable threshold of .70 for exploratory research [50].

The three variables used to measure the pathways to equip the workforce by health systems were IMPROVE (ie, improve current talent), RECRUIT (ie, recruit new talent), and COLLABORATE (ie, collaborate with universities). This study’s other independent and control variables represented several categories: size, region, teaching status, revenue, and several other system characteristics. We coded these variables (see Table 1) to reflect the attributes of a health system.
Table 1. Description of variables, including survey questions and coding scheme.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description and coding</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Question: “To what extent do the following dimensions describe how you address or plan to address in your company’s workforce strategy?”</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>D&amp;I&lt;sup&gt;b&lt;/sup&gt; STRATEGY</td>
<td>Inclusion of diversity-relevant dimensions in your organization’s workforce strategy to attract talent: gender, ethnicity and race, disability, experience (Cronbach α=.60)</td>
</tr>
<tr>
<td>TALENT STRATEGY</td>
<td>Inclusion of diversity-relevant dimensions in your organization’s workforce strategy: knowledge, attitude toward career and progression, personal quality or mindset, and adaptability (Cronbach α=.67)</td>
</tr>
<tr>
<td><strong>Question: “What benefits, if any, have your organization obtained from its strategy to promote diversity and inclusiveness?”</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>BUSINESS BENEFIT</td>
<td>Obtaining business benefits from promoting diversity and inclusiveness: enhancing business performance, strengthening brand reputation, and innovating internally or externally (Cronbach α=.70)</td>
</tr>
<tr>
<td>SERVICE BENEFIT</td>
<td>Obtaining service benefits from promoting diversity and inclusiveness: enhance customer satisfaction, serve customer needs, leverage technology advancements for services, and compete in new industries (Cronbach α=.83)</td>
</tr>
<tr>
<td><strong>Three pathways to equip the health systems workforce: “How will you address talent needs in your organization?”</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>IMPROVE</td>
<td>Returnships of existing employees to acquire new skills</td>
</tr>
<tr>
<td>RECRUIT</td>
<td>Use multiple channels to find and recruit workers (ie, aspirations to discover new talent for health systems through emerging digital channels and traditional recruitment channels)</td>
</tr>
<tr>
<td>COLLABORATE</td>
<td>Reach out and collaborate with universities to find new talent and establish plans to train students</td>
</tr>
<tr>
<td><strong>Coding of contingent variables</strong></td>
<td></td>
</tr>
<tr>
<td>SIZE</td>
<td>The size variable is measured using the total beds managed by the health system across all hospitals, reported by AHRQ’s Hospital Compendium</td>
</tr>
<tr>
<td>SIZE_B-SMALL</td>
<td>Health system has fewer than 100 beds</td>
</tr>
<tr>
<td>SIZE_B-MEDIUM</td>
<td>Health system has 100 to 400 beds</td>
</tr>
<tr>
<td>SIZE_B-LARGE</td>
<td>Health system has more than 400 beds</td>
</tr>
<tr>
<td>REGION</td>
<td>Following the Census Bureau’s categorization, the region variable is coded based on the health system’s primary location in the United States</td>
</tr>
<tr>
<td>REGION-NE</td>
<td>Health system in the Northeast</td>
</tr>
<tr>
<td>REGION-MW</td>
<td>Health system in the Midwest</td>
</tr>
<tr>
<td>REGION-SOUTH</td>
<td>Health system in the South</td>
</tr>
<tr>
<td>REGION-WEST</td>
<td>Health system in the West</td>
</tr>
<tr>
<td>TEACHING</td>
<td>The teaching variable is coded based on the teaching status of a health system</td>
</tr>
<tr>
<td>TEACHING-NON</td>
<td>Nonteaching health system</td>
</tr>
<tr>
<td>TEACHING-MINOR</td>
<td>Minor teaching health system</td>
</tr>
<tr>
<td>TEACHING-MAJOR</td>
<td>Central teaching health system</td>
</tr>
<tr>
<td>REVENUE</td>
<td>The revenue variable of the health system is measured using its annual revenue across all hospitals</td>
</tr>
<tr>
<td>REVENUE-LOW</td>
<td>Revenue less than US $2 billion</td>
</tr>
<tr>
<td>REVENUE-MEDIUM</td>
<td>Revenue US $2-$5 billion</td>
</tr>
<tr>
<td>REVENUE-HIGH</td>
<td>Revenue more than US $5 billion</td>
</tr>
<tr>
<td>HIGH-DSH-HOSP</td>
<td>The health system includes at least one high-discharge-patient-percentage hospital: 1=yes, 0=no</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>Health system-wide uncompensated care burden flag: 1=yes, 0=no</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>The health system includes at least one high uncompensated care burden hospital: 1=yes, 0=no</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>Predominantly investor-owned hospitals: 1=yes, 0=no</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>The number of physicians in the health system is measured by the number of physicians reported by the AHRQ Hospital Compendium</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>This variable is measured by the number of hospitals the health system has reported by the AHRQ Hospital Compendium</td>
</tr>
</tbody>
</table>

<sup>a</sup>Responses reflect a 7-point Likert scale from 1=strongly disagree to 7=strongly agree.
The size variable measures the number of beds in a given health system (SIZE_B-SMALL, SIZE_B-MEDIUM, SIZE_B-LARGE). The region variable reflects the location of a health system (REGION-NE, REGION-MW, REGION-SOUTH, REGION-WEST). The teaching status variable assesses how a health system operates in association with a teaching program (TEACHING-NON, TEACHING-MINOR, TEACHING-MAJOR). The revenue variable measures the annual revenue of a health system (REVENUE-LOW, REVENUE-MEDIUM, REVENUE-HIGH). Finally, we included variables to capture the high discharge levels of the health systems (HIGH-DSH-HOSP), uncompensated care burden (HIGH-BURDEN-SYS and HIGH-BURDEN-HOSP), ownership status (OWNERSHIP), number of physicians (PHYSICIANS), and number of hospitals (HOSPITALS). Table 1 presents complete information about the variables in our study.

Sample Statistics
The descriptive statistics and pairwise correlations among the key variables used in this study are shown in Table 2 and Table 3, respectively. As shown in Table 2, health systems, on average, value a talent strategy for improving employees’ skills and capabilities more than a D&I strategy. The most popular pathway to equip a workforce is through collaboration with universities, followed by recruitment, and then by improving the current workforce.

In addition, to ensure there was no nonresponse bias, we compared the characteristics of responding and nonresponding health systems. As shown in Table 4, the t test results for all comparisons indicated no significant difference between respondents and nonrespondents.
Table 2. Summary statistics of the variables (N=124).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>D&amp;I^{b} STRATEGY</td>
<td>4.62 (9.4)</td>
<td>2.3-6.5</td>
</tr>
<tr>
<td>TALENT STRATEGY</td>
<td>4.87 (1.10)</td>
<td>2.2-6.5</td>
</tr>
<tr>
<td>BUSINESS BENEFIT</td>
<td>5.35 (0.94)</td>
<td>1.7-7.0</td>
</tr>
<tr>
<td>SERVICE BENEFIT</td>
<td>4.67 (1.28)</td>
<td>2.0-6.5</td>
</tr>
<tr>
<td>IMPROVE</td>
<td>4.49 (1.35)</td>
<td>1-7</td>
</tr>
<tr>
<td>RECRUIT</td>
<td>4.67 (1.51)</td>
<td>1-7</td>
</tr>
<tr>
<td>COLLABORATE</td>
<td>4.82 (1.36)</td>
<td>2-7</td>
</tr>
<tr>
<td>SIZE_B-SMALL</td>
<td>0.09 (0.28)</td>
<td>0-1</td>
</tr>
<tr>
<td>SIZE_B-MEDIUM</td>
<td>0.37 (0.49)</td>
<td>0-1</td>
</tr>
<tr>
<td>SIZE_B-LARGE</td>
<td>0.54 (0.50)</td>
<td>0-1</td>
</tr>
<tr>
<td>REGION-NE</td>
<td>0.22 (0.42)</td>
<td>0-1</td>
</tr>
<tr>
<td>REGION-MW</td>
<td>0.24 (0.43)</td>
<td>0-1</td>
</tr>
<tr>
<td>REGION-SOUTH</td>
<td>0.35 (0.48)</td>
<td>0-1</td>
</tr>
<tr>
<td>REGION-WEST</td>
<td>0.18 (0.38)</td>
<td>0-1</td>
</tr>
<tr>
<td>TEACHING-NON</td>
<td>0.30 (0.46)</td>
<td>0-1</td>
</tr>
<tr>
<td>TEACHING-MINOR</td>
<td>0.48 (0.50)</td>
<td>0-1</td>
</tr>
<tr>
<td>TEACHING-MAJOR</td>
<td>0.22 (0.41)</td>
<td>0-1</td>
</tr>
<tr>
<td>REVENUE-LOW</td>
<td>0.61 (0.49)</td>
<td>0-1</td>
</tr>
<tr>
<td>REVENUE-MEDIUM</td>
<td>0.23 (0.43)</td>
<td>0-1</td>
</tr>
<tr>
<td>REVENUE-HIGH</td>
<td>0.15 (0.35)</td>
<td>0-1</td>
</tr>
<tr>
<td>HIGH-DISH-HOSP</td>
<td>0.33 (0.47)</td>
<td>0-1</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>0.20 (0.40)</td>
<td>0-1</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>0.30 (0.46)</td>
<td>0-1</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>0.02 (0.13)</td>
<td>0-1</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>1.84 (0.80)</td>
<td>1-3</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>1.50 (0.77)</td>
<td>1-3</td>
</tr>
</tbody>
</table>

^{a}See Table 1 for variable descriptions.
^{b}D&I: diversity and inclusion.
Table 3. Pairwise correlations among key variables (N=124).

<table>
<thead>
<tr>
<th>Variables</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. D&amp;I STRATEGY</td>
<td>1.00</td>
<td>-0.04</td>
<td>-0.07</td>
<td>0.31</td>
<td>b</td>
<td>0.41</td>
<td>0.80</td>
<td>0.84</td>
<td>0.11</td>
<td>0.11</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.11</td>
<td>0.08</td>
<td>-0.08</td>
<td>0.03</td>
<td>0.11</td>
</tr>
<tr>
<td>2. TALENT STRAT.</td>
<td>-0.04</td>
<td>1.00</td>
<td>0.64</td>
<td>0.52</td>
<td>0.29</td>
<td>0.04</td>
<td>-0.29</td>
<td>-0.07</td>
<td>-0.19</td>
<td>0.002</td>
<td>-0.13</td>
<td>-0.10</td>
<td>-0.04</td>
<td>0.04</td>
<td>-0.12</td>
<td>-0.04</td>
<td>-0.02</td>
</tr>
<tr>
<td>3. BUSINESS BENEF.</td>
<td>0.07</td>
<td>0.64</td>
<td>1.00</td>
<td>0.79</td>
<td>0.11</td>
<td>0.22</td>
<td>-0.16</td>
<td>-0.08</td>
<td>-0.17</td>
<td>-0.001</td>
<td>-0.15</td>
<td>-0.01</td>
<td>-0.12</td>
<td>0.11</td>
<td>-0.02</td>
<td>0.001</td>
<td>-0.04</td>
</tr>
<tr>
<td>4. SERVICE BENEF.</td>
<td>0.31</td>
<td>0.52</td>
<td>0.79</td>
<td>1.00</td>
<td>0.27</td>
<td>0.46</td>
<td>0.06</td>
<td>-0.09</td>
<td>-0.11</td>
<td>0.05</td>
<td>-0.18</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.11</td>
<td>-0.05</td>
<td>-0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>5. IMPROVE</td>
<td>0.41</td>
<td>0.29</td>
<td>0.11</td>
<td>0.27</td>
<td>1.00</td>
<td>0.15</td>
<td>0.16</td>
<td>0.04</td>
<td>0.12</td>
<td>0.10</td>
<td>-0.09</td>
<td>-0.03</td>
<td>0.002</td>
<td>0.14</td>
<td>-0.10</td>
<td>-0.03</td>
<td>-0.05</td>
</tr>
<tr>
<td>6. RECRUIT</td>
<td>0.80</td>
<td>0.04</td>
<td>0.22</td>
<td>0.46</td>
<td>0.15</td>
<td>1.00</td>
<td>0.58</td>
<td>0.03</td>
<td>0.06</td>
<td>0.07</td>
<td>-0.10</td>
<td>0.02</td>
<td>0.09</td>
<td>-0.14</td>
<td>0.02</td>
<td>0.03</td>
<td>0.15</td>
</tr>
<tr>
<td>7. COLLABORATE</td>
<td>0.84</td>
<td>-0.29</td>
<td>-0.16</td>
<td>0.06</td>
<td>0.16</td>
<td>0.58</td>
<td>1.00</td>
<td>0.12</td>
<td>0.15</td>
<td>-0.08</td>
<td>0.07</td>
<td>0.11</td>
<td>0.01</td>
<td>-0.11</td>
<td>0.02</td>
<td>0.12</td>
<td>0.13</td>
</tr>
<tr>
<td>8. SIZE</td>
<td>0.11</td>
<td>-0.07</td>
<td>-0.08</td>
<td>-0.09</td>
<td>0.04</td>
<td>0.03</td>
<td>0.12</td>
<td>1.00</td>
<td>0.07</td>
<td>-0.19</td>
<td>0.53</td>
<td>0.53</td>
<td>0.19</td>
<td>0.09</td>
<td>0.28</td>
<td>0.70</td>
<td>0.49</td>
</tr>
<tr>
<td>9. REGION</td>
<td>0.11</td>
<td>-0.19</td>
<td>-0.17</td>
<td>-0.11</td>
<td>0.12</td>
<td>0.06</td>
<td>0.15</td>
<td>0.07</td>
<td>1.00</td>
<td>0.07</td>
<td>-0.06</td>
<td>0.003</td>
<td>0.16</td>
<td>0.22</td>
<td>0.23</td>
<td>-0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>10. OWNERSHIP</td>
<td>-0.01</td>
<td>0.002</td>
<td>-0.001</td>
<td>0.05</td>
<td>0.10</td>
<td>0.07</td>
<td>-0.08</td>
<td>-0.19</td>
<td>0.07</td>
<td>1.00</td>
<td>-0.07</td>
<td>-0.09</td>
<td>0.05</td>
<td>-0.06</td>
<td>-0.08</td>
<td>-0.05</td>
<td>-0.08</td>
</tr>
<tr>
<td>11. TEACHING</td>
<td>0.01</td>
<td>-0.13</td>
<td>-0.15</td>
<td>-0.18</td>
<td>-0.09</td>
<td>-0.10</td>
<td>0.07</td>
<td>0.53</td>
<td>-0.06</td>
<td>-0.07</td>
<td>1.00</td>
<td>0.34</td>
<td>0.42</td>
<td>-0.05</td>
<td>0.20</td>
<td>0.57</td>
<td>0.26</td>
</tr>
<tr>
<td>12. REVENUE</td>
<td>0.11</td>
<td>-0.10</td>
<td>-0.01</td>
<td>0.01</td>
<td>-0.03</td>
<td>0.02</td>
<td>0.11</td>
<td>0.53</td>
<td>0.003</td>
<td>-0.09</td>
<td>0.34</td>
<td>1.00</td>
<td>0.08</td>
<td>-0.05</td>
<td>0.07</td>
<td>0.62</td>
<td>0.41</td>
</tr>
<tr>
<td>13. HIGH-DSH-HOSP.</td>
<td>0.08</td>
<td>-0.04</td>
<td>-0.12</td>
<td>-0.02</td>
<td>0.002</td>
<td>0.09</td>
<td>0.01</td>
<td>0.19</td>
<td>0.16</td>
<td>0.05</td>
<td>0.42</td>
<td>0.08</td>
<td>1.00</td>
<td>-0.01</td>
<td>0.19</td>
<td>0.23</td>
<td>0.18</td>
</tr>
<tr>
<td>14. HIGH-BURD.-SYS</td>
<td>-0.08</td>
<td>0.04</td>
<td>0.11</td>
<td>0.11</td>
<td>0.14</td>
<td>-0.14</td>
<td>-0.11</td>
<td>0.09</td>
<td>0.22</td>
<td>-0.06</td>
<td>-0.05</td>
<td>-0.05</td>
<td>-01</td>
<td>1.00</td>
<td>0.42</td>
<td>-0.10</td>
<td>0.20</td>
</tr>
<tr>
<td>15. HIGH-BURD.-HOSP</td>
<td>0.03</td>
<td>-0.12</td>
<td>-0.02</td>
<td>-0.05</td>
<td>-0.10</td>
<td>0.02</td>
<td>0.02</td>
<td>0.28</td>
<td>0.23</td>
<td>-0.08</td>
<td>0.20</td>
<td>0.07</td>
<td>0.19</td>
<td>0.42</td>
<td>1.00</td>
<td>0.18</td>
<td>0.31</td>
</tr>
<tr>
<td>16. PHYSICIANS</td>
<td>0.11</td>
<td>-0.04</td>
<td>0.001</td>
<td>-0.02</td>
<td>-0.03</td>
<td>0.03</td>
<td>0.12</td>
<td>0.70</td>
<td>-0.04</td>
<td>-0.05</td>
<td>0.57</td>
<td>0.62</td>
<td>0.23</td>
<td>-0.10</td>
<td>0.18</td>
<td>1.00</td>
<td>0.57</td>
</tr>
<tr>
<td>17. HOSPITALS</td>
<td>0.14</td>
<td>-0.02</td>
<td>-0.04</td>
<td>0.01</td>
<td>-0.05</td>
<td>0.15</td>
<td>0.13</td>
<td>0.49</td>
<td>0.03</td>
<td>-0.08</td>
<td>0.26</td>
<td>0.41</td>
<td>0.18</td>
<td>-0.20</td>
<td>0.31</td>
<td>0.57</td>
<td>1.00</td>
</tr>
</tbody>
</table>

aSee Table 1 for variable descriptions.

bValues in italics indicate a significant correlation at $P<.10$. 

See Table 1 for variable descriptions.

Values in italics indicate a significant correlation at $P<.10$. 
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Table 4. Characteristics of responding and nonresponding health systems.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Respondents (n=124), n (%)</th>
<th>Nonrespondents (n=511), n (%)</th>
<th>t value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Size</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small (6-99 beds)</td>
<td>11 (8.8)</td>
<td>41 (8.0)</td>
<td>–0.19</td>
</tr>
<tr>
<td>Medium (100-399 beds)</td>
<td>46 (37.1)</td>
<td>210 (41.1)</td>
<td>–0.56</td>
</tr>
<tr>
<td>Large (≥400 beds)</td>
<td>67 (54.0)</td>
<td>260 (50.1)</td>
<td>1.41</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>27 (21.8)</td>
<td>118 (23.1)</td>
<td>0.07</td>
</tr>
<tr>
<td>Midwest</td>
<td>30 (24.2)</td>
<td>132 (25.8)</td>
<td>0.55</td>
</tr>
<tr>
<td>South</td>
<td>45 (36.3)</td>
<td>169 (33.1)</td>
<td>–0.48</td>
</tr>
<tr>
<td>West</td>
<td>22 (17.7)</td>
<td>92 (18.0)</td>
<td>–0.12</td>
</tr>
<tr>
<td><strong>Physicians</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small (51-199 physicians)</td>
<td>50 (40.3)</td>
<td>189 (37.0)</td>
<td>–0.74</td>
</tr>
<tr>
<td>Medium (200-999 physicians)</td>
<td>41 (33.1)</td>
<td>204 (40.0)</td>
<td>–0.69</td>
</tr>
<tr>
<td>Large (≥1000 physicians)</td>
<td>33 (26.7)</td>
<td>118 (23.1)</td>
<td>1.53</td>
</tr>
<tr>
<td><strong>Hospitals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small (1-3 hospitals)</td>
<td>83 (66.9)</td>
<td>338 (66.1)</td>
<td>–1.27</td>
</tr>
<tr>
<td>Medium (4-6 hospitals)</td>
<td>20 (16.1)</td>
<td>66 (12.9)</td>
<td>–0.02</td>
</tr>
<tr>
<td>Large (≥7 hospitals)</td>
<td>21 (16.9)</td>
<td>107 (20.9)</td>
<td>0.81</td>
</tr>
<tr>
<td><strong>Ownership status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investor-owned</td>
<td>3 (2.4)</td>
<td>15 (2.9)</td>
<td>–0.85</td>
</tr>
<tr>
<td>Noninvestor-owned</td>
<td>121 (97.6)</td>
<td>496 (97.1)</td>
<td>0.85</td>
</tr>
<tr>
<td><strong>Teaching status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major teaching</td>
<td>29 (23.4)</td>
<td>138 (27.0)</td>
<td>–0.15</td>
</tr>
<tr>
<td>Minor teaching</td>
<td>58 (46.8)</td>
<td>225 (44.0)</td>
<td>–0.61</td>
</tr>
<tr>
<td>Nonteaching</td>
<td>37 (29.8)</td>
<td>148 (29.0)</td>
<td>0.85</td>
</tr>
</tbody>
</table>

aThe numbers of physicians and hospitals are presented in this table in different categories for easy comparison across respondents and nonrespondents.

**Statistical Analysis**

We used ordered logit regressions to estimate (1) the relationship between specific hospital characteristics and workforce-strategy focus as well as diversity benefits, (2) the relationship between workforce-strategy focus and pathways to equip the workforce, and (3) the mediating effects of workforce choices on the relationship between workforce strategy focus and diversity-driven business and service outcomes. We used ordered logit regressions because the dependent variables are ordinal. This approach does not assume equal intervals between levels of the dependent variable. The ordered logit model is as follows:

\[ Y_i^* = \beta X_i + \epsilon_i \]

where \( Y_i^* \) is the propensity of respondents to indicate higher levels of the dependent variables, \( X_i \) is a set of explanatory variables, \( \beta \) a vector of parameters, and \( \epsilon_i \) are disturbances (errors).

We do not observe \( Y_i^* \); instead, we observe the ordinal dependent variable \( Y_i \). Depending on the values of thresholds or cut-off points \( \tau_{m-1} \) and \( \tau_m \), the probability distribution of \( Y_i \) is as follows:

\[ \Pr(Y_i=m|X_i=\tau) = F(\tau_{m-1}-X\beta)-F(\tau_{m-1}-X\beta) \]

**Ethical Considerations**

An ethics review was not applicable for this study. The data used was received through a leading professional consulting firm that anonymizes and provides secondary firm-level data for research and analysis to draw insights.

**Results**

**Estimation Outcomes**

The first two columns in Table 5 display the results from the ordered logit-model estimations that describe the relationship between contingent factors and health systems’ workforce strategy focus. The remaining two columns in Table 5 present the results on health systems’ diversity-enabled benefits.
First, the results indicate that compared to small-sized health systems, medium-sized health systems are less likely to value diversity and inclusiveness in their D&I strategies ($P<.001$). Conversely, large-sized health systems are more likely to value D&I strategies than small-sized health systems ($P=.002$). There are some differences between health systems located in the Northeast and West, insofar as those in the West tend to focus more on diversity and inclusiveness ($P=.001$).

Second, when the health system includes at least one high-discharge-patient-percentage hospital, it tends to value D&I more ($P<.001$). The results also showed that high-revenue health systems seem to value D&I less than low-revenue health systems. In addition, health systems with a system-wide high uncompensated care burden tend to value D&I less.

These results differ from the estimation results of the contingent factors on valuing a talent-acquisition strategy (Table 5). In terms of a workforce strategy focus, there seem to be no differences in health systems concerning size, ownership status, discharge, uncompensated care burden, and the number of physicians and hospitals. Region and revenue level yielded the most significant differences. The results indicate that health systems in the Northeast emphasize employees’ skills and capabilities more than those located in the South and West. In addition, compared to low-revenue health systems, medium- and high-revenue health systems tend to place less emphasis on a talent-acquisition strategy ($P<.001$).

The last columns in Table 5 show the associations between health system characteristics and business and service benefits (while valuing D&I). The results of size and revenue were consistent for both types of benefits. For both business benefits ($P<.001$) and service benefits ($P<.01$), small-sized health systems tend to gain compared with medium- and large-sized health systems. Further, high-revenue health systems are more likely to gain both types of benefits than low-revenue systems ($P<.001$).

We also found some differences between these two benefits across health systems. For the business, investor-owned health systems, health systems with medium revenue (vs low revenue), health systems with at least one high-discharge-patient-percentage hospital, and health systems with a system-wide uncompensated care burden tend to gain more benefits, whereas health systems with more hospitals are more likely to gain fewer business development benefits due to a diversity strategy. For service-oriented benefits, some differences were found according to region. Compared with health systems located in the Northeast, those in the South and in the West seem to gain fewer service-improvement benefits (Table 5).

Table 6 shows the different relationships between the three workforce pathways and the D&I and talent strategies. The results indicate a significant and negative relationship between D&I STRATEGY and COLLABORATE, but a significant and positive relationship between TALENT STRATEGY and RECRUIT. The relationship between TALENT STRATEGY and COLLABORATE was significant and positive. The relationships between the two strategies and the IMPROVE pathway as well as the relationship between D&I STRATEGY and the RECRUIT pathway were not significant.

Table 7 displays the mediating effects of the three workforce pathways (ie, IMPROVE, RECRUIT, and COLLABORATE) on the direct relationship between D&I and talent strategies and the business benefit. Analysis of the mediating models using Sobel Goodman tests, which determine whether a variable carries (or mediates) the effect of an independent variable to the dependent variable (the outcome of interest), showed that overall, IMPROVE has a higher mediating effect (44%) than COLLABORATE (4%) and RECRUIT (7%) between a D&I strategy and business benefit. Similarly, IMPROVE has a higher mediating effect (13%) than COLLABORATE (5%) and RECRUIT (1%) between a talent strategy and business benefit. Table 8 shows the mediating effects of the three workforce pathways (ie, IMPROVE, RECRUIT, and COLLABORATE) on the direct relationship between D&I and talent strategies on service benefit. Analysis of the mediating models using Sobel Goodman tests showed that overall, IMPROVE has a higher mediating effect (27%) than COLLABORATE (2%) and RECRUIT (0.05%) between a D&I strategy and service benefit. Similarly, IMPROVE has a higher mediating effect (26%) than COLLABORATE (0.06%) and RECRUIT (0.02%) between a talent strategy and service benefit.
Table 5. Differences across health systems<sup>a</sup>.

<table>
<thead>
<tr>
<th>Variables&lt;sup&gt;b&lt;/sup&gt;</th>
<th>D&amp;I strategy&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Talent strategy&lt;sup&gt;e&lt;/sup&gt;</th>
<th>Business benefit&lt;sup&gt;f&lt;/sup&gt;</th>
<th>Service benefit&lt;sup&gt;g&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (SE)</td>
<td>P value</td>
<td>Coefficient (SE)</td>
<td>P value</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIZE_B-MEDIUM</td>
<td>-0.685 (0.074)</td>
<td>&lt;.001</td>
<td>-0.204 (0.516)</td>
<td>.69</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.035 (0.167)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.329 (0.447)</td>
<td>.003</td>
</tr>
<tr>
<td>SIZE_B-LARGE</td>
<td>0.342 (0.110)</td>
<td>.002</td>
<td>0.411 (0.957)</td>
<td>.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.377 (.057)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.441 (0.472)</td>
<td>.002</td>
</tr>
<tr>
<td>REGION-MW</td>
<td>0.069 (0.304)</td>
<td>.82</td>
<td>-0.481 (0.572)</td>
<td>.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.772 (0.948)</td>
<td>.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.945 (0.750)</td>
<td>.21</td>
</tr>
<tr>
<td>REGION-SOUTH</td>
<td>0.180 (0.433)</td>
<td>.68</td>
<td>-1.363 (0.403)</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.698 (0.622)</td>
<td>.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.597 (0.496)</td>
<td>.001</td>
</tr>
<tr>
<td>REGION-WEST</td>
<td>0.482 (0.144)</td>
<td>.001</td>
<td>-0.761 (0.106)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.009 (0.756)</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.224 (0.558)</td>
<td>.03</td>
</tr>
<tr>
<td>TEACHING-MINOR</td>
<td>-0.228 (0.241)</td>
<td>.34</td>
<td>-0.016 (0.419)</td>
<td>.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.207 (0.744)</td>
<td>.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.393 (1.039)</td>
<td>.71</td>
</tr>
<tr>
<td>TEACHING-MAJOR</td>
<td>-0.743 (1.155)</td>
<td>.52</td>
<td>-0.727 (0.394)</td>
<td>.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.673 (0.565)</td>
<td>.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.304 (0.816)</td>
<td>.11</td>
</tr>
<tr>
<td>REVENUE-MEDIUM</td>
<td>0.622 (0.912)</td>
<td>.50</td>
<td>-0.784 (0.042)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.339 (0.122)</td>
<td>.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.169 (0.130)</td>
<td>.19</td>
</tr>
<tr>
<td>REVENUE-HIGH</td>
<td>-0.241 (0.104)</td>
<td>.02</td>
<td>-0.338 (0.047)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.662 (0.098)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.188 (0.046)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HIGH-DSH-HOSP</td>
<td>0.359 (0.061)</td>
<td>&lt;.001</td>
<td>0.298 (0.364)</td>
<td>.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.424 (0.187)</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.038 (0.508)</td>
<td>.94</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>-0.552 (0.250)</td>
<td>.03</td>
<td>0.463 (0.679)</td>
<td>.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.675 (0.127)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.780 (0.526)</td>
<td>.14</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>-0.100 (0.454)</td>
<td>.83</td>
<td>-0.482 (0.708)</td>
<td>.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.302 (0.456)</td>
<td>.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.102 (0.264)</td>
<td>.70</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>-0.258 (0.290)</td>
<td>.37</td>
<td>0.504 (3.485)</td>
<td>.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.559 (0.655)</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.397 (3.235)</td>
<td>.90</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>-0.092 (0.355)</td>
<td>.80</td>
<td>-0.074 (0.307)</td>
<td>.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.102 (0.344)</td>
<td>.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.267 (0.218)</td>
<td>.22</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>0.031 (0.124)</td>
<td>.80</td>
<td>0.189 (0.251)</td>
<td>.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.248 (0.112)</td>
<td>.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.173 (0.164)</td>
<td>.29</td>
</tr>
</tbody>
</table>

<sup>a</sup>The results of the cut points are omitted for brevity.

<sup>b</sup>See Table 1 for variable descriptions.

<sup>c</sup>D&I: diversity and inclusion.

<sup>d</sup>Pseudo $R^2=0.0247$ (n=124 observations).

<sup>e</sup>Pseudo $R^2=0.0298$ (n=124 observations).

<sup>f</sup>Pseudo $R^2=0.0282$ (n=124 observations).

<sup>g</sup>Pseudo $R^2=0.0401$ (n=123 observations).
### Table 6. Workforce strategy focus and workforce pathways

<table>
<thead>
<tr>
<th>Variables</th>
<th>IMPROVE pathway</th>
<th>RECRUIT pathway</th>
<th>COLLABORATE pathway</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (SE)</td>
<td>P value</td>
<td>Coefficient (SE)</td>
</tr>
<tr>
<td>D&amp;I STRATEGY</td>
<td>-0.059 (0.394)</td>
<td>.88</td>
<td>-0.098 (0.153)</td>
</tr>
<tr>
<td>TALENT STRATEGY</td>
<td>-0.099 (0.110)</td>
<td>.37</td>
<td>0.950 (0.156)</td>
</tr>
<tr>
<td>SIZE</td>
<td>0.169 (0.195)</td>
<td>.37</td>
<td>-0.356 (0.512)</td>
</tr>
<tr>
<td>REGION</td>
<td>0.108 (0.248)</td>
<td>.66</td>
<td>0.121 (0.136)</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>1.727 (1.080)</td>
<td>.11</td>
<td>1.071 (0.351)</td>
</tr>
<tr>
<td>TEACHING</td>
<td>-0.256 (0.086)</td>
<td>.003</td>
<td>-0.240 (0.165)</td>
</tr>
<tr>
<td>REVENUE</td>
<td>-0.087 (0.226)</td>
<td>.70</td>
<td>0.025 (0.107)</td>
</tr>
<tr>
<td>HIGH-DSH-HOSP</td>
<td>0.330 (0.108)</td>
<td>.002</td>
<td>0.133 (0.300)</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>0.852 (0.267)</td>
<td>.001</td>
<td>0.193 (0.165)</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>-0.847 (0.517)</td>
<td>.10</td>
<td>-0.483 (0.269)</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>-0.202 (0.054)</td>
<td>&lt;.001</td>
<td>-0.033 (0.155)</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>0.113 (0.109)</td>
<td>.30</td>
<td>0.351 (0.160)</td>
</tr>
</tbody>
</table>

*a* The results of the cut points are omitted for parsimony.

*b* See Table 1 for variable descriptions.

*c* Pseudo $R^2=0.0336$ (n=124 observations).

*d* Pseudo $R^2=0.0940$ (n=124 observations).

*e* Pseudo $R^2=0.0856$ (n=124 observations).

*f* D&I: diversity and inclusion.
Table 7. Associations of workforce pathways and business benefits\(^a\).

<table>
<thead>
<tr>
<th>Variables(^b)</th>
<th>Model 1(^c)</th>
<th>Model 2(^d)</th>
<th>Model 3(^e)</th>
<th>Model 4(^f)</th>
<th>Model 5(^g)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (SE)</td>
<td>P value</td>
<td>Coefficient (SE)</td>
<td>P value</td>
<td>Coefficient (SE)</td>
</tr>
<tr>
<td>D&amp;I(^h) STRATEGY</td>
<td>0.496 (0.335)</td>
<td>.14</td>
<td>0.604 (0.264)</td>
<td>.02</td>
<td>0.505 (0.263)</td>
</tr>
<tr>
<td>TALENT STRATEGY</td>
<td>1.331 (0.252)</td>
<td>&lt;.001</td>
<td>1.500 (0.268)</td>
<td>&lt;.001</td>
<td>1.093 (0.248)</td>
</tr>
<tr>
<td>IMPROVE</td>
<td>___ (^i)</td>
<td>___</td>
<td>0.766 (0.171)</td>
<td>&lt;.001</td>
<td>___</td>
</tr>
<tr>
<td>RECRUIT</td>
<td>___</td>
<td>___</td>
<td>___</td>
<td>___</td>
<td>0.416 (0.012)</td>
</tr>
<tr>
<td>COLLABORATE</td>
<td>___</td>
<td>___</td>
<td>___</td>
<td>___</td>
<td>0.444 (0.076)</td>
</tr>
<tr>
<td>SIZE</td>
<td>-0.292 (0.115)</td>
<td>.01</td>
<td>-0.386 (0.213)</td>
<td>.07</td>
<td>-0.238 (0.135)</td>
</tr>
<tr>
<td>REGION</td>
<td>-0.118 (0.100)</td>
<td>.24</td>
<td>-0.234 (0.051)</td>
<td>&lt;.001</td>
<td>-0.169 (0.082)</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>0.252 (0.663)</td>
<td>.70</td>
<td>-0.326 (1.184)</td>
<td>.78</td>
<td>-0.041 (0.832)</td>
</tr>
<tr>
<td>TEACHING</td>
<td>-0.248 (0.573)</td>
<td>.67</td>
<td>-0.156 (0.553)</td>
<td>.78</td>
<td>-0.177 (0.608)</td>
</tr>
<tr>
<td>REVENUE</td>
<td>0.152 (0.067)</td>
<td>.02</td>
<td>0.239 (0.018)</td>
<td>&lt;.001</td>
<td>0.181 (0.079)</td>
</tr>
<tr>
<td>HIGH-DISH-HOSP</td>
<td>-0.389 (0.536)</td>
<td>.47</td>
<td>-0.437 (0.523)</td>
<td>.40</td>
<td>-0.416 (0.454)</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>0.567 (0.107)</td>
<td>&lt;.001</td>
<td>0.429 (0.138)</td>
<td>.02</td>
<td>0.546 (0.136)</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>0.218 (0.390)</td>
<td>.58</td>
<td>0.428 (0.248)</td>
<td>.09</td>
<td>0.328 (0.296)</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>0.413 (0.560)</td>
<td>.46</td>
<td>0.388 (0.609)</td>
<td>.52</td>
<td>0.419 (0.545)</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>-0.303 (0.205)</td>
<td>.14</td>
<td>-0.182 (0.255)</td>
<td>.48</td>
<td>-0.385 (0.173)</td>
</tr>
</tbody>
</table>

\(^a\)The results of the cut points are omitted for brevity.

\(^b\)See Table 1 for variable descriptions.

\(^c\)Pseudo \(R^2=0.1209\) (n=124 observations).

\(^d\)Pseudo \(R^2=0.1539\) (n=124 observations).

\(^e\)Pseudo \(R^2=0.1391\) (n=124 observations).

\(^f\)Pseudo \(R^2=0.1334\) (n=124 observations).

\(^g\)Pseudo \(R^2=0.1638\) (n=124 observations).

\(^h\)D&I: diversity and inclusion.

\(^i\)Not included in model.
Table 8. Associations of workforce pathways and service benefits.a

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1f</th>
<th>Model 2g</th>
<th>Model 3h</th>
<th>Model 4i</th>
<th>Model 5j</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (SE)</td>
<td>P value</td>
<td>Coefficient (SE)</td>
<td>P value</td>
<td>Coefficient (SE)</td>
</tr>
<tr>
<td>D&amp;I STRATEGY</td>
<td>0.758 (0.088)</td>
<td>&lt;.001</td>
<td>0.770 (0.039)</td>
<td>&lt;.001</td>
<td>0.830 (0.076)</td>
</tr>
<tr>
<td>TALENT STRATEGY</td>
<td>1.165 (0.192)</td>
<td>&lt;.001</td>
<td>1.256 (0.208)</td>
<td>&lt;.001</td>
<td>0.783 (0.139)</td>
</tr>
<tr>
<td>IMPROVE</td>
<td>—</td>
<td>—</td>
<td>0.655 (0.059)</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
<tr>
<td>RECRUIT</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.434 (0.323)</td>
</tr>
<tr>
<td>COLLABORATE</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SIZE</td>
<td>-0.502 (0.350)</td>
<td>.15</td>
<td>-0.521 (0.364)</td>
<td>.15</td>
<td>-0.337 (0.165)</td>
</tr>
<tr>
<td>REGION</td>
<td>-0.204 (0.279)</td>
<td>.47</td>
<td>-0.337 (0.255)</td>
<td>.19</td>
<td>-0.330 (0.189)</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>1.193 (0.507)</td>
<td>.02</td>
<td>0.747 (0.830)</td>
<td>.37</td>
<td>0.766 (0.771)</td>
</tr>
<tr>
<td>TEACHING</td>
<td>-0.314 (0.471)</td>
<td>.51</td>
<td>-0.356 (0.494)</td>
<td>.47</td>
<td>-0.353 (0.662)</td>
</tr>
<tr>
<td>REVENUE</td>
<td>0.387 (0.236)</td>
<td>.10</td>
<td>0.408 (0.234)</td>
<td>.08</td>
<td>0.406 (0.237)</td>
</tr>
<tr>
<td>HIGH-DHS-HOSP</td>
<td>0.030 (0.444)</td>
<td>.95</td>
<td>0.095 (0.446)</td>
<td>.83</td>
<td>0.121 (0.377)</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>1.239 (0.325)</td>
<td>&lt;.001</td>
<td>1.039 (0.468)</td>
<td>.03</td>
<td>1.116 (0.284)</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>-0.429 (0.367)</td>
<td>.24</td>
<td>-0.166 (0.285)</td>
<td>.56</td>
<td>-0.104 (0.182)</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>0.073 (0.453)</td>
<td>.87</td>
<td>0.121 (0.541)</td>
<td>.82</td>
<td>0.178 (0.437)</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>0.221 (0.343)</td>
<td>.52</td>
<td>0.323 (0.344)</td>
<td>.35</td>
<td>-0.007 (0.244)</td>
</tr>
</tbody>
</table>

aThe results of the cut points are omitted for brevity.
bSee Table 1 for variable descriptions.
cPseudo $R^2=0.123$ (n=123 observations).
dPseudo $R^2=0.153$ (n=123 observations).
ePseudo $R^2=0.178$ (n=123 observations).
fPseudo $R^2=0.135$ (n=123 observations).
gPseudo $R^2=0.194$ (n=123 observations).
hD&I: diversity and inclusion.
iNot included in model.

Discussion

Implications of Findings

Getting diversity right in the health care workforce remains a challenge, regardless of the widespread realization that D&I is critically important in this sector. Health systems lag in proactive plans, results-driven strategies, and subsequent implementations. Without these, the concept of D&I will be but a fad without any tangible results for decades to come.

This study explored the differences in D&I strategies across different health system characteristics. The findings suggest that health systems with fewer beds, those located in the western United States, with low revenues, with at least one high-discharge hospital, and a relatively low system-wide uncompensated care burden tend to value D&I more and are more likely to have a D&I strategy in place. Plausibly, these systems are driven by a focused strategy, locational alignments, and a manageable suite of complexities to instill D&I plans. Some of these differ from a talent-acquisition approach.
indicating that health systems treat these two diversity practices differently. Regarding the diversity benefits, it seems that small health systems with comparatively high revenue have been able to gain both business- and service-related benefits; however, in other aspects of the health systems, the benefits vary across categories.

The most important contribution of this study has been to compare and contrast the three workforce pathways and their associations with benefits. The findings suggest that health systems that value only a D&I strategy may not rely on collaboration with universities to equip their workforces. However, health systems that value a talent strategy will look externally to recruit new workers and seek collaboration with universities.

While examining the pathways through mediation analyses, we established that the IMPROVE pathway is more effective than the RECRUIT and COLLABORATE pathways in enabling the diversity strategy to prompt business or service benefits. Moreover, these pathway effects go hand-in-hand with a talent strategy, indicating that both talent and diversity strategies need to be aligned to achieve the best results for a health system.

Limitations and Directions for Further Research
This study has some limitations that future studies may be able to address. For example, we did not focus on the effects of internal issues (eg, management, coordination) on diversity. Furthermore, the opportunities and barriers to diversity strategies should be studied in detail. Relating diversity to well-known aspects of health care delivery, such as cost, quality, and patient-experience outcomes, is also essential. We also need to note that the 22% response rate is not very high, although it represents the US health systems’ population. Increasing response rates and covering all health systems in a study will require significant resources, and we may perform such a study in the future.

Conclusions
The challenges and uncertainties that COVID-19 presented to health systems in the United States have been unprecedented. The pandemic has propelled many issues to the forefront, including diversity. It is time for health systems to address the diversity issue, which has been a point of conversation for more than two or three decades. However, little progress has been made to date, and few proactive strategies are in place, leading to a nondiverse workforce in US health care.

This study demonstrates that D&I efforts have numerous positive business and service outcomes. Regarding the methods to address the talent shortage, it seems that health systems that value D&I are less likely to seek external collaborations. This may be because external collaboration is not an effective way to promote D&I inside the health systems. A notable point is the importance of professional and executive training programs, and further education for instilling a D&I mindset, strategy, and pathways in a health system. This improvement pathway is beneficial for outcomes; however, diversity and talent-acquisition efforts must be aligned with recruitment to yield multiple benefits for health systems. Following these findings, our recommendations will help health systems establish a more diverse health care workforce and improve outcomes for a diverse population.
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Abstract

Background: Digital tools may help to address social deficits in schizophrenia, particularly those that engage social comparison processes (ie, evaluating oneself relative to others). Yet, little is known about social comparison processes in schizophrenia or how best to capture between- versus within-person variability, which is critical to engaging comparisons in digital interventions.

Objective: The goals of this pilot study were to (1) better understand affective responses to social comparisons among individuals with schizophrenia, relative to healthy controls, using a validated global self-report measure; and (2) test a new brief, mobile assessment of affective responses to social comparison among individuals with schizophrenia, relative to the full measure. This study was conducted in 2 phases.

Methods: We first compared self-reported affective responses to social comparisons between individuals with schizophrenia (n=39) and healthy controls (n=38) using a traditional self-report measure, at 2 time points. We examined the temporal stability in responses and differences between groups. We then evaluated the performance of brief, mobile assessment of comparison responses among individuals with schizophrenia, completed over 12 weeks (n=31).

Results: Individuals with schizophrenia showed greater variability in affective responses to social comparison than controls on traditional measures and completed an average of 7.46 mobile assessments over 12 weeks. Mobile assessments captured within-person variability in affective responses in the natural environment (intraclass correlation coefficients of 0.40-0.60). Average scores for mobile assessments were positively correlated with responses to traditional measures.

Conclusions: Affective responses to social comparison vary both between and within individuals with schizophrenia and capturing this variability via smartphone surveys shows some evidence of feasibility. As affective variability is a potential indicator of poor outcomes among individuals with mental health conditions, in the future, a brief, mobile assessment of affective responses to social comparisons may be useful for screening among individuals with schizophrenia. Further research on this process is needed to identify when specific comparison messaging may be most effective in digital interventions and could suggest new therapeutic targets for illnesses such as schizophrenia.

(JMIR Form Res 2022;6(5):e36541) doi:10.2196/36541
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Introduction

Schizophrenia currently affects approximately 1% of the US population [1]. Available pharmacological treatments can address positive symptoms (eg, hallucinations, delusions), but they are not as effective for negative symptoms (eg, amotivation, social deficits) [2], which are associated with greater disability and impairment [3]. While specialized therapies exist to help treat the social deficits in schizophrenia, access to them remains limited [4], and understanding ways to encourage social engagement remains a core priority for research and clinical care.

Across health care, digital technologies have the potential to increase access to and improve quality of care. Digital treatments for mental health conditions, such as those delivered via smartphone apps, are popular and over 10,000 already exist [5]. However, sustained engagement with app-based treatments is low: after 2 weeks, 96% of those who download a mental health app have stopped engaging with it [6]. Given the relapse, remitting, or chronic pattern of mental illnesses such as schizophrenia, sustained engagement is critical for digital treatments to have maximal impact. Strategies to boost engagement with these treatments include use of social networks to promote social support [7]. Evidence shows that social networks are currently the most effective means to drive sustained engagement with mental health apps, and that apps that offer social support have higher rates of engagement than those that do not [6].

In addition to processes such as social support, the efficacy of social networks to drive engagement (and consequent behavior change) rests in part on social comparison processes. Comparing one’s opinions, skills, or behaviors to those of relevant others allows people to evaluate themselves, which reduces uncertainty in these domains [8]. Theory and evidence indicate that people make upward comparisons (comparing themselves to someone better off) or downward comparisons (comparing themselves to someone worse off), and that these comparisons can have a range of consequences for both short-term affect and longer-term behavior [9]. The effects of comparisons depend on a variety of person-level and contextual factors, including perceived similarity to the comparison target [10].

Specifically, the Identification/Contrast Model [11], which has been applied often in chronic illness populations, suggests that focusing on similarities between the self and an upward comparison target (upward identification) leads to positive affective responses, such as increased confidence in one’s ability to achieve the target’s status and motivation to engage in related behaviors. Focusing on differences between the self and an upward target (upward contrast) has the opposite effect, as it highlights the comparator’s inferiority and may suggest that a similar status is not achievable. Conversely, focusing on similarities with a downward target (downward identification) leads to negative affective responses, as this confirms that the comparator’s situation is or will become grave. Focusing on differences between the self and a downward target (downward contrast) can alleviate anxiety and boost positive affect, as the comparator is already doing better than someone else.

In addition, there is ample evidence that people with mental health conditions (eg, major depression, anxiety disorders) may use and respond to comparisons differently than people without these conditions [12,13], though the extent to which identification and contrast processes contribute to these differences is unknown. Specifically, within-person variability in affective response associated with identification versus contrast may help to explain these differences. Greater (vs. lesser) affect variability is associated with poorer mental health outcomes, such as lower self-esteem, worse depressive symptoms, and more neuroticism [14], as well as more frequent alcohol use [15]. A better understanding of variability in affective responses to social comparison in schizophrenia would be useful for treatment, given the disease-specific needs to improve social outcomes and general needs to improve engagement with digital treatments (eg, mobile apps) that afford the potential of scalable and accessible care. Social comparison offers a theoretical basis with real-world applicability to drive engagement with digital treatments in this population.

Although both upward and downward comparisons are common in illnesses such as cancer [10], prior research suggests that those with schizophrenia predominantly use downward comparisons [16], and that downward comparisons may propagate delusional states [17]. However, this research is limited in scope, and to date, the topic has received little attention. Further, despite the frequency with which social comparison is cited as a feature of digital health apps [18], little is known about how social comparison drives engagement and outcomes with apps, especially apps designed for chronic mental illness. Understanding the impact of social comparison in this context is critical, as negative uses of social comparison (eg, upward contrast or downward identification) could reduce app engagement and motivation for healthy behavior, while positive use (eg, upward identification or downward contrast) could drive sustained engagement and healthy behaviors. At present, however, it is not clear how best to assess patients’ identification and contrast processes in the context of a digital environment.

Effective assessments should be ecologically valid and respond to known contextual influences on social comparison processes [19]—specifically, that they will capture variability in responses for the same person over time, as well as differences between people that are more stable over time [20]. This distinction is particularly necessary for examining affective variability and has been identified as critical to advancing clinical science in schizophrenia [21,22]. Ideally, these assessments also would be brief and conducive to integration with other app features, to allow these features to adapt to immediate or longer-term shifts in response to social comparisons. As no such assessment tool exists, the aims of this pilot study were to differentiate between- versus within-person variability in responses to a global social comparison measure among individuals with schizophrenia and healthy controls, and to examine the performance of a brief, mobile version of this measure among individuals with schizophrenia. The research questions and exploratory hypotheses that guided this study were:

1. How do self-reported responses to social comparisons among individuals with schizophrenia compare with those of healthy controls? We expected to observe stronger
negative or weaker positive responses to comparisons among those with schizophrenia.

2. A. How much within-person variability is there in self-reported responses to social comparisons? We expected to observe meaningful within-person variability in affective responses to social comparisons.

B. Does variability differ between individuals with schizophrenia and healthy controls? We expected to observe greater within-person variability in affective responses to social comparisons among individuals with schizophrenia.

3. Among individuals with schizophrenia, does a brief mobile assessment of self-reported responses to social comparisons show convergent validity with the full scale? We expected to observe moderate to strong correlations between scores on the full and mobile versions of this measure.

**Methods**

**Participants and Procedure**

Procedures were approved by the institutional review board at the supporting institution and all participants provided written informed consent. Adults with schizophrenia were recruited from outpatient clinics in a large city in the northeastern United States region, where diagnosis was verified through clinical records. Control participants were recruited via online social media postings targeting college students in the same city. Control participants were assessed in person and were eligible if they did not screen positive for mental illness based on the Mini International Neuropsychiatric Interview [23]. Smartphone ownership and ability to run the study app on that smartphone, age 18 or older, and ability to participate in informed consent processes were the inclusion criteria in both samples.

Participants were 39 patients with schizophrenia (20/39, 51%, men; mean age 37.45 [SD 14.86] years) and 38 healthy controls (17/38, 45%, men; mean age 30.50 [SD 16.65] years; Table 1). As part of a larger clinical battery, all participants completed the full Identification-Contrast Scale (described below) in the clinic, both at the start of the study and at the second visit 3 months later. A total of 59 participants returned for the 3-month follow-up (n=31 patients, n=28 healthy controls); rates of attrition did not differ between samples ($\chi^2=0.05; P=0.82$). All participants were compensated for in-person assessments at US $20 per visit.

During 12 weeks of mobile assessment that occurred between clinic visits, the mobile version of the Identification-Contrast Scale developed for this study (also described below) appeared twice per week, among patients with schizophrenia only. A total of 24 patients completed mobile assessments during the 12-week window. Participants were oriented to the questions in person. When using the app between sessions, participants were free to ignore any mobile surveys and were not compensated on the basis of completion.

**Table 1.** Demographic information for individuals with schizophrenia and healthy controls.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Individuals with schizophrenia (n=39)</th>
<th>Healthy controls (n=38)$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>37.45 (14.86)</td>
<td>30.50 (16.65)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>20 (51)</td>
<td>17 (45)</td>
</tr>
<tr>
<td>Women</td>
<td>19 (49)</td>
<td>19 (50)</td>
</tr>
<tr>
<td><strong>Race, n (%)$^b$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaskan native</td>
<td>4 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asian American</td>
<td>1 (3)</td>
<td>25 (66)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>11 (28)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Multiracial or other</td>
<td>1 (3)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>White</td>
<td>21 (54)</td>
<td>6 (16)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Four-year college graduate or higher</td>
<td>14 (36)</td>
<td>30 (79)</td>
</tr>
<tr>
<td>Some college</td>
<td>11 (28)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>High-school graduate/General Educational Development</td>
<td>11 (28)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Some high school</td>
<td>3 (8)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

$^a$Two participants did not provide complete demographic information.

$^b$One participant did not specify their race.

**Full Measure (All Participants)**

The Identification-Contrast Scale [24] is a 12-item measure of positive and negative responses to comparisons with upward and downward targets, allowing for inferences about identification and contrast with each directional target. The measure has subscales for each direction and type of response (upward identification, upward contrast, downward identification, and downward contrast), with 3 items per subscale. Items such as “When I see or think about others who..."
are doing better than I am, I am pleased that things can get better” are rated on a scale of 1 (not at all) to 5 (strongly). Responses for the 3 items associated with each subscale are averaged to create subscale scores; higher scores on each subscale indicate stronger perceptions of identification or contrast with the relevant target (upward vs. downward). This measure has shown strong psychometric properties among individuals with chronic conditions such as cancer [25] and traumatic brain injury [26]. In this study, internal consistency estimates (Cronbach’s α) across all participants at baseline were high for all subscales: .84 for upward identification, .78 for upward contrast, .83 for downward identification, and .85 for downward contrast.

**Mobile Assessment (Individuals With Schizophrenia Only)**

The mobile version of the Identification-Contrast Scale was designed to maximize the power of the full scale while limiting the number of items to be completed in the natural environment. To achieve this balance, the item on each scale with the highest factor loadings was selected for delivery via mobile app [24]. These were *When I see or think about others who are doing better than I am, I realize that it’s possible to improve* (upward identification); *When I see or think about others who are doing better than I am, I feel frustrated about my own situation* (upward contrast); *When I see others who are doing worse than I am, I feel fear that my future will be similar to them* (downward identification); and *When I see others who are doing worse than I am, I feel relieved about my own situation* (downward contrast). We retained the exact wording of these items to maintain their validity. During orientation to the measures, however, participants were instructed to respond to these items with their recent (rather than global or aggregated) experiences; specifically, they were asked to focus on their experiences since the last assessment.

**Data Analysis**

Descriptive statistics for each subscale of the full Identification/Contrast measure included means and SDs for each group (individuals with schizophrenia vs. healthy controls) at each time point. To address the first research question, independent *t* tests with associated Cohen’s d effect sizes were used to compare scores between groups at each time point. With respect to the second research question, 2-level multilevel models with restricted maximum likelihood estimation were used to account for assessment points (level 1) nested within individuals (level 2). Intraclass correlation coefficients (ICCs) were calculated from empty models to determine the proportions of variance attributable to stable, between-person differences and within-person variation (plus error; research question 2A), and differences between groups were tested with model comparisons (χ²; research question 2B).

The third research question was addressed in 2 ways. First, descriptive information was examined to determine how often individuals with schizophrenia completed mobile assessments of social comparison responses and how much variability in their responses was between- versus within-person. Second, bivariate correlations (r) were calculated between full-scale scores and the average of each participant’s brief mobile assessments. Given the small sample size for this preliminary study, particularly for individuals with schizophrenia who completed mobile assessments (n=24), the criterion for statistical significance was set at *P*<.10, and effect size estimates were emphasized for interpretation of findings.

**Ethical Approval**

The Institutional review board at Beth Israel Deaconess Medical Center has approved this study (institutional review board protocol number: 2017P000359).

**Results**

**Identification and Contrast Among Individuals With Schizophrenia Versus Healthy Controls**

Descriptive statistics for each group by time point are presented in Table 2. At time 1, individuals with schizophrenia reported stronger tendencies toward upward contrast (*t*=2.82, *d*=0.63) and downward identification (*t*=3.10, *d*=0.69) than healthy controls (*P*<.01), and both differences were associated with medium effect sizes. At time 2, the group difference for downward identification persisted (*t*=2.66, *d*=0.71; *P*=.01), and a group difference for downward contrast emerged (ie, individuals with schizophrenia reported weaker tendencies; *t*=−2.35, *d*=0.63; *P*=.02). However, the group difference for upward contrast disappeared at time 2 (*t*=1.54, *P*=.13). Groups did not differ with respect to upward identification at either time point (*P*s>.57). Thus, for 3 of 4 subscales, individuals with schizophrenia reported stronger tendencies toward negative-outcome comparisons, and weaker tendencies toward positive-outcome comparisons than did healthy controls.
Table 2. Descriptive statistics for traditional self-report measures and differences between individuals with schizophrenia and healthy controls.

<table>
<thead>
<tr>
<th>Response to comparison</th>
<th>Individuals with schizophrenia, mean (SD)</th>
<th>Healthy controls, mean (SD)</th>
<th>Differences between samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upward identification</td>
<td>4.06 (1.08)</td>
<td>4.19 (0.99)</td>
<td>( t_{76} = -0.57, d = 0.13 )</td>
</tr>
<tr>
<td>Upward contrast</td>
<td>2.54 (1.35)</td>
<td>1.81 (0.92)</td>
<td>( t_{76} = 2.82^b, d = 0.63 )</td>
</tr>
<tr>
<td>Downward identification</td>
<td>2.06 (1.26)</td>
<td>1.37 (0.55)</td>
<td>( t_{76} = 3.10^b, d = 0.69 )</td>
</tr>
<tr>
<td>Downward contrast</td>
<td>3.36 (1.26)</td>
<td>3.78 (0.97)</td>
<td>( t_{76} = 1.69, d = 0.37 )</td>
</tr>
<tr>
<td></td>
<td>Time 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upward identification</td>
<td>3.92 (1.11)</td>
<td>4.01 (0.86)</td>
<td>( t_{56} = 0.33, d = 0.09 )</td>
</tr>
<tr>
<td>Upward contrast</td>
<td>2.57 (1.29)</td>
<td>2.07 (1.18)</td>
<td>( t_{56} = 1.54, d = 0.40 )</td>
</tr>
<tr>
<td>Downward identification</td>
<td>2.22 (1.26)</td>
<td>1.49 (0.71)</td>
<td>( t_{56} = 2.66^d, d = 0.71 )</td>
</tr>
<tr>
<td>Downward contrast</td>
<td>2.88 (1.42)</td>
<td>3.62 (0.91)</td>
<td>( t_{56} = 2.35^d, d = 0.63 )</td>
</tr>
</tbody>
</table>

\(^a n = 39 \text{ and } 38 \text{ for columns 2 and 3, respectively.}^\)
\(^b P < .01.\)
\(^c n = 31 \text{ and } 28 \text{ for columns 2 and 3, respectively.}^\)
\(^d P < .05.\)

**Variability in Identification and Contrast**

Across time points and participant groups, ICCs for upward and downward identification were 0.40 and 0.41, respectively, indicating that approximately 40% of variability in these tendencies was due to stable, between-person differences, whereas 60% was due to within-person variation (and error). Stability estimates for upward and downward contrast were slightly higher (ICCs 0.60 and 0.57, respectively), though within-person variation components for all 4 scales were statistically significant (\( P < .01 \)). Moreover, individuals with schizophrenia showed greater variability in responses to social comparison than healthy controls on 3 of 4 subscales (upward contrast: \( \chi^2 = 8.20 \); downward identification: \( \chi^2 = 25.70 \); downward contrast: \( \chi^2 = 8.70; P < .03 \)). The exception was for upward identification (\( \chi^2 = 1.50; P = .50 \)), where variability did not differ between groups.

**Brief Mobile Assessment of Identification and Contrast**

Among individuals with schizophrenia, there was considerable between-person variability in the number of mobile assessments of social comparison responses completed during the 12-week assessment window. These individuals completed assessments between 1 and 28 times, with an average of 7.46 times per person (SD 6.47). ICCs showed that 40%-60% of variability in response to each item was attributable to stable, between-person differences (Table 3), with the remaining 40%-60% capturing within-person variation across assessments and error. Between-person, average scores for mobile assessments of social comparison responses were positively correlated with responses to the same items when they were completed as part of the full measures (ie, at times 1 and 2). The strength of these associations ranged from \( r = 0.17 \) to 0.72 (\( P < .10 \)). Mobile assessment of downward contrast showed the most consistent positive associations, with \( r = 0.55 \) at time 1 and \( r = 0.66 \) at time 2 (\( P < .02 \)). Moreover, scores on 1-item assessments were positively correlated with subscale scores on the full measures, with the strength of associations ranging from \( r = 0.24 \) to 0.76 (Table 3).
discuss further the role of upward and downward social comparisons in schizophrenia. Overall, these findings highlight the potential of social comparison responses through digital tools such as smartphones, providing guidance in digital interventions to minimize negative affective responses to comparisons among patients with schizophrenia. Importantly, findings from this study also provide preliminary support for the feasibility of collecting real-time data on social comparison responses through digital tools such as apps, and suggest the potential for these data to inform the tailoring of digital interventions for schizophrenia. For example, although there were considerable between-person differences in the number of social comparison smartphone assessments completed (and considerable variability in item responses), smartphone assessments showed 3 important features. These assessments were completed voluntarily throughout the assessment period; they captured both between- and within-person variability in affective responses to comparisons; and responses to mobile items were positively related to the number of social comparison smartphone assessments completed.


discussion

individuals with schizophrenia experience meaningful deficits in social integration and perception that may be targeted with digital interventions, though patient engagement with these interventions is modest. The opportunity to make social comparisons may help to address these problems, though this concept has received little attention in schizophrenia. As an initial step, the results of this study provide necessary, if preliminary, insight into this process at multiple levels. The limited existing work on social comparisons among individuals with schizophrenia focused on the use of upward versus downward comparisons [16]. As both upward and downward comparisons can have positive and negative consequences [27], however, this study extended previous work by focusing on responses to upward and downward comparisons, rather than on their mere occurrence or frequency.

specifically, this study captured reports of affective responses to upward and downward social comparisons (as indicators of identification and contrast processes), which are better longitudinal predictors of clinical outcomes among individuals with chronic medical conditions than the reported direction of comparisons [26]. Our findings show that patients with schizophrenia report experiencing negative affect from comparisons more often than healthy controls, and that this difference persists over 3 months. If these findings are confirmed in larger samples, clinical implications include (1) considering discussion of social comparisons in therapy sessions with patients as a potential trigger for their symptoms, and (2) providing guidance in digital interventions to minimize negative effects. Research implications include using comparisons to increase positive engagement with digital health interventions (eg, smartphone app notifications) and understanding whether social comparisons moderate negative symptoms in schizophrenia, depending on the environmental and social context.

further, although most studies of social comparison focus on stable differences between people [9,10], the present findings underscore the dynamic nature of social comparison and suggest the value of repeated assessment for revealing how comparisons also vary over time and across contexts—particularly among individuals with chronic conditions such as schizophrenia. In addition to showing more frequent negative responses to comparisons than healthy controls, patients with schizophrenia showed greater variability in their negative and positive affective responses to comparisons over 3 months. Given that affect variability has been linked to poor mental health outcomes [14,15], it is possible that affect variability in response to comparisons in schizophrenia contributes to the maintenance of social deficits and related negative symptoms. This hypothesis requires further investigation.

importantly, findings from this study also provide preliminary support for the feasibility of collecting real-time data on social comparison responses through digital tools such as apps, and suggest the potential for these data to inform the tailoring of digital interventions for schizophrenia. For example, although there were considerable between-person differences in the number of social comparison smartphone assessments completed (and considerable variability in item responses), smartphone assessments showed 3 important features. These assessments were completed voluntarily throughout the assessment period; they captured both between- and within-person variability in affective responses to comparisons; and responses to mobile items were positively related to the number of social comparison smartphone assessments completed.

Overall, the observed variability in affective response to comparisons among patients with schizophrenia suggests that there are times when negative (and positive) affective responses are stronger than others. In future studies of this kind, smartphone-based assessment may enable modeling of moderators of social comparison response, such as comparison dimension (ie, what about the self is being compared), mode of comparison (ie, face-to-face vs. via social media), or motivation for comparison (ie, self-selected from a range of options for a particular purpose, or in response to exposure to a single target) [19]. Such an assessment also could be paired with passive data from smartphone sensors (eg, about sleep patterns, mobility, location) to help determine when a patient is likely to respond positively or negatively to a specific type of comparison, and thus, whether a comparison might have immediate utility. Together, this approach may enable more personalized models of social comparison that are tailored to the dynamic, real-time state of each patient, thus enabling more actionable decision-making.
points for use in just-in-time adaptive interventions [28]. Such tailoring is likely to promote engagement with digital interventions by more effectively responding to immediate needs, and thus, customizing a comparison opportunity that is most likely to be engaging or helpful to that person at the time it is deployed.

In the current era of socially connected digital health tools, where patients with schizophrenia engage at rates equal to the general population [29], there is a renewed need to understand how social comparison theory can assist in ensuring that technology-mediated social interactions are engaging and beneficial. In addition, the need to increase engagement with digital therapies is broader than the context of schizophrenia [28]. Although the results of this study offer insights into social comparison processes in schizophrenia, the methodology presented should be generalizable across many diverse use cases. Thus, the potential of social comparison processes to help drive engagement through more meaningful, relevant, and beneficial messaging that are responsive to local environmental, temporal, and social circumstance highlights the broad applicability of our novel methods.

Strengths of this study include its recruitment of both individuals with schizophrenia and healthy controls, both with equal proportions of men and women, and the use and comparison of both traditional self-report measures and brief versions modified for mobile assessment. Further, the emphasis of this study was on differentiating between- and within-person variability in a critical but understudied aspect of social comparison (ie, affective response), using appropriately sophisticated statistical methods.

As this was a formative pilot study, however, there were noteworthy limitations. Our sample sizes were modest, particularly at time 2, and participants were predominantly White or Asian American. We also did not have the opportunity to include a clinical control group. Given that participants had flexibility in their completion of mobile assessments, compliance with these assessments was inconsistent across participants. Modest compliance with mobile assessments is common among individuals with schizophrenia and other severe and persistent mental illnesses [30-33]. To ensure that missing data do not bias conclusions, a priority for future work will be to understand patterns of missingness and best practices for reducing it in these and similar populations. For example, participants were not compensated for completing assessments and did not have access to their survey data; adding these components may increase compliance with mobile assessments among individuals with schizophrenia.

In addition, despite reviewing instructions with participants at orientation to specify the time window they should use for reference when completing the mobile version of the Identification-Contrast Scale, it is possible that participants with schizophrenia responded with more global than contextually sensitive impressions of their affective responses. The considerable within-person variability observed in their responses suggests that the measure was sensitive to context, but future studies should consider adding more specific instructions to the mobile version of the measure.

Finally, given the complexity of social comparison and the emphasis on general affective responses in this study, assessments also did not capture all of the aspects of this process that may be relevant to its role in daily life. For example, measures used in this study did not assess individual instances of social comparison, and thus, did not capture the dimension or mode [34]. Nevertheless, as an initial step in this line of work, findings from this study provide critical evidence to inform future research focused on mobile assessment of social comparison and the tailoring of comparison opportunities to promote patient engagement with digital interventions.
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Abstract

Background: Contact tracing has been globally adopted in the fight to control the infection rate of COVID-19. To this aim, several mobile apps have been developed. However, there are ever-growing concerns over the working mechanism and performance of these applications. The literature already provides some interesting exploratory studies on the community’s response to the applications by analyzing information from different sources, such as news and users’ reviews of the applications. However, to the best of our knowledge, there is no existing solution that automatically analyzes users’ reviews and extracts the evoked sentiments. We believe such solutions combined with a user-friendly interface can be used as a rapid surveillance tool to monitor how effective an application is and to make immediate changes without going through an intense participatory design method.

Objective: In this paper, we aim to analyze the efficacy of AI and NLP techniques for automatically extracting and classifying the polarity of users’ sentiments by proposing a sentiment analysis framework to automatically analyze users’ reviews on COVID-19 contact tracing mobile apps. We also aim to provide a large-scale annotated benchmark data set to facilitate future research in the domain. As a proof of concept, we also developed a web application based on the proposed solutions, which is expected to help the community quickly analyze the potential of an application in the domain.

Methods: We propose a pipeline starting from manual annotation via a crowd-sourcing study and concluding with the development and training of artificial intelligence (AI) models for automatic sentiment analysis of users’ reviews. In detail, we collected and annotated a large-scale data set of user reviews on COVID-19 contact tracing applications. We used both classical and deep learning methods for classification experiments.

Results: We used 8 different methods on 3 different tasks, achieving up to an average F1 score of 94.8%, indicating the feasibility of the proposed solution. The crowd-sourcing activity resulted in a large-scale benchmark data set composed of 34,534 manually annotated reviews.
Conclusions: The existing literature mostly relies on the manual or exploratory analysis of users’ reviews on applications, which is tedious and time-consuming. In existing studies, generally, data from fewer applications are analyzed. In this work, we showed that AI and natural language processing techniques provide good results for analyzing and classifying users’ sentiments’ polarity and that automatic sentiment analysis can help to analyze users’ responses more accurately and quickly. We also provided a large-scale benchmark data set. We believe the presented analysis, data set, and proposed solutions combined with a user-friendly interface can be used as a rapid surveillance tool to analyze and monitor mobile apps deployed in emergency situations leading to rapid changes in the applications without going through an intense participatory design method.

(JMIR Form Res 2022;6(5):e36238) doi:10.2196/36238
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Introduction

Contract Tracing in the COVID-19 Response

Since the emergence of COVID-19, public authorities are trying their best globally to slow down the infection rate of the virus. As part of their efforts, several solutions, such as closing public places, imposing full or partial lockdowns, and limiting people’s contacts, have been implemented. Contact tracing has been globally recognized as one of the effective methods to slow down the infection rate of the virus [1]. To this aim, most of the initial efforts were based on manually tracing the contacts of infected persons. Manual contact tracing works only when the infected person knows who has been in physical contact with him or her, which reduces the effectiveness of the method. Moreover, manual contact tracing is a very time- and resource-consuming process [2,3].

The potential of contact tracing could be fully utilized if, ideally, the contact tracing mechanism can track the contact of an infected person on a very large scale. For instance, it would be ideally beneficial if authorities are able to track where the infected person has been and identify and notify the potential contacts of the patient. Technology, such as proximity sensors in smartphones and wearable devices, can help in such situations, allowing authorities to automatically notify potential cases more quickly and accurately [1,4]. To this aim, several mobile apps with a diversified set of features have been developed worldwide, each aligned with COVID-19–related policies, social values, and local infrastructure. However, the success of such applications is largely constrained by the number of users. According to Hinch et al [5], the potential of these mobile apps could be fully utilized if used by at least 80% of mobile users—which is 56% of the total population in the case of the United Kingdom, as reported by the authors, but generally depends on mobile penetration in the country.

To increase the number of users of these applications, different strategies and policies have been devised [6]. For instance, public authorities in several countries have made it mandatory for residents to install the contact tracing application to be able to access shopping malls, transportation, hospital, and other public places.

However, there are several concerns over these applications in terms of both effectiveness and privacy. For instance, since the applications require the tracking of individuals’ movements with GPS and other sensors to track their interactions, privacy concerns may arise [7,8]. Moreover, the literature has also identified a lack of understanding and unavailability of the technology (eg, smartphones) for a large portion of the population in limited-income countries as one of the main reasons for the lower effectiveness of such contact tracing applications [9].

Motivation for This Study

The motivation for this study originated from the observation that, despite their successes, contact tracing applications have been subjected to public criticism and scrutiny globally due to concerns over privacy and other technical issues including enhanced battery consumption. We believe an analysis of users’ reviews on these applications will lead to a better understanding of the concerns over these applications. There are already some efforts in this regard [3,9,10]. However, the majority of the methods rely on exploratory and manual analysis of the users’ reviews, which is a resource- and time-consuming process. Moreover, some of the work also relies on existing general sentiment analysis platforms or tools, without training or fine-tuning the tools on COVID-19 application reviews. For instance, in [10], a commercial tool, AppBot, has been used for sentiment analysis of users’ reviews on only 9 mobile apps used in Europe. However, the tool relies on artificial intelligence (AI) models trained for generic sentiment analysis and returns 4 types of sentiment, namely positive, negative, neutral, and mixed. As a result, the outcome is not reliable, as the models are not trained on the task-specific data (ie, app reviews). For instance, a vast majority of the reviews are highlighting some technical issues, such as difficulties with registration, which also need to be analyzed. To address those limitations, we believe a task-specific model trained on a large-scale data set of manually annotated user reviews will help to make a better and context-specific classification of the reviews. Moreover, the existing literature relies on user reviews of fewer applications used in a specific region, which cover only a portion of the world’s population.

Scope and Contributions

To facilitate an automatic sentiment analysis of users’ reviews on these applications, a large-scale manually annotated data set is needed to train and evaluate machine learning (ML) models for sentiment analysis. In this work, we collected and annotated a large collection of manually annotated user reviews of 46 different applications. More specifically, we collected and
annotated a large-scale data set of Android and iOS mobile app users’ reviews for COVID-19 contact tracing.

We analyzed how AI models can help to automatically extract and classify the polarity of users’ sentiments and propose a sentiment analysis framework to automatically analyze users’ reviews on COVID-19 contact tracing mobile apps. Several algorithms were proposed and evaluated on the data set as a proof of concept to show the efficacy of automatic sentiment analysis of users’ reviews of these applications. After manually analyzing and annotating users’ reviews, we employed both classical (ie, multinomial Naïve Bayes [MNB], support vector machine [SVM], random forest [RF]) and deep learning (ie, neural networks [11], fastText [12], and different transformers [13]) methods for classification experiments. This resulted in 8 different classification models. Moreover, to the best of our knowledge, this is the first attempt to develop a large-scale benchmark data set for sentiment analysis of users’ reviews on COVID-19 contact tracing applications, which are from 46 distinct countries, from Google Play and Apple App Store. The proposed solutions combined with an interface can be used as a rapid surveillance tool to monitor how effective the app is and to make immediate changes without going through an intense participatory design method, which, although in normal circumstances is optimal, is not optimal in emergency situations in which a mobile device needs to be deployed immediately for the greater public good and with little-to-no user input from the beginning.

The main contributions of the work can be summarized as follows: We provide 34,534 manually labeled reviews based on the analysis of 40,000 reviews from 46 different COVID-19 contact tracing applications. The labels consist of sentiment polarities (ie, positive, neutral, and negative) and a label (technical issue). We provide an in-depth analysis of the data set that demonstrates different characteristics and insights. We share the data set and data splits with the research community for both reproducibility and further enhancements. We report benchmark results using 8 different classification experiments, which can serve as a baseline for future studies. We also propose a web application employing the proposed NLP techniques and with a user-friendly interface allowing stakeholders to quickly analyze people’s perceptions about such mobile apps.

Related Work
To fight the COVID-19 pandemic, almost all research communities, such as health, NLP, and computer vision, have been playing a significant role. As a result, several interesting solutions aimed at different aspects of the pandemic have been proposed over the last year [14]. For instance, there have been efforts for early COVID-19 outbreak detection to help in emergency response preparedness [15]. Similarly, a large portion of the efforts aimed to address automatic diagnosis, prognosis, and treatment [15,16]. Fake news detection, risk assessment, logistic planning, and understanding of social interventions, such as monitoring social distancing, are the other key aspects of the pandemic that received the attention of the community [14,17,18]. Contact tracing is also one of the aspects of the pandemic that has been widely explored in the literature. For instance, the study by Lash et al [19] analyzed the mechanism and results of contact tracing in 2 different countries. The authors reported that an accurate and efficient mechanism of contact tracing can significantly reduce the infection rate of the virus. However, several challenges are associated with timely and accurate contact tracing of a COVID-19 patient. In this regard, a joint effort from the community and the use of more advanced methods relying on different technologies, such as GPS, Wi-Fi, Bluetooth, social graph, network-based APIs, and mobile tracking data, will help to a great extent [20,21]. Handheld devices, such as mobile phones, that are already embedded with such technologies are ideal platforms for deploying contact tracing solutions. Being a feasible solution, several mobile apps have already been developed in different parts of the world. In addition to basic contact tracing capabilities, different features are also implemented based on the domestic COVID-19 policies [22]. For instance, in different countries, such as Qatar and Australia, the applications are used to access different facilities. Similarly, in Saudi Arabia, an application is used to seek permission for going out during lockdown. In Table 1, we provide a list of some of the prominent contact tracing applications used in different parts of the world.
Table 1. COVID-19 contact tracing mobile apps used in this study.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Country</th>
<th>Application</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Australia</td>
<td>COVIDSafe</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>2</td>
<td>Austria</td>
<td>Stopp Corona</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>3</td>
<td>Bahrain</td>
<td>BeAware</td>
<td>Bluetooth, location</td>
</tr>
<tr>
<td>4</td>
<td>Bangladesh</td>
<td>Corona Tracer BD</td>
<td>Bluetooth, Google</td>
</tr>
<tr>
<td>5</td>
<td>Belgium</td>
<td>Coronalert</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>6</td>
<td>Bulgaria</td>
<td>VirusSafe</td>
<td>Location, Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>7</td>
<td>Canada</td>
<td>COVID Alert</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>8</td>
<td>Cyprus</td>
<td>CovTracer</td>
<td>Location, GPS</td>
</tr>
<tr>
<td>9</td>
<td>Czech Republic</td>
<td>eRouska</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>10</td>
<td>Denmark</td>
<td>Smittestop</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>11</td>
<td>Estonia</td>
<td>HOIA</td>
<td>Bluetooth, DP-3T, Google/Apple</td>
</tr>
<tr>
<td>12</td>
<td>Fiji</td>
<td>CareFiji</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>13</td>
<td>Finland</td>
<td>Koronavilku</td>
<td>Bluetooth, DP-3T</td>
</tr>
<tr>
<td>14</td>
<td>France</td>
<td>TousAntiCovid</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>15</td>
<td>Germany</td>
<td>Corona-Warn-App</td>
<td>Bluetooth, Google</td>
</tr>
<tr>
<td>16</td>
<td>Ghana</td>
<td>GH COVID-19 Tracker</td>
<td>Location, Google/Apple</td>
</tr>
<tr>
<td>17</td>
<td>Gibraltar</td>
<td>Beat Covid Gibraltar</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>18</td>
<td>Hungary</td>
<td>VirusRadar</td>
<td>Bluetooth, Google</td>
</tr>
<tr>
<td>19</td>
<td>Iceland</td>
<td>Rakning C-19</td>
<td>Location, Google/Apple</td>
</tr>
<tr>
<td>20</td>
<td>India</td>
<td>Aarogya Setu</td>
<td>Bluetooth, location, Google/Apple</td>
</tr>
<tr>
<td>21</td>
<td>Indonesia</td>
<td>PeduliLindungi</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>22</td>
<td>Ireland</td>
<td>Covid Tracker</td>
<td>Bluetooth, Google</td>
</tr>
<tr>
<td>23</td>
<td>Israel</td>
<td>HaMagen</td>
<td>Location, Google/Apple</td>
</tr>
<tr>
<td>24</td>
<td>Italy</td>
<td>Immuni</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>25</td>
<td>Japan</td>
<td>COCOA</td>
<td>Google/Apple</td>
</tr>
<tr>
<td>26</td>
<td>Kingdom of Saudi Arabia</td>
<td>Tawakkalna</td>
<td>Bluetooth, Google</td>
</tr>
<tr>
<td>27</td>
<td>Kingdom of Saudi Arabia</td>
<td>Tabaud</td>
<td>Google</td>
</tr>
<tr>
<td>28</td>
<td>Kuwait</td>
<td>Shlonik</td>
<td>Location, Google/Apple</td>
</tr>
<tr>
<td>29</td>
<td>Malaysia</td>
<td>MyTrace</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>30</td>
<td>Mexico</td>
<td>CoviRadar</td>
<td>Bluetooth</td>
</tr>
<tr>
<td>31</td>
<td>New Zealand</td>
<td>NZ COVID Tracer</td>
<td>QR codes, Google/Apple</td>
</tr>
<tr>
<td>32</td>
<td>North Macedonia</td>
<td>StopKorona</td>
<td>Bluetooth</td>
</tr>
<tr>
<td>33</td>
<td>Northern Ireland</td>
<td>StopCOVID NI</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>34</td>
<td>Norway</td>
<td>Smittestopp</td>
<td>Bluetooth, location, Google/Apple</td>
</tr>
<tr>
<td>35</td>
<td>Pakistan</td>
<td>COVID-Gov-PK</td>
<td>Bluetooth, GPS, Google/Apple</td>
</tr>
<tr>
<td>36</td>
<td>Philippines</td>
<td>StaySafe</td>
<td>Bluetooth, Google</td>
</tr>
<tr>
<td>37</td>
<td>Poland</td>
<td>ProteGO Safe</td>
<td>Bluetooth, Google</td>
</tr>
<tr>
<td>38</td>
<td>Qatar</td>
<td>Ehteraz</td>
<td>Bluetooth, location, Google/Apple</td>
</tr>
<tr>
<td>39</td>
<td>Singapore</td>
<td>TraceTogether</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>40</td>
<td>South Africa</td>
<td>COVID Alert SA</td>
<td>Bluetooth, Google/Apple</td>
</tr>
<tr>
<td>41</td>
<td>Switzerland</td>
<td>SwissCovid</td>
<td>Bluetooth, DP-3T, Google/Apple</td>
</tr>
<tr>
<td>42</td>
<td>Thailand</td>
<td>MorChana</td>
<td>Location, Bluetooth</td>
</tr>
</tbody>
</table>
Despite being a feasible solution for slowing down the infection rate, these applications are subject to criticism due to risks associated with them. In the literature, several issues, such as privacy, power consumption, and annoying alerts, have been reported. For instance, Bengio et al [23] analyzed and reported privacy issues associated with COVID-19 contact tracing applications. In addition to some recommendations on how to ensure users’ privacy, the authors also proposed a decentralized design for contact tracing by optimizing the privacy and utility trade-offs. Reichert et al [24] also analyzed privacy concerns of applications and proposed a privacy-preserving contact tracing mechanism relying on the privacy-preserving protocol secure multi-party computation [25] to ensure individuals’ privacy. Power consumption is another key challenge with contact tracing applications.

The literature also describes several interesting studies in which the feasibility of such mobile apps is assessed by analyzing people’s response or feedback on these applications [22,26,27]. For instance, in [28], an online survey was conducted to analyze citizens’ responses to HSE3, a contact tracing application used in Ireland. During the survey, a reasonable percentage of the participants showed their intention to use the application. However, the survey mainly aimed to analyze and identify different barriers to the use of such an application without analyzing the experience of the users with the application. To better analyze, understand, and evaluate users’ experiences and feedback on COVID-19 contact tracing applications, a detailed analysis of public reviews is required, which are available in Apple and Google Play Store. There are already some efforts in this direction. For instance, Rekanar et al [3] provided a detailed analysis of users’ feedback on HSE3 in terms of usability, functional effectiveness, and performance. However, the authors relied on manual analysis only, which is a time-consuming process. Another relevant work is reported in [10], in which an exploratory analysis of users’ feedback on 9 COVID-19 contact tracing applications used in Europe is provided. To this aim, the authors relied on a commercial app-review analytics tool, Appbot, to extract and mine the users’ reviews on the applications. To the best of our knowledge, the literature still lacks a benchmark data set to train and evaluate ML models for automatic analysis of users’ feedback on COVID-19 contact tracing applications. Moreover, the existing literature relies on user reviews of few applications used in a specific region, which covers only a portion of the population of the world. Hence, our work differs in a the following ways: We (1) analyzed reviews of a large number of applications used in different parts of the world, (2) manually annotated a data set and provided it for the community, and (3) provide detailed experimental results.

**Methods**

**Overview**

In this section, we provide an overview of the methodology adopted in this paper. The complete pipeline of the proposed work is depicted in Figure 1. The work was mainly carried out in 2 different phases, including the (1) data set development phase and (2) experimental phase. In the development phase, as a first step, we scraped Google Play and App Store to obtain users’ reviews on COVID-19 contact tracing applications used in different parts of the world. After obtaining user reviews, a crowd-sourcing study was conducted to annotate the reviews for the training and evaluation of ML models for automatic sentiment analysis of the reviews. The annotation and other details obtained during the crowd-sourcing study were then analyzed, as detailed in later sections. In the experimental phase, before conducting experiments, data were preprocessed to make the data more meaningful for the AI models deployed in the experiments. During the experiments, we employed several AI models, as detailed in later sections. In the remainder of this section, we provide details of our data set development process, including our methodology for collecting, annotating, and analyzing the data set.

**Figure 1.** Block diagram of the proposed pipeline for sentiment analysis of users’ feedback on COVID-19 contact tracing mobile apps, roughly divided into 2 components, namely (1) data set development and (2) experiments.
**Data Set Development**

**Data Collection**

To obtain real-world user reviews for our analysis, we crawled reviews from 46 COVID-19 contact tracing applications used in the different parts of the world and hosted on Google Play and Apple’s App Store. These applications are listed in Table 1. The list of the applications to be covered in this work was obtained from online sources. During our search, we used different key words to make sure most of the applications were covered in the analysis. We note that, in this work, we considered reviews in the English language only when we made sure to analyze and annotate at least 50% of reviews of each application. However, to make sure the data set was balanced in terms of reviews from different applications, for some applications, such as Aarogya Setu, a lesser portion of the available reviews was analyzed. In addition to users’ reviews, we also obtained replies to the reviews, if any were available, as well as the ratings. However, for this study, we only used the reviews for the analysis and experiments. We note that the reviews were obtained from December 20, 2020, to December 25, 2020. It is important to mention that, in this work, we mainly aimed to collect a large collection of users’ reviews for training and evaluation of ML models to automatically analyze users’ reviews of the applications in the future. Thus, covering all reviews on a particular application was not our interest in this work. However, we tried our best to cover enough samples from all applications. Moreover, the main idea behind covering reviews from several applications instead of a single application was to train our models on a diversified data set, which will ultimately help our model to automatically analyze reviews on any application used in any part of the world.

**Data Annotation**

For the annotation of sentiment, typically 3 sentiment polarities are used: positive, negative, and neutral. From our initial analysis, we realized that applications could have technical problems; hence, we used another label, technical issues, for the annotation. Hence, our annotation consists of 4 labels: (1) positive, (2) negative, (3) neutral, and (4) technical issues. We note that the neutral reviews were the reviews that neither praised nor complained about the applications.

To facilitate the annotation process, we developed a web application through which user reviews on the applications were presented to the annotators to manually label them. In Figure 2, we present a screenshot of the annotation platform, which demonstrates the review and labels to be annotated (Q.1). In addition, we asked the annotators to briefly provide the reason behind their decision provided in response to Q.1. The question (Q.2) was used to evaluate the quality of the annotation (ie, whether the annotator carefully read the review). Moreover, we believe this question will provide useful information for the manual analysis of user feedback.

In total, 40,000 reviews were analyzed. To assure the quality of the annotations, each review was analyzed by at least 2 participants (graduate students from different age groups), and we considered the reviews and labels for which the majority of the annotators agreed. During the annotation process, we removed some reviews due to reasons such as (1) not being in English, (2) having a large number of emoticons or signs, and (3) irrelevancy (ie, not directly commenting on the applications). This process resulted in a total of 34,534 annotated reviews.

We made the data set publicly available for researchers to further explore the potential of NLP techniques for the automatic analysis of user feedback on contact tracing applications [29].

**Analysis**

Overall, the data set covers a significant number of samples in each class. However, one of the classes, namely neutral, was composed of relatively fewer samples. In total, we had 15,587 reviews in the positive class, while the negative and technical issues classes were composed of 8178 and 9496 samples, respectively. The minority class (ie, neutral) contained a total of only 1271.

From the analysis of the second question (Q.2), we identified the reasons and information that influenced the participants’ decisions. In this section, we provide the statistics related to the second question (Q.2). In Figure 3, we provide a taxonomy of
the most frequent reasons and causes for positive and negative reviews, along with the common technical issues.

In Table 2, we provide the distribution of the most common reasons and causes associated with the positive reviews, negative reviews, and technical issues, respectively.

Figure 3. Taxonomy of main reasons or causes for the positive and negative reviews, as well as technical issues.

Table 2. Common reasons for the feedback provided in the reviews (n=34,534).

<table>
<thead>
<tr>
<th>Type of feedback</th>
<th>Frequency of responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive feedback (n=15,587)</strong></td>
<td></td>
</tr>
<tr>
<td>Easy to install or use</td>
<td>1137 (7.3)</td>
</tr>
<tr>
<td>Useful, informative, and helpful</td>
<td>5673 (36.4)</td>
</tr>
<tr>
<td>Likes the idea or initiative</td>
<td>904 (5.8)</td>
</tr>
<tr>
<td>Working fine</td>
<td>3226 (20.7)</td>
</tr>
<tr>
<td>No reason or other</td>
<td>4645 (29.8)</td>
</tr>
<tr>
<td><strong>Technical issues (n=9496)</strong></td>
<td></td>
</tr>
<tr>
<td>Registration issues</td>
<td>4111 (43.3)</td>
</tr>
<tr>
<td>Update issues</td>
<td>978 (10.3)</td>
</tr>
<tr>
<td>Frequent crashes</td>
<td>1443 (15.2)</td>
</tr>
<tr>
<td>No reason or other</td>
<td>2954 (31.1)</td>
</tr>
<tr>
<td><strong>Negative feedback (n=8178)</strong></td>
<td></td>
</tr>
<tr>
<td>Power consumption</td>
<td>1733 (21.2)</td>
</tr>
<tr>
<td>Privacy concerns</td>
<td>1063 (13.0)</td>
</tr>
<tr>
<td>Useless</td>
<td>2020 (24.7)</td>
</tr>
<tr>
<td>Not user-friendly</td>
<td>1022 (12.5)</td>
</tr>
<tr>
<td>No reason or other</td>
<td>2339 (28.6)</td>
</tr>
</tbody>
</table>

In the majority of positive reviews, users found the applications useful, informative, and helpful in the battle against COVID-19. Some sample positive reviews were:

- Thank you very much. it's very helpful and informative. it helps keep people away from suspicious areas.
- A very good app for tracing and stopping coronavirus
- Always getting updated information about the virus
- Very useful and informative app.

A significant portion of positive reviews was also based on ease of installation, while some reviews mentioned that the application they were using is working fine, without further details. However, the most encouraging aspect was the fact that a significant percentage of users appreciated the idea, concept, and efforts made by the authorities for contact tracing to slow down the infection rate. Some sample reviews included:

- A good initiative by the government
- Good initiative to prevent the spread of corona virus, I appreciate who work behind this effort.

There was also a large number of short reviews in which the users simply showed their positive response without mentioning any particular reason. In addition to these, other common reasons
for positive reviews highlighted by the users included some specific features of different applications in different parts of the world. For example, the Takkawalna app from the Saudi Government, which was used to seek permission to go out during lockdown, was praised for being a source of seeking permissions.

On the other hand, the key technical issues with these applications included registration and update issues. Moreover, a large number of reviews also highlighted that the application crashes or frequently stops working. In addition to these common issues, the reviews also hinted at certain technical issues, such as device compatibility and connectivity issues; lack of support for some languages, such as English; and not correcting QR codes from different applications. Some sample reviews highlighting technical issues in the applications included:

The app continually crashes.
I have business visa i am unable to register please give a solution on this.
I installed but i cant register yet.
I can’t update?
Install the apps, but keep showing connection error. Even restart the phone, also the same.

The most common issues included power consumption, uselessness, and privacy (Table 2). A significant number of reviews also highlighted that the majority of the applications are not user-friendly. There were also reviews depicting other issues, such as annoying notifications, unnecessary access to the gallery, slow response from the helpline, and unavailability of some key features, which could further improve the effectiveness of the applications. Some sample negative reviews included:

Too much personal information collected. Privacy risk. Non-compliant to international standards.
Allow too many permissions please ban this application. A total waste.
I have concerns with their data privacy.
This app is a battery hog.

We also provide statistics by country in Figure 4, where we summarize the number and percentage of samples and reviews on the applications used in different countries belonging to each category. An important observation from the figure is the variation in the distribution of number of negative, positive, neutral, and reviews highlighting technical issues in different parts of the world. The variations in the number of reviews in each class depict how different responses to the use of the applications have been observed in different parts of the world. As can be seen, in certain countries, such as Japan, Israel, Canada, and Ireland, the ratio of negative reviews is high. The ratio of positive reviews is sufficient in most countries, which shows the trust of users in the applications. On the other hand, as expected, fewer neutral reviews from the majority of the countries were obtained for the data set. The data set also covers a significant ratio of the technical issues class in the majority of the countries. For instance, the ratio of the reviews highlighting technical problems in the applications is significantly high in Denmark, Tunisia, and Cyprus.

Figure 4. Distribution of negative, positive, and neutral reviews as well as technical issues reported for the applications in our data set, by country.
To analyze the changes in the polarity of user sentiment over time, in Figure 5, we provide a preliminary temporal analysis to analyze the variation in the distribution of negative, positive, and neutral as well as technical issues over time. We note that, in this work, we provide a preliminary temporal analysis, which will be explored further in the future, and to this aim, we manually analyzed the 200 most recent reviews and the initial 200 reviews on applications having a reasonable time duration in the initial and more recent reviews. As seen in Figure 5, a higher overall variation is observed in the positive, negative, and neutral categories. As far as the individual applications are concerned, higher variation in the polarity of sentiments is observed for the applications used in Australia, Singapore, the United Arab Emirates, and Canada.

During the data analysis, though there were some doubts about privacy, we observed that, at the beginning, the initiative or idea of contact tracing was largely appreciated by the users in different parts of the world. Moreover, we also observed that the users of these applications faced device compatibility and registration issues with the application with time. Interestingly, in the case of most of the applications, the number of negative reviews increased with time. One of the possible reasons for the increase is the applications’ failure to achieve what they promised.

Figure 5. Preliminary temporal analysis reflecting the changes in the distribution of the sentiment classes over time. The data were compiled by analyzing the top 200 more recent (ie, December 25, 2020) and the initial 200 reviews from some of the applications that had a sufficient number of reviews.

Lexical Analysis
To understand the lexical content, we conducted an analysis of the number of tokens for each review. It can help to understand the characteristics of the data set. For example, for convolutional neural network and long short-term memory–based architectures, it is necessary to define the maximum sequence length. The minimum, maximum, and average numbers of tokens in the data set were 3, 198, and 18, respectively. Table 3 provides the statistics of the data set in terms of length of the different reviews in the data set.

We also analyzed the lexical content in each category to understand whether they are distinctive in terms of the lexical content top n-grams. This analysis also demonstrates the quality of the labeled data. We compared the vocabularies of all categories using the valence score \[\vartheta\] for every token, \(x\), using the following equation:

\[
\vartheta(x) = \frac{C(x)_{L_i} - TL_i}{TL_i - C(x)_{L_i}}
\]

where \(C(.)\) is the frequency of the token \(x\) for a given class \(L_i\), \(TL_i\) is the total number of tokens present in the class. In \(\vartheta(x) [+1 -1]\), the value +1 indicates that the use of the token is significantly higher in the target class than the other classes. In Table 4, we present the most frequent bi- and trigrams with \(\vartheta=1.0\) for each category. From the table, we observe these n-grams clearly represent the class-wise information of the data.

Table 3. Number of reviews of different lengths in the overall data set.

<table>
<thead>
<tr>
<th>Number of tokens</th>
<th>Reviews, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-20</td>
<td>23,602</td>
</tr>
<tr>
<td>21-40</td>
<td>6611</td>
</tr>
<tr>
<td>41-60</td>
<td>2463</td>
</tr>
<tr>
<td>61-80</td>
<td>1068</td>
</tr>
<tr>
<td>81-100</td>
<td>664</td>
</tr>
<tr>
<td>101-120</td>
<td>68</td>
</tr>
<tr>
<td>&gt;120</td>
<td>60</td>
</tr>
</tbody>
</table>
Table 4. The most frequent class-wise n-grams based on valance scores.

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Negative</th>
<th>Positive</th>
<th>Technical issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Battery went down</td>
<td>Best app</td>
<td>Error requesting</td>
</tr>
<tr>
<td>2</td>
<td>to delete this</td>
<td>Excellent app.</td>
<td>Cannot register.</td>
</tr>
<tr>
<td>3</td>
<td>overheating and battery</td>
<td>and helpful</td>
<td>what’s wrong</td>
</tr>
<tr>
<td>4</td>
<td>Not happy</td>
<td>Very nice and</td>
<td>fix this</td>
</tr>
<tr>
<td>5</td>
<td>uninstall due to</td>
<td>feel safer</td>
<td>I can’t seem</td>
</tr>
<tr>
<td>6</td>
<td>Drains battery and</td>
<td>very good apps</td>
<td>Unable to proceed</td>
</tr>
<tr>
<td>7</td>
<td>massive drain</td>
<td>Good information</td>
<td>error while</td>
</tr>
<tr>
<td>8</td>
<td>too much battery.</td>
<td>save lives and</td>
<td>have error</td>
</tr>
<tr>
<td>9</td>
<td>Massive battery drain</td>
<td>very useful for</td>
<td>phone number. Tried</td>
</tr>
</tbody>
</table>

Experiments

Task Description

As discussed earlier, we obtained a large number of samples for positive, negative, and technical issues (PNT), while fewer samples were obtained in the neutral class. Moreover, the reviews highlighting technical problems in the applications could also be treated as negative reviews. Thus, to cover different aspects of the problem, we divided it into 3 different tasks.

Task 1 involved ternary classification of PNT. We treated the problem as a ternary classification problem, where PNT were considered. The models trained for this task were expected to help identify the reviews highlighting technical problems in the applications along with the positive and negative reviews.

Task 2 involved binary classification (positive or negative [PN]). The negative and technical issues classes were merged into a single negative class to form 2 classes for a binary classification problem along with positive reviews (ie, PN). One of the main reasons for treating the task as a binary classification issue was the availability of fewer samples in the neutral class.

Task 3 involved ternary classification of 3 classes: positive, negative, or neutral (PNN). We note that, in this task, the negative class is the combination of the original negative and technical issues classes.

All these tasks helped analyze how the performance of the proposed sentiment analyzer varies with different sets of annotations.

Data Splits

For the classification experiments, we divided the data set into training, validation, and test sets, at proportions of 60.3%, 6.7%, and 30.0%, respectively. While dividing the data set, we used stratified sampling to maintain class distribution across different sets. The data split or distribution was performed for each task separately, which resulted in a different number of samples for the training, validation, and test sets for each task. The data split for each task will be made publicly available, separately, to ensure a fair comparison in future work. Tables 5-7 summarize the distribution of the data into the training, validation, and test sets used in Task 1, Task 2, and Task 3, respectively.

Table 5. Data split and distribution of class labels for Task 1.

<table>
<thead>
<tr>
<th>Class</th>
<th>Train</th>
<th>Validation</th>
<th>Test</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>9370</td>
<td>1041</td>
<td>5176</td>
<td>15,587</td>
</tr>
<tr>
<td>Negative</td>
<td>5000</td>
<td>556</td>
<td>2622</td>
<td>8178</td>
</tr>
<tr>
<td>Technical issues</td>
<td>5686</td>
<td>632</td>
<td>3178</td>
<td>9496</td>
</tr>
<tr>
<td>Total</td>
<td>20,056</td>
<td>2229</td>
<td>10,976</td>
<td>33,261</td>
</tr>
</tbody>
</table>

Table 6. Data split and distribution of class labels for Task 2.

<table>
<thead>
<tr>
<th>Class</th>
<th>Train</th>
<th>Validation</th>
<th>Test</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>9342</td>
<td>1038</td>
<td>5207</td>
<td>15,587</td>
</tr>
<tr>
<td>Negative</td>
<td>10,715</td>
<td>1191</td>
<td>5770</td>
<td>17,676</td>
</tr>
<tr>
<td>Total</td>
<td>20,057</td>
<td>2229</td>
<td>10,977</td>
<td>33,263</td>
</tr>
</tbody>
</table>
Data Preprocessing
Before proceeding with the experiments, the data were also cleaned by removing unnecessary tokens, such as non-ASCII characters, punctuation (replaced with whitespace), and other signs.

Models
For this study, our classification experiments consisted of multiclass classification using both classical and deep learning algorithms as detailed in the following sections.

Classical Algorithms
For this study, we used several classical algorithms such as MNB [32], SVM [33], and RF [34]. As a feature representation with these algorithms, we used the bag-of-n-grams, which is one of the most commonly used methods for text classification and retrieval applications, applied with classical algorithms. This has been widely used as a simple, yet effective and computationally efficient, method. Motivated by its better performance in similar types of text classification applications, such as fake news and flood detection in Twitter text [17,35,36], we experimented with this representation using the mentioned classical algorithms.

fastText
fastText is an NLP library that aims to provide efficient word embedding and text classification at a faster speed compared with traditional deep learning solutions [12]. For word embedding, the model relies on the Continuous Bag of Words, which is based on a shallow neural network, strategy by predicting a word via its neighbors. To ensure training at a higher speed, the model relies on a hierarchical classification mechanism by replacing the traditional soft-max function with a hierarchical one resulting in a reduced number of parameters.

Transformers
Bidirectional Encoder Representations from Transformers (BERT) [13] is a state-of-the-art pretrained model that has demonstrated success in many downstream NLP tasks. It is typically used for downstream classification problems either by using embedding representations as features or fine-tuning the model. The main strength of the model comes from pretraining on a very large text data set that allows the model to understand and interpret text easily in different NLP applications. Moreover, the model also possesses the ability to learn from context. For this study, we used different transformer models, including BERT [13], RoBERTa [37], XLM-RoBERTa [37], and DistilBERT [38].

Evaluation Metrics
To measure the performance of each classifier, we used weighted average precision (P), recall (R), and F1. We used weighted metrics as they have the capability to take into account the class imbalance distribution.

Classification Experiments
To train the classifiers using MNB, SVM, and RF, we converted the text into bag-of-n-gram vectors weighted with logarithmic term frequencies (tf) multiplied with inverse document frequencies (idf). To utilize contextual information, such as the n-grams that are useful for classification, we extracted unigram, bigram, and trigram features.

We used grid-search to optimize the parameters for MNB, SVM, and RF. For MNB, we optimized Laplace smoothing the α parameter with 20 values between 0 and 1. For SVM, we optimized linear kernel with C parameters with 30 values ranging from 0.00001 to 10 and radial-basis-function kernel with C and γ parameters (for γ, we used 10 values from 1e-5 to 1e-1). For RF, we optimized the number of trees (10 values from 200 to 2000) and the depth of the tree (11 values from 10 to 110). Choosing such ranges of values depends on the available computational resources, as they are computationally expensive.

For fastText, we use pretrained embeddings trained on Common Crawl and default hyperparameter settings [39].

For transformer-based models, we use the Transformer Toolkit [40]. We fine-tuned each model using the hyperparameter settings in Table 8, with a task-specific layer on top of the model. As reported in [13], training with pretrained transformer models shows instability; hence, we performed 10 runs of each experiment using different random seeds and chose the model that performed the best on the development set. To train the transformer-based models for each task, we fine-tuned the model 10 epochs with “categorical cross-entropy” as the loss function and used the hyperparameter settings provided in Table 8.

The detailed number of parameters for each model, which demonstrates the size of the models, were as follows:

- BERT (bert-base-uncased): This model was trained on lower-case English text. It consists of 12 layers, 768 hidden states, 12 heads, and 110 million parameters.
- DistilBERT (distilbert-base-uncased): This is a distilled version of the BERT model consisting of 6 layers, 768 hidden states, 12 heads, and 66 million parameters.
- RoBERTa (roberta-large): RoBERTa, using the BERT-large architecture, consists of 24 layers, 1024 hidden states, 16 heads, and 355 million parameters.
• XML-RoBERTa (xlm-roberta-large): It consists of 355M parameters with 24 layers, 1027 hidden states, 4096 feed-forward hidden states, and 16 heads.

Table 8. Hyperparameter settings used during the experiments.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size</td>
<td>8</td>
</tr>
<tr>
<td>Learning rate (Adam)</td>
<td>2e-5</td>
</tr>
<tr>
<td>Number of epochs</td>
<td>10</td>
</tr>
<tr>
<td>Max sequence length</td>
<td>128</td>
</tr>
</tbody>
</table>

Results

Task 1: Ternary Classification (PNT)

Table 9 provides the experimental results for Task 1 in terms of weighted accuracy, precision, recall, and F1 score. Overall better results were obtained with transformers compared with the classical and deep learning–based methods. One of the main reasons for the better performance of the transformers is their text interpretation capabilities. Though no significant differences were observed in the performances of the different transformers, a slight improvement was observed for RoBERTa over the rest of transformers.

Table 9. Experimental results for Task 1: ternary classification of positive, negative, and technical issues (PNT).

<table>
<thead>
<tr>
<th>Method</th>
<th>Positive</th>
<th>Negative</th>
<th>Technical issues</th>
<th>Overall (weighted average)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
</tr>
<tr>
<td>MNB‡</td>
<td>.910</td>
<td>.892</td>
<td>.901</td>
<td>.664</td>
</tr>
<tr>
<td>RF‡</td>
<td>.854</td>
<td>.923</td>
<td>.887</td>
<td>.809</td>
</tr>
<tr>
<td>SVM‡</td>
<td>.946</td>
<td>.867</td>
<td>.905</td>
<td>.707</td>
</tr>
<tr>
<td>fastText</td>
<td>.930</td>
<td>.904</td>
<td>.917</td>
<td>.691</td>
</tr>
<tr>
<td>DistilBERT§</td>
<td>.943</td>
<td>.934</td>
<td>.939</td>
<td>.753</td>
</tr>
<tr>
<td>BERT</td>
<td>.938</td>
<td>.936</td>
<td>.937</td>
<td>.750</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>.943</td>
<td>.946</td>
<td>.945</td>
<td>.754</td>
</tr>
<tr>
<td>XML-RoBERTa</td>
<td>.941</td>
<td>.946</td>
<td>.943</td>
<td>.744</td>
</tr>
</tbody>
</table>

ªP: precision.
ªR: recall.
ªAcc: accuracy.
‡MNB: multinomial Naïve Bayes.
§RF: random forest.
§SVM: support vector machine.
§BERT: Bidirectional Encoder Representations from Transformers.

Task 2: Binary Classification (PN)

Table 10 provides experimental results for Task 2, where the models had to differentiate between positive and negative reviews. As expected, the performance was improved significantly on Task 2, which proves our hypothesis that negative and technical issues classes have similar content. Moreover, similar to Task 1, transformers outperformed the rest of the methods.

As seen in the table, in contrast to Task 1, no significant differences were observed in the performance of the methods on different classes, which indicates that reviews highlighting technical problems in the applications evoked negative emotions or sentiments. Moreover, no significant variation in the performance of the methods on a particular class was observed.
### Table 10. Experimental results for Task 2: binary classification (positive or negative [PN]).

<table>
<thead>
<tr>
<th>Method</th>
<th>Positive</th>
<th></th>
<th></th>
<th>Negative</th>
<th></th>
<th></th>
<th></th>
<th>Overall (weighted average)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P^a</td>
<td>R^b</td>
<td>F1</td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>Acc^c</td>
<td>P</td>
</tr>
<tr>
<td>MNB^d</td>
<td>.925</td>
<td>.873</td>
<td>.898</td>
<td>.891</td>
<td>.936</td>
<td>.913</td>
<td>.906</td>
<td>.907</td>
<td>.906</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>.902</td>
<td>.879</td>
<td>.891</td>
<td>.894</td>
<td>.914</td>
<td>.904</td>
<td>.898</td>
<td>.898</td>
<td>.898</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM^f</td>
<td>.944</td>
<td>.876</td>
<td>.909</td>
<td>.895</td>
<td>.953</td>
<td>.923</td>
<td>.916</td>
<td>.918</td>
<td>.916</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fastText</td>
<td>.947</td>
<td>.890</td>
<td>.917</td>
<td>.905</td>
<td>.955</td>
<td>.929</td>
<td>.924</td>
<td>.925</td>
<td>.924</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DistilBERT^g</td>
<td>.947</td>
<td>.932</td>
<td>.939</td>
<td>.939</td>
<td>.953</td>
<td>.946</td>
<td>.943</td>
<td>.943</td>
<td>.943</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BERT</td>
<td>.947</td>
<td>.936</td>
<td>.941</td>
<td>.943</td>
<td>.953</td>
<td>.948</td>
<td>.945</td>
<td>.945</td>
<td>.945</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RoBERTa</td>
<td>.948</td>
<td>.942</td>
<td>.945</td>
<td>.948</td>
<td>.953</td>
<td>.951</td>
<td>.948</td>
<td>.948</td>
<td>.948</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XML-RoBERTa</td>
<td>.953</td>
<td>.930</td>
<td>.942</td>
<td>.939</td>
<td>.959</td>
<td>.949</td>
<td>.945</td>
<td>.946</td>
<td>.945</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^aP: precision.  
^bR: recall.  
^cAcc: accuracy.  
^dMNB: multinomial Naive Bayes.  
^eRF: random forest.  
^fSVM: support vector machine.  
^gBERT: Bidirectional Encoder Representations from Transformers.

### Task 3: Ternary Classification (PNN)

Table 11 provides the experimental results for Task 3, where the models had to differentiate among positive, negative, and neutral reviews. Similar to previous 2 tasks, transformers produced better results compared with the classical and deep learning–based methods. As seen in the table, better results were reported for all the methods on positive and negative classes. However, the performance of the proposed methods was significantly lower, especially for the bag of words and ngram with the Naive Bayes classifier. One of the main reasons for the lower performance for the neutral class was the fewer samples in the class, as described earlier. We note that Task 2 and Task 3 were performed separately to analyze the impact of the fewer samples in the neutral class.

### Table 11. Experimental results for Task 3: ternary classification (positive, negative, or neutral [PNN]).

<table>
<thead>
<tr>
<th>Method</th>
<th>Positive</th>
<th></th>
<th></th>
<th>Negative</th>
<th></th>
<th></th>
<th></th>
<th>Neutral</th>
<th></th>
<th></th>
<th></th>
<th>Overall (weighted average)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P^a</td>
<td>R^b</td>
<td>F1</td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>Acc^c</td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MNB^d</td>
<td>.902</td>
<td>.873</td>
<td>.888</td>
<td>.854</td>
<td>.935</td>
<td>.892</td>
<td>.379</td>
<td>.027</td>
<td>.050</td>
<td>.874</td>
<td>.859</td>
<td>.874</td>
<td>.860</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>.875</td>
<td>.881</td>
<td>.878</td>
<td>.862</td>
<td>.916</td>
<td>.888</td>
<td>.333</td>
<td>.005</td>
<td>.010</td>
<td>.866</td>
<td>.844</td>
<td>.866</td>
<td>.851</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM^f</td>
<td>.926</td>
<td>.844</td>
<td>.883</td>
<td>.881</td>
<td>.914</td>
<td>.897</td>
<td>.211</td>
<td>.330</td>
<td>.257</td>
<td>.861</td>
<td>.877</td>
<td>.861</td>
<td>.868</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fastText</td>
<td>.947</td>
<td>.890</td>
<td>.917</td>
<td>.905</td>
<td>.955</td>
<td>.929</td>
<td>.463</td>
<td>.177</td>
<td>.256</td>
<td>.891</td>
<td>.883</td>
<td>.891</td>
<td>.883</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DistilBERT^g</td>
<td>.932</td>
<td>.918</td>
<td>.925</td>
<td>.913</td>
<td>.934</td>
<td>.923</td>
<td>.364</td>
<td>.312</td>
<td>.336</td>
<td>.904</td>
<td>.901</td>
<td>.904</td>
<td>.902</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BERT</td>
<td>.933</td>
<td>.927</td>
<td>.930</td>
<td>.913</td>
<td>.940</td>
<td>.926</td>
<td>.387</td>
<td>.261</td>
<td>.312</td>
<td>.909</td>
<td>.903</td>
<td>.909</td>
<td>.905</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RoBERTa</td>
<td>.933</td>
<td>.931</td>
<td>.932</td>
<td>.919</td>
<td>.941</td>
<td>.930</td>
<td>.386</td>
<td>.269</td>
<td>.317</td>
<td>.912</td>
<td>.906</td>
<td>.912</td>
<td>.909</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XML-RoBERTa</td>
<td>.941</td>
<td>.932</td>
<td>.936</td>
<td>.923</td>
<td>.936</td>
<td>.929</td>
<td>.341</td>
<td>.319</td>
<td>.333</td>
<td>.911</td>
<td>.910</td>
<td>.911</td>
<td>.911</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^aP: precision.  
^bR: recall.  
^cAcc: accuracy.  
^dMNB: multinomial Naive Bayes.  
^eRF: random forest.  
^fSVM: support vector machine.  
^gBERT: Bidirectional Encoder Representations from Transformers.

We observed that the performance difference across different classical or transformer-based models was low; to understand whether such differences were statistically significant, we conducted statistical significance tests. We used the McNemar
test for the binary classification task (ie, Task 2) and Bowker test for Tasks 1 and 3. More details of this test can be found in [41]. As can be seen in Figures 6-8, our findings suggest that, across all the tasks, the test results were statistically significantly different between transformers and the other models. The value in the cell represents the P value, and the light yellow color represents statistical significance (P<.05). Among the classical algorithms, the differences in the test results were not that significant. Similarly, among the transformer-based models, the results were low, which is also reflected in the overall F1 scores for the different tasks.

The variation in the performances of the models on the different tasks could be associated with the categories of reviews (ie, positive, negative, neutral, and technical issues) covered in each task. For instance, in the ternary classification Task 1, where 3 categories, namely positive, negative, and technical issues, were considered, the performance was lower due to the similarities between negative reviews and reviews highlighting technical issues. Similarly, in the binary classification Task 2, the performance was significantly improved when negative and technical issues classes were merged into a single class. On the other hand, in the ternary classification Task 3, the performance was degraded due to the lower number of samples in the neutral class.

**Figure 6.** Results of the statistical significance (McNemar) test comparing the different methods for Task 1. BERT: Bidirectional Encoder Representations from Transformers; MNB: multinomial Naïve Bayes; RF: random forest; SVM: support vector machine.
Figure 7. Results of the statistical significance (McNemar) test comparing the different methods for Task 2. BERT: Bidirectional Encoder Representations from Transformers; MNB: multinomial Naïve Bayes; RF: random forest; SVM: support vector machine.

Figure 8. Results of the statistical significance (McNemar) test comparing the different methods for Task 3. BERT: Bidirectional Encoder Representations from Transformers; MNB: multinomial Naïve Bayes; RF: random forest; SVM: support vector machine.
Dashboard of the Potential Rapid Analysis and Feedback Tool

To facilitate different stakeholders (i.e., the users of the proposed sentiment analyzer of users’ reviews of COVID-19 contact tracing applications), we also aimed to develop a web application with a user-friendly interface. Figure 9 provides a screenshot of the dashboard of the potential sentiment analyzer web application. In the current implementation, as seen in the figure, the web application provides the distribution of the positive, negative, neutral, and technical reviews along with a searching function to analyze user feedback on a specific application. It is important to mention that the proposed tool could be extended to other health care applications by training the models on relevant data sets.

Figure 9. Screenshot of the potential tool based on the proposed solutions.

Discussion

Principal Findings

Contact tracing of COVID-19 patients has been globally recognized as one of the most effective ways of controlling the infection rate. However, there are several limitations of the existing mechanisms. Manual contact tracing is a tedious and time-consuming process. Moreover, it is difficult to keep track of all potential contacts of a patient. Digital solutions, such as the use of mobile apps, have been considered as a promising solution, with which a patient’s contacts can be traced and informed quickly. However, there are several concerns over the working mechanism and performance of the applications. This work has revealed different facets of the COVID-19 contact tracing applications, advantages, drawbacks, and users’ concerns over these applications.

Our finding suggests that the idea or initiative for contact tracing via a mobile app is highly appreciated by people worldwide. In addition to contact tracing, the applications have also proved useful in implementing and ensuring public policies on COVID-19. However, there are also some concerns over the working mechanism and the effectiveness of the applications. In this regard, the analysis of users’ reviews of these applications helps to better understand and rectify the concerns over the applications.

We observed that the majority of the reviews lie within 3 categories, namely positive, negative, and technical issues. On the other hand, very few neutral reviews were observed. Privacy in terms of tracking via GPS and access to the gallery and other
information by the applications were the main concerns. Moreover, a vast majority of the users of these applications in different parts of the world was not happy with the high power consumption of the applications. The majority of the users also faced some technical problems while using the applications. Some key technical issues included device compatibility, registration, slow updates, connectivity issues, and lack of support for some languages (eg, English). Another important observation is that the distribution of negative, positive, neutral, and technical issues may vary over time.

As far as the performance of the AI models is concerned, a better overall performance was observed for all the models in sentiment analysis of users’ reviews, allowing efficient analysis of users’ responses to the application more quickly. Among the models deployed for sentiment analysis in this work, the transformers were most effective. This shows the efficacy of AI and NLP techniques in automatic analysis of COVID-19 contact tracing applications.

Conclusions

In this paper, we focused on the sentiment analysis of use reviews on COVID-19 contact tracing mobile apps and analyzed how users react to these applications. To this aim, a pipeline was composed of multiple phases, such as data collection; annotation via a crowd-sourcing activity; and development, training, and evaluation of AI models for the sentiment analysis. The existing literature mostly relies on manual or exploratory analysis of users’ reviews on the application, which is a tedious and time-consuming process. Moreover, in existing studies, generally, data from fewer applications were analyzed. In this work, we showed how automatic sentiment analysis can help analyze users’ responses to the applications more quickly. Moreover, we also provided a large-scale benchmark data set composed of 34,534 reviews from 46 different applications. We believe the presented analysis and data set will support future research on the topic.

We believe many interesting applications and analysis can be conducted keeping the data set as a baseline. Temporal and topical analyses are the key aspects to be analyzed in the future.
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Abstract

**Background:** Development of artificial intelligence (AI)–based technologies in health care is proceeding rapidly. The sharing and release of real-world data are key practical issues surrounding the implementation of AI solutions into existing clinical practice. However, data derived from daily patient care are necessary for initial training, and continued data supply is needed for the ongoing training, validation, and improvement of AI-based solutions. Data may need to be shared across multiple institutions and settings for the widespread implementation and high-quality use of these solutions. To date, solutions have not been widely implemented in Germany to meet the challenge of providing a sufficient data volume for the development of AI-based technologies for research and third-party entities. The Protected Artificial Intelligence Innovation Environment for Patient-Oriented Digital Health Solutions (pAItient) project aims to meet this challenge by creating a large data pool that feeds on the donation of data derived from daily patient care. Prior to building this data pool, physician perspectives regarding data donation for AI-based solutions should be studied.

**Objective:** This study explores physician perspectives on providing and using real-world care data for the development of AI-based solutions in health care in Germany.

**Methods:** As a part of the requirements analysis preceding the pAItient project, this qualitative study explored physician perspectives and expectations regarding the use of data derived from daily patient care in AI-based solutions. Semistructured, guide-based, and problem-centered interviews were audiorecorded, deidentified, transcribed verbatim, and analyzed inductively in a thematically structured approach.

**Results:** Interviews (N=8) with a mean duration of 24 (SD 7.8) minutes were conducted with 6 general practitioners and 2 hospital-based physicians. The mean participant age was 54 (SD 14.1; range 30-74) years, with an average experience as a physician of 25 (SD 13.9; range 1-45) years. Self-rated affinity toward modern information technology varied from very high to low (5-point Likert scale: mean 3.75, SD 1.1). All participants reported they would support the development of AI-based solutions in research contexts by donating deidentified data derived from daily patient care if subsequent data use was made transparent to them and their patients and the benefits for patient care were clear. Contributing to care optimization and efficiency were cited as motivation for potential data donation. Concerns regarding workflow integration (time and effort), appropriate deidentification, and the involvement of third-party entities with economic interests were discussed. The donation of data in reference to psychosomatic treatment needs was viewed critically.

**Conclusions:** The interviewed physicians reported they would agree to use real-world care data to support the development of AI-based solutions with a clear benefit for daily patient care. Joint ventures with third-party entities were viewed critically and should focus on care optimization and patient benefits rather than financial interests.
artificial intelligence–based solutions; data donation; qualitative research; Germany; artificial intelligence; requirement analysis; physician perspective; real-world data; big data; data pool; interview; qualitative

Introduction

In recent years, research on artificial intelligence (AI)–based technologies in medicine has been proceeding rapidly [1,2]. It is assumed that AI will change medicine, health care, and the future role of physicians [3]. Among the key practical issues to be solved are the sharing and release of real-world care data prior to the development of AI-based solutions and implementation into existing clinical practice. A precondition for the development, widespread use, and acceptance of AI-based technologies in medicine and health care is an adequate, structured, and controlled data pool derived from daily patient care, with a continuous data supply to provide for the ongoing training, validation, and improvement of AI-based solutions [4]. Meeting this precondition would greatly benefit a widespread implementation of AI-based technologies and achieve improvements for health care delivery, the quality of patient care, and diagnosis and treatment outcomes. An automated and consolidated flow of deidentified real-world care data, ideally from multiple facilities in clinical and ambulatory settings, into a data pool is perceived to be a possible solution to overcome the challenge of providing a sufficient data volume for secondary use in research and implementation [4].

An example of a freely accessible data pool for AI-based research is the MIMIC-III (Medical Information Mart for Intensive Care) database in the United States [5]. Additionally, a common European Health Data Space is envisioned to facilitate the exchange of and access to different types of health data, including electronic health records, genomics data, and data from patient registries, to support health care delivery, along with the secondary use of data for health research and policy-making [6]. Several Nordic countries in Europe, such as Sweden, already offer disease-specific registries providing real-world patient data that enables researchers to analyze complex phenomena [7]. In Germany, efforts to meet the challenge of providing an adequate data pool for research and the development of AI-based technologies still need to gain momentum, though the availability of data pools derived from real-world patient care is expected to increase in the near future via the now legally regulated use of electronic patient records [8,9] and a government initiative to support the development and establishment of a nationwide research data center [10]. The German Medical Informatics Initiative (MII) was established to make data from health care and research more useful and meaningful and develop conditions to make routinely collected clinical health care data available for medical research purposes [11,12]. The aim of the initiative is to optimize research and patient care options through innovative information technology solutions that facilitate the cross-institutional exchange and use of health care, clinical, and biomedical research data. In several large consortia, German university hospitals at more than 30 sites work together with research institutions, health insurers, private entities, and patient representatives to establish the conditions for this exchange. Both legal and ethical conditions need to be considered when governing who will use the data and for which purposes [13]. However, to date, real-world care data are not centrally available and accessible for research purposes, including technical developments. Instead, in most cases physicians, health care facilities, or patients need to give consent for data use, even if the data were deidentified [13]. There is no uniform legal status in Germany on how and for which secondary research purposes health care data can be used [14,15]. In some German states, it is possible to use clinical health care data under certain requirements for secondary purposes, like research, without explicit patient consent. However, the data still remain within each institution and are not centrally stored with uniform quality and privacy standards. Moreover, the distinct separation of different health care settings and restrictive data privacy regulations in Germany compared to other European countries pose a challenge for the exchange and linkage of health care data [16]. For third-party entities that develop AI-based technologies for health care, access to sufficient real-world care data for training and validation remains scarce.

The Protected Artificial Intelligence Innovation Environment for Patient-Oriented Digital Health Solutions (pAItient) project aims to meet this challenge by creating a large data pool that feeds on data donated by primary care and hospital physicians, patients, and health care institutions. Prior to building this data pool, physician perspectives regarding data donation for AI-based solutions need to be studied. Insight into the attitudes and concerns of physicians working in different settings regarding data donation is central for the development and implementation of this concept into real-world health care. Therefore, the aim of this study was to explore physicians’ perspectives on providing and using real-world care data for the development of AI solutions in health care in Germany.

Methods

Study Design

This study is a part of the pAItient project, which aims to develop and test a solution for providing real-world care data for AI development, validation, and implementation. In the first phase of problem identification, a requirements analysis was conducted to specifically gain insight into physicians’ perspectives on providing and using real-world care data for the development of AI solutions in health care in Germany. In the exploratory approach, semistructured, guide-based, and problem-centered interviews [17] were conducted via telephone with physicians working in clinical or ambulatory settings. The study-specific interview guide was developed by the interprofessional research team (Health Services Research, Public Health, and Information Technology) at University Hospital Heidelberg and was based on a literature research and
predefined, project-specific research questions. Each draft of the interview guide was discussed within the interprofessional research team to reach consensus about the content. The interview guide focused on the exploration of knowledge and attitudes regarding AI in general and patient care, as well as the secondary use of health care data in AI applications (see Multimedia Appendix 1 for a translated English version). A sociodemographic questionnaire was developed and used to collect participant characteristics. Field notes were taken after each interview and discussed within the research team. All interviews were audiorecorded and transcribed verbatim by experienced support staff at the Department of General Practice and Health Services Research, University Hospital Heidelberg. All transcripts were proofread by the research team and amended where applicable. The transcripts were not returned to the participants.

Ethics Approval
This study received ethical approval by the medical ethics committee of the Medical Faculty of Heidelberg University (S-241/2021).

Recruitment
During the first recruitment phase, a convenience sample of 33 general practitioners (GPs) and 16 hospital-based physicians was approached using known contacts in academic teaching practices and personal contacts in hospital departments in Baden-Wuerttemberg. Given the explorative nature of this study and based on prior experiences and empirical guidance [18], a targeted sample size of 10 was deemed appropriate and sufficient to identify broad categories and themes of interest in the collected data and subsequently defined in the (unpublished) study protocol. All potential participants received an invitation to participate and written information about the aim of the study via post or email. In the second recruitment phase, a reminder was sent to all physicians who had not replied after 3 weeks (n=28). Since the COVID-19 pandemic was still ongoing and potential recruits signaled that they could only participate after the pandemic was over, no further recruiting waves were initiated. Considerations of gender, work experience, or specialty balance could not be applied due to the nature of convenience sampling. Physicians who were interested in participation returned a contact form and indicated a preferred date and time for the interview. All participants gave written consent prior to the interview. All interested physicians were included in the study. No reimbursement was offered.

Data Analysis
Qualitative data were analyzed in a structured content analysis [19] and categorized into relevant themes emerging from the data. Subsequently, 2 experienced researchers (MK and RPD) inductively identified the main categories and subcategories from the data, discussed and approved the coding, and assessed thematic saturation in close consultation with the study team. Organization and management of all text data was performed using MAXQDA Plus 2018 software (release 18.2.4; VERBI GmbH). Participant characteristics were analyzed using SPSS software (version 27; IBM Corp).

Results

General Characteristics of the Interviews
Interviews (N=8) with a mean duration of 24 (SD 7.8) minutes were conducted with 6 GPs and 2 hospital-based physicians in May and June 2021 by 2 experienced female interviewers (MK and RPD) who were members of the study team. All phone interviews were conducted either at the interviewer’s workplace or home office. No other persons were present during the interviews. There were no prior connections between the participants and researchers. All participants could ask questions about the study before the interview and verbally confirmed their consent for participation. The inductive analysis identified a wide range of themes in broad categories, thus providing an indication of data adequacy. The findings outlined below reflect the physicians’ perspectives on donating and using real-world care data for the development of AI solutions in health care and their general expectations and concerns regarding AI use in medicine. Represented are findings referring to general individual views, attitude toward including commercial partners in development phases, perceived prerequisites for consent to data donation and use, and perceived potential benefits of AI-based health care innovations. Textbox 1 gives an overview of the main categories and subcategories identified from the collected data material. Extracted quotes supporting key statements are included for illustration, and the participant number and transcript position are provided. All quotes were translated into English with due diligence.

Textbox 1. The main categories and subcategories identified from the collected data material.

<table>
<thead>
<tr>
<th>Data use for artificial intelligence (AI) solutions development</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Attitude in general and toward including partners</td>
</tr>
<tr>
<td>• Consent and conditions for data donation and use</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AI in medicine</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Potential benefits and expectations</td>
</tr>
<tr>
<td>• Concerns</td>
</tr>
</tbody>
</table>
Participant Characteristics

Of the participants, 88% (7/8) were male. All participants could self-rate affinity toward modern information technology (5-point Likert scale from 1=very low to 5=very high affinity). Table 1 describes the participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Care setting, n (%)</td>
<td></td>
</tr>
<tr>
<td>General practice</td>
<td>6 (75)</td>
</tr>
<tr>
<td>Hospital</td>
<td>2 (25)</td>
</tr>
<tr>
<td>Medical specialty, n (%)</td>
<td></td>
</tr>
<tr>
<td>General practitioner</td>
<td>6 (75)</td>
</tr>
<tr>
<td>Surgeon</td>
<td>2 (25)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1 (12)</td>
</tr>
<tr>
<td>Male</td>
<td>7 (88)</td>
</tr>
<tr>
<td>Age (years), mean (SD); range</td>
<td></td>
</tr>
<tr>
<td>54 (14.1); 30-74</td>
<td></td>
</tr>
<tr>
<td>Experience as a physician (years), mean (SD); range</td>
<td>25 (13.9); 1-45</td>
</tr>
<tr>
<td>Affinity toward modern technologies(^a), mean (SD); range</td>
<td>3.75 (1.1); 1-5</td>
</tr>
</tbody>
</table>

\(^a\)From 1=very low to 5=very high affinity.

Data Use for AI Solutions Development

Attitude in General and Toward Including Partners

Participating physicians were open-minded about the idea of donating real-world care data for AI solutions development. They considered using real-world care data necessary to gain new knowledge and support evidence-based medicine, physicians’ decision-making, and the development of new technologies to be used in clinical practice. Participation in the development of new AI-based technologies was seen as a chance to develop and use a target-oriented, user-centered product for patient care in a reasonable amount of time. Physicians also viewed this as a possibility for low-threshold research contributions.

*This is indispensable, so if you want to develop artificial intelligence in the medical context, you cannot do it without patient data.* [Physician 02, #32]

*If this could be implemented into the regular administrative software and one could enable a direct data flow with relatively low expenditure, and also in such a transparent way so no misuse was possible, then I think collecting gigantic data volumes in GP practices would be low threshold. And I believe, lots and lots and lots would be participating.* [Physician 07, #39]

Physicians mentioned that they would agree to donate data derived from their daily patient care if prerequisites were met. It was emphasized that even in research contexts, transparency about actual data use and strict data deidentification were of priority. High security standards and supervision of data use were expected to prevent misuse. This was mentioned especially in the context of the involvement of third-party entities with economic interests. Tight control of data use, possibly government-regulated, was suggested, and transparency about involved parties and their interests and goals was considered necessary to mitigate potential conflicts of interest (profit-oriented vs common welfare). Voluntary patient and physician participation was seen as an important prerequisite as well as requiring minimal additional efforts by physicians, similar to an automatically generated data flow form for their practice’s administration system.

*...it must be ensured that data is deidentified...Overall, the process must be transparent, you must always be able to understand what is done with the data and how it is processed. Exactly...who processes the data, what research projects are being carried out...* [Physician 03, #40]

*...good informing would have to happen...who is involved, who does the developing, who are the potential funders of such development. This would be very important to have relative transparency about, I believe. Because this is something that is relatively important...* [Physician 08, #30]

Consent and Conditions for Data Donation and Use

Sufficient information and transparency about data use and security, deidentification, and intended purpose were pointed out as prerequisites for consenting to data donation for AI solution development and use in the provision of health services. Physicians’ consent was seen as mandatory for data donation, and patient consent was discussed to be necessary only in specific cases, such as rare diseases. In general, donating data from real-world care processes was classified as being voluntary on the physician side, bound to specific purposes and suitable research questions. Again, adequate data protection and deidentification were mentioned as being mandatory. Purposeful and proven benefit in terms of patient and common welfare and
a nonprofit use were further perceived as prerequisites for consent. The economic interests of third-party entities involved in development were expected to be of secondary importance in related research projects.

...I would have a strange feeling if I knew data from various practices were being tapped and I had no idea what was happening with them. So, I think that would be fundamentally the wrong way to go about it. [Physician 04, #28]

There has to be an adequate research question defined for the research project and implementation of the study, data analysis and also further data use must be transparent. [Physician 02, #47]

**AI in Medicine**

**Potential Benefits and Expectations**

Regarding patient care, the physicians saw several potential benefits of AI use when based on real-world care data. They mentioned aspects regarding the efficiency of health care provision—that more time could be left for direct patient interaction and they expected their decisions to be supported by AI. They also reflected on a potential increase of evidence-based knowledge by using real-world care data derived from their own medical specialty and assumed there would be fewer restrictions on transferability to their own practice than using data from other medical fields.

Exactly, more time for patients, then better decisions to improve mortality and morbidity of patients. Exactly, I believe these are the two most important aspects. [Physician 03, #12]

Simply because a GP’s work is so incredibly complex, and I believe artificial intelligence could also support our work by optimizing our time. [Physician 07, #12]

Physicians expected strong support for daily patient care when AI technology is in place. They focused on the potential of a decreased workload, particularly in complex areas such as medication, yet final decisions were considered to remain with the physician. Another assumed benefit was that “a knowledge leap” (Physician 01, #10) would occur when enormous data volumes are analyzed.

I believe these can be supporting systems...which analyze CT data in a structured way, but certainly do not substitute the experienced radiologist who assesses them. [Physician 02, #18]

**Concerns**

Regarding the involvement of third-party entities with economic interests, all physicians contemplated the potential conflicts of interest. Their concerns were related to endeavors that potentially have a strong commercial interest instead of a focus on patient and common welfare and care optimization. The fear of potentially being replaced by technology was discussed by one participant. Physicians expressed that from their perspective, professional experience and diligence cannot be substituted by AI-based technology, particularly regarding their knowledge about individual patients and other possible medical findings.

Further concerns referred to potential mistrust in data derived from sources unknown to the physicians and technical feasibility limits.

There has to be good information...Who contributed to the development and possibly is a funder of this development. That would be very important to be relatively transparent, I suppose. [Physician 08, #30]

**Discussion**

**Principal Findings**

All participants in this study reported they would support the development of AI-based solutions in research contexts by donating deidentified data derived from daily patient care if subsequent data use was made transparent to them and their patients and the benefits for patient care were clear. Contributing to care optimization and efficiency were cited as motivation for potential data donation. Concerns regarding workflow integration (time and effort), appropriate deidentification, and the involvement of third-party entities with economic interests were discussed. The donation of data in reference to psychosomatic treatment needs was viewed critically.

**Comparison With Prior Work**

Using real-world care data and AI-based assistance systems can support prevention, early diagnostics, and individualized treatment in the future to facilitate improved outcomes and the discovery of new medical correlations and innovative preventive approaches that optimize health care [20,21]. AI-based systems can also facilitate more differentiated treatment methods and improved aftercare, thus assisting physicians and the nonphysician health care workforce by providing optimized patient care while easing their workload [20]. The development of these systems for research and health care requires a large volume of data, and data security is required to build and maintain trust in them for health care providers and patients alike. Therefore, exploring their respective perspectives on AI-based solutions in health care is just as essential as creating and implementing necessary regulation that defines the conditions and boundaries of secondary use of real-world health care data in general. Such structures have already been created in several other countries [22]. In Scandinavian countries, social and health care data of each citizen are connected with a unique identification number. For example, Finland has established legal regulations for the secondary use of social and health care data from different sources with the Finnish Social and Health Data Permit Authority [23]. In contrast, legal regulations for the secondary use of health care data in Germany are fragmented, and strict data privacy regulations, which still follow the principles of data anonymization and minimization, impede the secondary use and linkage of health care data from different sources [15,16]. Obtaining informed consent for the use of health care data by the data owner is still common in Germany to meet the legal requirements for research. The MII in Germany was created to bridge this gap, and it aims to establish a nationwide infrastructure that enables the donation and sharing of digitally available health care data for biomedical research [12]. Prior research identified the challenges to a widespread secondary use of real-world care data in Germany,
which include a traditionally high weighting of data protection and concerns about sharing and innovatively using such data [24]. These challenges are mirrored in our findings, particularly the strong emphasis the participants in our study put on transparency about the use, security, and deidentification of donated data, and the intended research purpose. The implementation of the broad consent model, as developed and approved by one of the MII expert working groups, might mitigate some of these concerns since the model will facilitate broad and pre-use transparency, allowing for consent withdrawal based on project-specific information provided in digital formats prior to actual project implementation [25]. In addition to the MII, which focuses on data sharing and the provision of data for research purposes in the clinical setting, there are further initiatives in Germany aimed at the sharing and provision of data in the primary care setting [16].

Besides transparency concerns, the physicians in our study also contemplated potential changes the use of AI-based technology might bring for their profession. These concerns were also considered in a Science for Policy report compiled by the Joint Research Centre for the European Commission. The report predicts that the incorporation of AI-based technologies into medical practice will trigger substantial changes in health care and medicine across medical, scientific, and technical grounds, as well as in workflows, clinical pathways, management, and the physician-patient relationship [26]. The report also covers ethical and social issues related to using AI-based systems in health care and medicine that were contemplated by the physicians in our study as well. It states that these issues coincide with some of the urgent priorities for the coming decade as defined by the World Health Organization in 2020, including “earning public trust” and “protecting people from dangerous products” [27]. The report also stipulates that to evaluate a patient’s clinical situation and treatment options, the integrated analysis of a qualified, trained, and real physician is necessary, a perspective clearly shared by the physicians in our study who viewed AI-based solutions as supporting tools rather than a decision-making authority.

The benefits that AI-based technologies can offer for health care are indivisibly linked to the sharing of health care data among different entities; however, resources for analyzing large data sets and developing new (AI-based) technologies for health care delivery by public research institutions or the government might be limited. The involvement of third-party entities with potential commercial interest can be a key to realizing the potential linked with large data sets and AI efforts. However, studies have shown that there are concerns about the use of health care data by third-party entities and that data sharing can lead to a deterioration of patient trust [28-30]. For instance, a recent survey regarding secondary use of health data among the German population assessed a generally positive attitude toward the use of personal health data for research purposes, and a mostly disapproving attitude regarding data use for commercial purposes, such as in the pharmaceutical industry [13]. In further research, patients in the Netherlands as well as German citizens were surveyed regarding the secondary use of health data, different options for consenting to data use, and data donation [31]. The findings indicated a willingness to permit secondary data use depending on the beneficiary institution or purpose, as well as a wide acceptance of broad consent in Dutch patients. The majority of the 1006 (78.8%) surveyed German citizens approved of anonymized data donation from their digital health records and the sharing of these data with third-party entities for medical research. Only a small minority of participants disagreed, mainly because of worries about data security [31]. A survey assessed that the US public is more comfortable sharing health data with third-party entities for patient purposes than business purposes [32]. An increase of public comfort in sharing health care data with third-party entities might be achieved by emphasizing patient-centered benefits and transparent communication about protective actions regarding data privacy and deidentification [29,32,33]. The physicians in our study strongly supported these views and repeatedly emphasized that transparency about the purpose of data use was mandatory to facilitate and increase comfort in sharing data, especially when third-party entities were to be involved. In general, they were supportive of donating real-world health care data through an automated and consolidated flow into a deidentified data pool for secondary use in research and implementation [4]. They were also interested in the potential benefits that analyzing large sets of routinely collected health care data might offer to them and their patients. Nevertheless, the physicians clearly highlighted their perspective regarding the purpose of data use, saying that such endeavors should primarily benefit patient outcome, health care delivery, or society. Statutory and best practice guidelines will need to accommodate these considerations so that physicians and patients can donate real-world health care data while empowered with knowledge and according to their beliefs.

In summary, the findings of this interview study support the need for better access to real-world health care data with uniform rules and legal regulations. Physicians from different settings interviewed in this study seem to be open-minded toward the concept of using health care data for research purposes and the development of new AI-supported technical tools. The concept of a new, large data pool should consider the inclusion of health care data from different institutions and settings and that the way data is transferred into the data pool should not add to physicians’ workloads. Moreover, the use of data needs to follow the principle of transparency, especially if third-party entities are involved. In accordance with findings from other studies, a concept for the donation, storage, and use of health care data in Germany should also focus on increasing public comfort in sharing health care data with third-party entities.

**Strengths and Limitations**

This qualitative study was guided by methodological strategies aimed at minimizing potential bias and reducing the risk of losing relevant content. Conducting the interviews via telephone ensured minimal added burden to the participants. During the analysis, the inductive approach facilitated the identification of relevant themes and a high intercoder congruence was achieved, reflecting a reliable classification of the data. The density of the generated data allowed for a thorough analysis and sufficient illustration of the categorical points, flowing to thematic saturation and effective convenience sample size as indicated by empirical guidance [18]. The reporting of this study followed

---
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the Consolidated Criteria for Reporting Qualitative Research (COREQ) guideline [34].

However, a limitation of potential selection bias has to be considered, since a pre-existing motivation for the dissemination of personal attitude, opinion, and experience might have been present. It is also possible that socially desirable answers were given. Further, female physicians, who were underrepresented in this sample, might have shared different or additional perspectives. To limit bias, the interviewers continuously established rapport with all participants and repeatedly provided reflection-enabling prompts. The discussion of perceived tendencies and the refinement of adequate approaches was facilitated by debriefings in regular research team meetings during data collection and analysis.

Conclusions

The physicians interviewed in this study reported they would donate real-world care data for secondary use in research contexts and the development of AI-based solutions with clear benefits for care optimization. The remaining identified concerns would need to be adequately addressed through national and international regulations for data sharing and options for consenting to provide a solid foundation for the development of new assistive AI-based solutions.
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Abstract

Background: Even when technology allows rural cancer survivors to connect with supportive care providers from a distance, uptake of psychosocial referrals is low. Fewer than one-third of participants in a telemedicine intervention for identifying rural survivors with high distress and connecting them with care accepted psychosocial referral.

Objective: The purpose of this research was to examine the reasons for which rural cancer survivors did not accept a psychosocial referral.

Methods: We utilized a qualitative design to address the research purpose. We interviewed participants who had been offered psychosocial referral. Semistructured interviews were conducted 6 weeks later (n=14), and structured interviews were conducted 9 months later (n=6). Data were analyzed descriptively using an inductive approach.

Results: Ultimately, none of the rural cancer survivors (0/14, 0%) engaged with a psychosocial care provider, including those who had originally accepted referrals (0/4, 0%) for further psychosocial care. When explaining their decisions, survivors minimized their distress, emphasizing their self-reliance and the need to handle distress on their own. They expressed a preference for dealing with distress via informal support networks, which was often limited to close family members. No survivors endorsed public stigma as a barrier to accepting psychosocial help, but several suggested that self-stigma associated with not being able to handle their own distress was a reason for not seeking care.

Conclusions: Rural cancer survivors’ willingness to accept a psychosocial referral may be mediated by the rural cultural norm of self-reliance and by self-stigma. Interventions to address referral uptake may benefit from further illumination of these relationships as well as a strength-based approach that emphasizes positive aspects of the rural community and individual self-affirmation.

doi:10.2196/33262
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**Introduction**

**Background**
Cancer survivors from rural areas experience high levels of cancer-related distress (the multifactorial, unpleasant, emotional experience that interferes with their ability to cope with cancer, treatment, and symptoms effectively). As recently as 10 years ago, fewer than 10% of all individuals with cancer were being screened for cancer-related distress, but with wider adoption of screening tools such as the National Comprehensive Cancer Network Distress Thermometer and Problem List [1], as many as 70% of individuals with cancer are now being screened [2-4]. Unfortunately, despite this high rate of screening, difficulty connecting rural survivors with psychosocial support persists. In fact, rates of successful referral of rural survivors to psychosocial services remains low [5-7], which leaves rural survivors highly vulnerable to a range of negative sequelae of unmet needs including a higher risk of suicide [8-11].

**Rural Head and Neck Cancer Survivorship**
Survivors of head and neck cancer have unique posttreatment sources of distress that may profoundly impact quality of life. Cancers of the head and neck are the seventh most common worldwide, and the ninth in the United States; more than 53,000 US men and women were diagnosed with head and neck cancer in 2020 [12], and the number of diagnoses and deaths of head and neck cancer continue to increase, outpacing most other cancers in the United States. Over the past several decades, survival after head and neck cancer treatment has increased [13,14]; thus, a growing number of survivors live permanently impacted by treatment. Head and neck cancer affects areas of the body that are imperative for critical activities such as speech and swallowing. Patients who undergo surgery to remove cancer and surrounding tissue are left with lasting impacts on prominent and often noticeable areas of the tongue, throat, voice box, windpipe, or jawbone and cote with lasting pain, neck and shoulder dysfunction, dysphagia, speech changes, and deformities related to loss of facial integrity [15]. Research has shown that when cancer-related distress in survivors of head and neck cancer is not addressed, it persists far beyond the immediate posttreatment period—as many as 5 years after treatment, unaddressed needs persist, including pain, difficulty chewing and swallowing, depression, and anxiety [16,17]; these unaddressed impacts are highly and negatively correlated with survivors’ quality of life [17-19].

Unfortunately, rural survivors have more unmet emotional needs, significantly poorer health, and higher levels of psychological distress than their urban counterparts [20]. Ultimately, the sequelae of unmet needs likely contribute to the high suicide rate among head and neck cancer survivors, who are estimated to have the second and third highest rate of all persons with cancer [21], 3 to 4 times higher than that of the general population [22,23]. Given increasingly higher and widening risk of suicide for US rural residents, there is an urgent need to address the cancer-related distress of rural head and neck cancer survivors [24].

**Rural Head and Neck Cancer Survivors’ Low Uptake of Psychosocial Help**
It is well accepted that distance from care is a significant factor in rural survivors’ reluctance to receive referral to psychosocial care [7,25,26]. Yet, this factor does not explain survivors’ unwillingness to receive psychosocial care when distance barriers can successfully be overcome via technology. For example, in a previous study [27,28], we developed and tested a telemedicine-delivered intervention for rural head and neck cancer survivors (called Comprehensive Assistance: Rural, Nursing Interventions and Guidance) to screen for cancer-related distress and make referrals for lingering posttreatment unmet needs. The intervention was designed to overcome technology barriers experienced by individuals living in broadband-poor areas, by offering options for individuals without home-based internet access to connect to a nurse with oncology specialization. Participants (n=14) who were found to have high cancer-related distress (using a combination of Distress Thermometer and Problem List measurement and a nurses assessment) were referred to a social worker with oncology specialization from the Cancer Center for psychosocial support, who initially contacted patients by phone to discuss the range of support options available (including telephone counseling or support groups in their area); however, fewer than one-third (28.6%) accepted referrals for further psychosocial care [27,28].

Given this low acceptance, even when distance barriers were removed, there is a need to better understand the psychological reasons why referrals are rejected and to develop interventions to increase acceptance; however, only one study [25] has directly examined rural cancer survivors’ reasons for not seeking psychosocial services—rural cancer survivors reported that speaking with a psychologist or using a support group to deal with psychosocial issues is not an accepted social norm. This suggested that relying on those within their own personal circle is more acceptable than utilizing professional care to deal with nonphysical issues that arise from cancer treatment [25]. Another study [29], in which men reported a desire to minimize or normalize the problem and to have emotional control noted the high value (in help-seeking in rural settings) that is placed on self-reliance and privacy.

It has also been suggested that stigma may be a barrier to seeking psychosocial services, especially within rural communities [30,31]. Stigma occurs when a person is labeled as less desirable than others for having an undesirable characteristic or trait (ie, a diagnosis cancer or mental illness) or engaging in an undesirable behavior (ie, seeking help). Stigma can occur at the external (public stigma) or at the internal (self-stigma) level [32]. Research specific to individuals with head and neck cancer has found low levels of public and self-stigma related to their cancer diagnosis [33], but the impact of stigma related to seeking psychosocial services has not been explored in rural head and neck cancer survivors. Higher rates of perceived public stigma for seeking help (ie, the perception that others view those who seek help for mental health concerns as weak or crazy) and self-stigma for seeking help (ie, the perception of oneself as being inferior or a failure for seeking help with a mental health concern) have been shown to exist in rural populations [31,32,34,35]. Self-stigma associated with
seeking mental health concerns has been shown to affect the likelihood of newly diagnosed patients with head and neck cancer using psycho-oncology services [36]. However, past research has been largely limited to individuals not currently experiencing distress or who were given a hypothetical situation and asked about what they might do rather than measuring actual behavior or acceptance of service use. Research has also largely not focused on individuals currently experiencing distress when they are offered services. Given that only 28.6% of rural survivors with high cancer-related distress accepted referral for psychosocial care in our previous study [27], the purpose of this research was to directly examine the reasons rural cancer survivors accept or do not accept psychosocial referral.

**Methods**

**Participants**
We utilized a qualitative descriptive design [37] to accomplish the study purpose. Participants were patients who had been offered psychosocial referral during a telemedicine intervention [27]; these patients had been recruited from the head and neck cancer clinic at a National Cancer Institute–designated comprehensive cancer center in the southeastern United States that serves a large rural catchment area and were over 18 years of age, had completed active treatment for head and neck cancer within the past 3 months, and lived in a rural county (which we defined as small metropolitan, micropolitan, or noncore and at least 45 minutes of travel was required to reach the cancer center).

**Data Collection**

Demographic, cancer-related, and level of distress data were collected as part of the previous study [27].

During open-ended semistructured interviews conducted (by a graduate nursing student under the supervision of the principal investigator; audiorecorded and transcribed verbatim) 6 weeks after the telemedicine intervention, participants who had declined a referral during the intervention were asked to talk about their reasons for declining, and those who had accepted the referral during the intervention were asked if they had yet heard from the referring provider and if the process had moved forward.

To understand perspectives on the barriers to acceptance of a psychosocial referral related to stigma or rural social norms, we attempted to recontact each participant who had been offered a psychosocial referral for a structured interview (9 months after the conclusion of the intervention). We used a structured interview guide and encouraged participants to expand on their answers in order to gain insight; interview questions were drawn from validated instruments [32,37] designed for understanding individuals’ reasons for not accepting or following through on referrals. Participants were asked if their decision to accept or not accept a referral was related to self-reliance (ie, feelings of not being able to take care of one’s own problems) [29], public stigma related to seeking mental health (ie, others viewing them negatively or in a less favorable light, others thinking bad things about them, or others seeing them as seriously disturbed or thinking they posed a risk to others), and self-stigma related to seeking mental health (ie, if accepting a psychosocial referral would impact them feeling “inadequate,” “inferior,” or “less satisfied with themselves” [32,38] (Multimedia Appendix 1). We also sought to determine if they had met with the Cancer Center social worker or other psychosocial care providers.

**Data Analysis**

We used inductive content analysis to guide coding of the data. This methodology is appropriate for establishing links between the research objectives and the summary findings, ensuring that these links are transparent [39] and has been used in studies to identify characteristics of social media videos about college students’ mental health [40] and to guide the design of digital interventions for mental health management among construction personnel in Nigeria [37]. Two researchers collaboratively categorized data into known barriers to mental health care in rural populations. Categories were developed into themes; categories and themes were discussed among 3 members of the research team until consensus was reached.

**Ethics**

The institutional review board for health research at the University of Virginia approved the study (HSR-IRB 20991). Verbal consent was obtained from all participants.

**Results**

**Participant Characteristics**

All 14 individuals who had been referred for further psychosocial help had participated (Table 1) in the first round of interviews, and we were able to successfully recontact 6 of the original 14 for long-term follow-up interviews. Of the 14 participants, 2 had passed away since the intervention, and we were unable to reach 6 (Figure 1).
Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants (n=14)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (50)</td>
</tr>
<tr>
<td>Female</td>
<td>7 (50)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>62.0 (12.4)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>11 (79)</td>
</tr>
<tr>
<td>Black</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Asian or refused</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>12 (86)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>2 (14)</td>
</tr>
<tr>
<td><strong>Cancer site, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Oral cavity</td>
<td>5 (36)</td>
</tr>
<tr>
<td>Thyroid</td>
<td>4 (29)</td>
</tr>
<tr>
<td>Pharynx</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (14)</td>
</tr>
<tr>
<td>More than one site</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Cancer type, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Squamous cell carcinoma</td>
<td>8 (57)</td>
</tr>
<tr>
<td>Papillary thyroid carcinoma</td>
<td>4 (29)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (14)</td>
</tr>
<tr>
<td><strong>Cancer stage, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Early</td>
<td>12 (86)</td>
</tr>
<tr>
<td>Late</td>
<td>2 (14)</td>
</tr>
<tr>
<td><strong>Distress score(^a), mean (SD)</strong></td>
<td>5.8 (0.3)</td>
</tr>
</tbody>
</table>

\(^a\)The distress score was calculated as total number of problem areas rated as 4 or higher (out of 10); scores ranged from 5.17 to 7.17.

The sample was equally split among men and women; participants ranged in age from 39 to 80 years. The majority were White (11/14, 79%), non-Hispanic (12/14, 86%), and the most common cancer was squamous cell carcinoma of the oral cavity (5/14, 36%). Over 85% of participants (12/14) had cancer that had not spread to lymph nodes or metastasized elsewhere. The mean distress score was 5.8 (SD 0.3) out of 10. Of note, of the 6 survivors with whom we able to conduct second interviews, 2 women had originally accepted referrals, but when the social worker contacted them, neither had followed through with receiving further assistance.
Themes

We ultimately extracted 3 themes: minimization and self-reliance; preference for use of informal support; and self-stigma for some but no public stigma.

Minimization and Self-reliance

When explaining their rationale for not pursuing further psychosocial care, 6 participants made light of their distress by minimizing it and instead focused on positivity and self-reliance.

A positive attitude was viewed as a means to regain health:

Yeah well that’s the only way to get better, isn’t it?...I certainly try not to ever feel sad. I feel lucky [that the cancer is in remission]. [70-year-old male]

Several laughed while describing their distress. One participant who had declined to speak with a social worker insisted that his situation was not negative and that he could and should handle it himself:

I had a brain bleed. They drilled a couple of holes in my head. But life goes on! There was uh...a series of complications with the cancer. This is just a series of misfortunes the way I look at it [laughs], and I have to deal with them. [80-year-old male]

He then emphasized his self-reliance and strength by stating,

And I do deal with them...I’m not an invalid or anything.

One woman minimized her fear of recurrence, continuously reframing her fears of recurrence as concerns, stating

it’s just those same concerns. You know I get this sore throat and it’s like, it’s just a concern that the cancer may come back like the other time. So, it’s just a concern that it’ll come back like the other two times...it’s not even the fear it’s just the concern of it, of it coming back. [33-year-old female]

The idea of cancer-related distress not rising to the level of requiring outside intervention was echoed by other survivors.

One woman who declined a referral to the Cancer Center social worker stated,

I just tend to view things I want to handle them myself...If I felt an absolute need [to speak to someone about my cancer-related distress] I would do it...I didn’t feel an urgent need, to be honest. [71-year-old female]

Preference for Use of Informal Support

Participants described a small circle of people with whom they would speak about their cancer-related distress. They reported limiting these discussions to close family but occasionally included close friends. One turned down the referral to the Cancer Center social worker by explaining

my niece is a social worker and we’ve had our chats. [52-year-old female]

Two men reported only discussing distress with their spouses. When asked why he had not been interested in speaking with the Cancer Center social worker, one replied,

No. I’ve got great support from my wife as a caregiver. [80-year-old male]

and the other reported that he spoke to his wife about his cancer-related distress, but only minimally.

I’m uh, I’m just not a big talker [laughs]. My wife’s always gettin’ on me. That’s just uh, just kinda the way I am. [62-year-old male]

One woman expressed a similar sentiment:

What you might consider an inadequacy, or a problem or an issue, I handle them myself, and that’s just the
way I am...It would take some getting beyond the point of me handling it entirely on my own and feeling comfortable in sharing with someone else. [71-year-old female]

However, she also suggested that her family was included as part of her handling things herself:

My family is close, husband is very close...those are my anchors.

Self-stigma for Some but No Public Stigma

Participants did not report public stigma associated with seeking help for cancer-related distress. One woman who reported high distress during the intervention but had turned down a referral to the social worker stated,

I don't think anyone would say anything bad about [my speaking to a social worker]. [52-year-old female]

Despite participants’ sense that society would not judge them harshly, a few of them did indicate they would judge themselves negatively if they had followed up with a social worker or other mental health care provider. One woman who had originally accepted a referral, but then never called the social worker back, was asked if speaking to the social worker would have made her feel that she could not handle her problems herself, and she confirmed,

I would question it...I don’t want to learn [sic] the appearance that as I’m getting older, I am less able to handle my situation, and that’s a protection on my part. I try not to view anybody else that way, but I tend to view myself more critical [sic]. [71-year-old female]

Not all survivors shared this perception. One participant with high distress who turned down the social worker referral stated that he did not believe would not have felt inadequate if he had accepted help from the social worker:

I wouldn’t think there was any stigma to it. [80-year-old male]

Another participant explained that she had not accepted a referral to the social worker because

I have a therapist. [50-year-old female]

She went on to explain her perspective of the impact of socioeconomic status on her views about seeking mental health care:

I make over $100,000, you know, I have a bunch of degrees and everything...but I do live in a rural area...I think for me there aren't those barriers to treatment.

Despite many survivors’ statements suggesting that seeking mental health help for cancer-related distress is acceptable, overwhelmingly participants still declined the opportunity to speak to a social worker or counselor. During the intervention, one man had self-reported high levels of nervousness and worry related to his cancer diagnosis, treatment, and the possibility of recurrence, but he declined the offer of psychosocial support from a social worker or participation in a support group. During the follow-up interview, he reported feeling no public or self-stigma associated with seeking help for his cancer-related distress but was unable to articulate his reasons for refusing, stating

The social worker thing was something that I did not feel would help me. [62-year-old male]

Discussion

Principal Findings

When explaining their views toward not accepting psychosocial help, head and neck cancer survivors minimized their experiences of distress while emphasizing self-reliance and a desire to only speak to close family and occasionally to friends. Research has found similar phenomena—cancer survivors living in rural populations preferred to rely on family and friends to deal with psychosocial issues [25]. Several studies [29,31,41-43] have also found self-reliance and problem-minimization to be barriers to seeking mental health treatment for rural populations. Similarly, in a qualitative study [30], psychosocial care providers serving a rural Australian region reported that the distress of residents of their region had to rise to a very serious threshold before residents would even acknowledge the existence of mental health distress. Both their findings [30] and our findings suggests that the rural social norms of self-reliance and desire to not share personal information with someone from outside the survivors’ immediate circle may be key contributing factors to not seeking help for psychological distress among rural cancer survivors, as well as important points to address when developing an intervention. This is particularly important, as prior research indicates that mental health care discussions with only family and friends are insufficient to address the profound distress that survivors experience and that those who elect to seek professional care find it highly impactful [44]. Consistent with past research [29], both male and female survivors in our study emphasized positive thinking, self-reliance, and minimization of distress; our findings also suggested that there were some differences between men and women in approaches to addressing barriers to care. Men in our study reported a smaller circle of trust, which typically only included their wives, which is consistent with the findings of a study with 409 rural Australian men and women which found that rural men reported more barriers to seeking mental health care than women [29]. Certain norms, such as a desire for stoicism and emotional control, have been found to be stronger barriers to help-seeking for rural men than they are for women [42]. Because women who live in rural areas are more likely to seek mental health care than men who live in rural areas [42,45], approaches to overcome barriers may benefit from gender-focused interventions, for example, a dyadic intervention that includes their spouse or caregiver may be particularly salient for men.

Interestingly, while stigma is the most cited barrier to seeking help, rural cancer survivors in our study showed that the type of stigma was especially important. Self-stigma was a barrier to accepting a referral; public stigma was not strongly felt. None of the 6 individuals reported that others would view them negatively if they were to seek help from the Cancer Center.
social worker. In turn, self-stigma associated with seeking psychosocial services was found to be a factor that limited the acceptance of a psychosocial referral, at least for some participants. These findings are consistent with assertions that stigma is a moderately important barrier to help-seeking, which have been reported by one-quarter to one-third of participants in multiple research studies included in a review [46] and in a study of patients newly diagnosed with head and neck cancer [36]. One possible explanation is that the cancer experience is viewed to be sufficiently physically and emotionally debilitating to warrant emotional support from others but still does not rise to a level that warrants breaking social norms oneself. One participant referred specifically to this, stating that she tried not to view others that way but viewed herself more critically. This finding is also consistent with most research showing that self-stigma is a more salient barrier to help-seeking than public stigma in general populations [47] and rural communities [30,32]. As such, self-stigma may be an important barrier for those whose values are aligned with not seeking psychosocial help, and thus, is not salient for everyone. Alternatively, it may be that stigma influences other factors, and thus, its systemic effects may not always be noticeable [48]. Others have also suggested that stigma is part of interrelated network of barriers [49]. For example, Jennings and colleagues [50] examined a model and linked public stigma to attitudes toward seeking professional services through the mediators self-stigma and self-reliance, which, being proximal to decisions to seek help, may be more accessible to participants’ awareness. This finding is consistent with our theme preference for informal support that potential mediating factors such as self-reliance and the desire to only disclose to close family and friends were widely endorsed and stigma factors less so. Thus, similar to Jennings et al [50], we encourage researchers and clinicians to continue to examine the complex relationships between different types of stigma and other factors such as self-reliance in order to be able to develop more focused interventions to increase the use of services by those who could benefit.

Implications for Cancer Survivorship Care

Our findings suggest a potential direction for developing interventions aimed at improving access to psychosocial care for rural cancer survivors. Barriers to rural access are typically grouped into 4 domains: people, place, provider, and payment [51]. In light of increased levels of insurance coverage [51], and ongoing technological advances that overcome distance-related barriers to care [52], personal and cultural belief systems need to be explored further. Thus, to continue to work toward equitable access, a more rigorous understanding of rural cultural belief systems that may limit cancer survivors’ openness to receiving high-quality psychosocial support is needed. Instruments are available that differentiate barriers [32,38,53]; however, these tools were not developed specifically with rural populations; thus, customization to illuminate rural-specific barriers may be needed. As such, researchers may consider amending instruments by including questions specific to rural populations.

Clinicians caring for rural survivors may need to be aware if they hold any negative perception of or implicit bias toward rural culture. Current approaches toward improving access to care have been developed in the context of an urban health care delivery system [54]. For example, rather than viewing aspects of rural culture through a deficit lens (ie, stigma and self-reliance as barriers to access), we should strive to develop culturally appropriate interventions that leverage the considerable strengths of the rural setting (ie, resilience, strong community networks) to design effective interventions that connect rural survivors with care [55].

A strength-based approach that might be particularly salient is one based in self-affirmation theory [56-58]. Self-affirmation theory notes that we are inherently motivated to keep a positive sense of self-worth, and when we experience information that could decrease positive self-perceptions (ie, reduce the belief that we are self-reliant and self-sufficient), we are driven to protect positive views of the self, which can result in avoidance of treatment for mental health issues [59,60]. Fortunately, self-affirmation theory also asserts that we can reduce this drive to protect our self-worth, and thus increase likelihood of seeking therapy, by using self-affirmations (ie, reflecting on a positive and self-relevant personal characteristic or values) prior to confronting information that could decrease these positive self-perceptions. Self-affirmation interventions have started to receive some support for increasing the use of psychosocial services [59-61] but need to be further evaluated with rural cancer survivors. This approach, if tailored to this population, may be able to directly reduce barriers to access such as stigma and self-reliance.

Study Limitations

Our study was qualitative, and as such, findings were meant to provide a direction for further research and were not meant to be generalizable. Still, there are several limitations that may have had an impact on our findings. The sample size (n=14) was small, and we were only able to recontact 6 individuals to discuss specific barriers. It is possible that with a larger sample size we may have found additional themes. The number of participants also made it difficult to fully evaluate differences in perceptions between rural women and men, or between people with different types of stages of cancer. Finally, we did not collect data on participants’ education level, which is a significant driver of differences in stigma perceptions [62] and was also highlighted by one participant. Evaluating our findings in the context of education level and cancer stage may have provided additional insight into drivers of participants’ reluctance to seek psychosocial help. Researchers should explore the impact of stigma and self-reliance on psychosocial referral uptake using quantitative instruments and with a larger sample size, to better understand which populations may be experiencing these impacts. More precise information about how self-reliance and stigma create barriers to help-seeking will be important in developing customized interventions for rural individuals and should be considered when targeting behavioral change in rural populations.

Conclusions

To the best of knowledge, this study is the first explore self-reliance, rural social norms, and self-stigma as barriers to connecting rural survivors with psychosocial care. Our findings
suggest that rural cancer survivors who experience these barriers may be reluctant to seek psychosocial care, even when they identify themselves as having high levels of cancer-related distress. Further research, with a larger sample, to explore these barriers is needed to develop effective interventions to increase psychosocial referral uptake in this population.
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Abstract

Background: Innovative digital technology systems that support and monitor real-time medication intake are now available commercially; however, there is limited knowledge of the use of such technology in patients’ homes. One such smart medication dispenser, spencer, provides alerts to patients to take their medications and allows for tracking and reporting real-time medication adherence data.

Objective: The objectives of this study were to examine the use of a smart medication dispenser as a medication adherence and self-management support tool for community dwelling adults over a 6-month period, in addition to usability, usefulness, satisfaction, and impact on caregiver support.

Methods: This prospective, observational study invited community-dwelling adults aged 45 years and older taking at least one chronic medication and their caregivers to use this smart medication dispenser for their medication administration for 6 months. Adherence was defined as a dose intake within 2 hours post scheduled time. Real-time adherence data were collected using the smart medication dispenser and the AdhereNet platform. Usability, usefulness, and satisfaction were measured using the System Usability Scale and the Usefulness, Satisfaction, and Ease of Use questionnaire, respectively. Caregiver burden was measured on a visual analog scale at baseline and at the end of the 6-month study period.

Results: A total of 58 participants were recruited, of which 55% (32/58) were female with a mean age of 66.36 (SD 11.28; range 48-90) years. Eleven caregiver participants were recruited, of whom 91% (10/11) were female. The average monthly adherence over 6 months was 98% (SD 3.1%; range 76.5%-100%). The average System Usability score was 85.74 (n=47; SD 12.7; range 47.5-100). Of the 46 participants who provided data, 44 (96%) rated the product as easy, 43 (93%) as simple to use, and 43 (93%) were satisfied with the product. Caregiver burden prior to and following smart medication dispenser use for 6 months was found to be statistically significantly different (P<.001; CI 2.11-5.98).

Conclusions: Smart medication adherence products such as spencer, when connected and clinically monitored, can be a useful solution for medication management and have the potential to improve caregiver burden.

(JMIR Form Res 2022;6(5):e34906) doi:10.2196/34906
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Introduction

Nonadherence to medications is a well-recognized global challenge. In 2003, the World Health Organization (WHO) noted that the mean adherence to chronic therapy was only 50% in high-income countries and even lower in low-income countries [1]. Numerous other studies confirm findings of significant nonadherence rates in various chronic disease populations [2-5]. Nonadherence to medications is a key contributor to potentially preventable health care utilization and costs [6-8]. Conversely, improving medication adherence can improve clinical outcomes, decrease mortality, and lower health care costs [9,10]. Several strategies to improve medication adherence have been identified, including patient education, medication regimen management, pharmacist-led interventions, cognitive behavioral therapies, medication-taking reminders, and incentivization [11]. Systematic reviews of several interventions indicate that while some interventions are effective [12,13] at improving medication adherence, others are not [14], and many are limited by the quality of studies conducted. Indeed, medication nonadherence continues to be a challenge and has led to an increasing interest in developing innovative digital technology systems that tackle medication taking and monitoring [15,16]. Some of these technologies include smart pill containers and wearable sensors that track medication access via actions such as opening containers, pouring pills, picking up pills, hand to mouth movements, or pill swallowing, while ingestible sensors detect medication ingestion [15]. Some systems, such as Medication Event Monitoring Systems, track and store the dates and times a vial is opened by simply incorporating a cap that can be fitted over prescription vials [17], while others offer multidose packaging, medication reminders via integrated alarms, text messaging, and notifications, among other things, when tracking medication adherence in real time [18]. However, the use of these smart medication dispensing aids in patients’ homes has not been investigated extensively.

While medication dispensing events that are tracked by dispensing aids have been validated as an accurate marker of medication adherence [11], there are several factors that may impact the implementation of such devices in the homes of patients. A key driver of the implementation and sustainable use of a product is its usability. The International Organization of Standardization defines usability as the “extent to which a system, product or service can be used by specified users to achieve a specified goal with effectiveness, efficiency and satisfaction in a specified context of use” [19]. As the definition indicates, medication dispensing devices must be established as effective, efficient, and satisfactory among the individuals expected to use the device. Complexity, design quality, and packaging can affect the implementation of eHealth products and should also be examined [20]. Unfortunately, few studies have examined the usability of such dispensing devices [21-24].

Older adults often require assistance with activities of daily living. Research indicates that informal caregivers, often spouses and children, provide the bulk of these services and that medication management is a key component of the health care assistance provided [25-27]. Caregivers perform a number of tasks associated with managing medications, including ordering and administering medications as well as monitoring adverse effects and the safe use of medications [28]. Medication management can be a cause of stress for caregivers. In addition to administration procedures and safety issues associated with medications, scheduling logistics such as administration of medication into care routines, scheduling multiple medications, giving medications on time, and keeping medication prescriptions filled are contributors to the burden a caregiver may experience. The use of medication reminder systems has been associated with a decrease in stress among caregivers of patients with dementia but not among those whose care recipients did not have dementia [29]. The study, however, did not specify the types of medication reminder systems that were used.

Therefore, the objectives of this study were to examine the use of one such system as a medication adherence and self-management support tool for adults in the community setting. In addition to examining the adherence to medication regimens during a 6-month period, we sought to examine the usability, usefulness, satisfaction, and impact on caregiver support. Finally, we examined the potential for pharmacists to identify and address medication related problems including concerns related to adherence with data available through AdhereNet.

Methods

Study Design

This study was designed as a prospective, observational pilot study.

Sample and Sample Size

A convenience sample of 50 adults and 15 caregivers was determined as adequate for this pilot study. Patient participants had to be at least 45 years old, speak English, be a resident of Ontario, Canada, be prescribed at least one chronic oral medication, and have the cognitive capacity to interact with the medication dispensing device. Chronic oral medications were defined as a prescription or over-the-counter medication with approved indication or generally accepted reasons for use as defined by the WHO Anatomical Therapeutic Chemical/Defined Daily Dose Index 2019. Cognitive capacity to use the smart medication dispenser was determined by the research pharmacist using clinical judgment and by assessing responses to the following questions: was the participant comfortable opening the medication package? Was the participant able to tell how they could remove medications from the smart medication dispenser? Was the participant able to play back demonstration videos? Was the participant aware and able to call the number if there were any technical difficulties? Was the participant aware of the number to call if they needed the pharmacy’s assistance? If the respondent was not able to demonstrate capacity in the any of the above, they were excluded from participation.

Patient participants could have an unlimited number of scheduled medication dosing times, customized to their daily routines. All medications for a scheduled dosing time were
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packaged together in single or multiple multidose pouches. Adults who had previously expressed an interest in learning about the smart medication dispenser were approached to take part in this study. In addition, health care providers, outreach programs, and independent living communities were approached to assist in identifying potential participants. The participants’ caregivers were also invited to take part in this study. Caregivers comprised of family members, friends, volunteers, or paid support workers who had regular involvement with providing medication management support to the participants. Patient participants who were receiving assistance from a formal medication management program and those who had severe cognitive impairment were excluded from this study.

**Smart Medication Dispensing Device**

In this study, we investigated the use of *spencer*, [30] an at-home smart medication dispensing device that connects patients to community pharmacists to monitor medication adherence, ask active engagement questions for patient reported outcomes, link readings from Bluetooth enabled devices to medication administration, and use telehealth capabilities with an embedded camera. Medications are packaged in multidose pouches by pharmacies certified on Catalyst Healthcare’s AdhereNet platform, [31] and delivered to patients at home weekly or biweekly. These multidose pouches are loaded into the smart medication dispenser at home and dispensed at individualized, appropriate preset times. The smart medication dispenser has a touch screen interface for patients to respond to reminder alerts, answer questions posed by their clinicians through the product, and participate in telehealth video calling through the device. The smart medication dispenser tracks a patient’s medication intake in real time and provides reports on adherence to the patient’s clinicians, including pharmacists. Clinicians can also ask questions via the smart medication dispenser and provide virtual clinical interventions as required.

**Outcome Measures**

**Adherence**

Adherence data were determined by using the smart medication dispenser and AdhereNet, which receives data from the smart medication dispenser and displays adherence in real time, allowing for remote viewing and analysis by pharmacists. Adherence was measured by tracking the removal of a medication dose no more than 2 hours after the scheduled dosing time. For instance, if a patient’s medication was removed from the smart medication dispenser within this 2-hour window, the dose event was recorded as 100%. Conversely, if the dose was removed from the smart medication dispenser more than 2 hours after the scheduled time, the dose event was recorded as 0%. The daily medication adherence percentage was calculated based on the number of doses dispensed within a 2-hour window each 24-hour period. Monthly adherence reports were generated for each patient. The total average medication adherence for the study population (mean, SD) was calculated by dividing individual adherence percentage values over the course of the study by the number of study participants (N):

Daily medication intake data were collected for each participant using the smart medication dispenser. Mean monthly adherence was calculated at every 30-day interval (eg, period 1: 1-30 days, period 2: 31-60 days, period 3: 61-90 days, etc) for the duration of the study. Since participants started at different dates, we defined their first day using the smart medication dispenser as day 1. For any dates in which adherence data was not collected, the carry forward technique was utilized to impute these missing values [32]. This technique was applied to a maximum of 6 consecutive missing data points within a 30-day period. Participants with 7 or more consecutive missing data points were removed from that 30-day period of analysis.

**Usability, Usefulness, and Satisfaction**

Usability, usefulness, and satisfaction were measured with two tools: the System Usability Scale (SUS) and selected questions from the Usefulness, Satisfaction, and Ease of Use (USE) questionnaire. SUS is a broadly used 10-item posttest instrument that can be quickly administered to examine the usability of a product. Each item is scored on a 5-point Likert scale examining the degree of agreement. SUS has been demonstrated to be reliable and sensitive to successful task completion and identify differences in user experiences in multiple studies [33]. The USE questionnaire is a 30-item questionnaire designed to investigate the usefulness, ease-of-use, ease of learning, and satisfaction of a system [34]. The 30 statements are rated on a 7-point Likert scale, ranging from strongly disagree to strongly agree. The questionnaire can be utilized over various assessments of usability, including both technology and nontechnology systems [34]. Although the questionnaire has not been studied among older adults, a psychometric evaluation among users of Microsoft Word and Amazon.com revealed a Cronbach alpha of .98 of the overall score. The USE questionnaire correlated well with SUS (r between 0.6 and 0.8) [35]. Due to the participant profile in this study, 9 statements regarding usefulness and satisfaction were selected out of the 30 total.

**Pharmacist Clinical Interventions and Resolution of Drug Therapy Problems**

Drug therapy problems were identified by pharmacists during their direct interactions with the participants. Direct interactions were conducted in person, over the phone, or through the smart medication dispenser’s telehealth video call functionality. Pharmacists interacted with patients to assess drug therapy problems at the beginning of the study, during the study as required, and at the end of the 6-month study period. The COVID-19 pandemic impacted pharmacists’ ability to conduct direct in-person interactions during the latter part of the study, resulting in most interactions occurring over the phone or over the smart medication dispenser’s telehealth video calling functionality. A drug therapy problem was defined as “any undesirable event or risk experienced by the patient that involves or is suspected to involve drug therapy and that interferes with achieving the desired goals of therapy and requires professional judgment to resolve” [36]. Drug therapy problems were classified based on the Canadian Consensus of Clinical Pharmacy Key Performance Indicators [36].
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Caregiver Impact
Caregiver burden was measured on a visual analog scale by asking participants to indicate their response to the question, “On a scale of 0 to 10, how would you rate your burden level with respect to managing your loved one’s medications, where 0 = no burden and 10 = most burden?” Caregiver burden was measured at baseline and at the end of the 6-month study period.

Statistical Analysis
Data were entered in a Microsoft Excel spreadsheet (Microsoft 365, version 2170; Microsoft Corp). Descriptive statistics (mean, standard deviation, and frequencies) were analyzed using Microsoft Excel. Independent t tests and Pearson chi-square tests were conducted using RStudio (1.2.1335) to examine if there was a statistically significant difference between participants who completed the study and those who dropped out. A paired t test was also conducted using RStudio to examine if there was a statistically significant change in caregiver burden from baseline to the end of the 6-month study period. Descriptive statistics were used to describe identified drug therapy problems.

Ethics Approval
This study was reviewed by and received ethical approval from the University of Waterloo Office of Research Ethics (#40820). All participants were informed of the study and provided consent before enrolling.

Results
Participant Demographics
A total of 58 participants were recruited for this study, of whom 1 participant died and 9 participants withdrew consent prior to the end of the study but did not withdraw their data collected prior to their discontinuation in this study. Table 1 outlines the participants’ demographic statistics.

Of the 11 caregiver participants recruited, 91% (10/11) were female with a mean age of 57 (SD 16.6; range 28-83) years. There were no caregiver participant dropouts. Table 2 outlines the caregiver participants’ demographic statistics.

Almost all caregiver participants noted forgetfulness (n=9, 81.82%) or administering medications inappropriately (n=6, 54.55%) as reasons for starting to help their family members with their medications.
### Table 1. Demographic characteristics of participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total (N=58)</th>
<th>Withdrawn (n=9)</th>
<th>Completed (n=49)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>66.36</td>
<td>69.56</td>
<td>65.78</td>
<td>.48</td>
</tr>
<tr>
<td>SD</td>
<td>11.28</td>
<td>5.92</td>
<td>11.96</td>
<td></td>
</tr>
<tr>
<td>Mode</td>
<td>64</td>
<td>64</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>65.5</td>
<td>69</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>Min</td>
<td>48</td>
<td>62</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>Max</td>
<td>90</td>
<td>80</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td><strong>Gender , n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>Male</td>
<td>26 (44.83)</td>
<td>3 (33.33)</td>
<td>23 (46.94)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>32 (55.17)</td>
<td>6 (66.67)</td>
<td>26 (53.06)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>Single</td>
<td>8 (13.79)</td>
<td>1 (11.11)</td>
<td>7 (14.29)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>25 (43.10)</td>
<td>2 (22.22)</td>
<td>23 (46.94)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>9 (15.52)</td>
<td>1 (11.11)</td>
<td>8 (16.33)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>9 (15.52)</td>
<td>3 (33.33)</td>
<td>6 (12.24)</td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>4 (6.90)</td>
<td>0 (0)</td>
<td>4 (8.16)</td>
<td></td>
</tr>
<tr>
<td>Living together</td>
<td>2 (3.45)</td>
<td>1 (11.11)</td>
<td>1 (2.04)</td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>0 (0)</td>
<td>1 (11.11)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Living arrangement, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>Lives alone</td>
<td>22 (37.93)</td>
<td>4 (44.44)</td>
<td>18 (36.73)</td>
<td></td>
</tr>
<tr>
<td>With spouse</td>
<td>25 (43.10)</td>
<td>3 (33.33)</td>
<td>22 (44.90)</td>
<td></td>
</tr>
<tr>
<td>With partner</td>
<td>1 (1.72)</td>
<td>0 (0)</td>
<td>1 (2.04)</td>
<td></td>
</tr>
<tr>
<td>With family</td>
<td>9 (15.52)</td>
<td>1 (11.11)</td>
<td>8 (16.33)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1 (1.72)</td>
<td>1 (11.11)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Ask for help with taking medications, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.34</td>
</tr>
<tr>
<td>Yes</td>
<td>14 (24.14)</td>
<td>3 (33.33)</td>
<td>11 (22.45)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>44 (75.86)</td>
<td>6 (66.67)</td>
<td>38 (77.55)</td>
<td></td>
</tr>
<tr>
<td><strong>For participants who ask for help with taking medications, who helps?, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Family member</td>
<td>14 (100)</td>
<td>3 (100)</td>
<td>11 (100)</td>
<td></td>
</tr>
<tr>
<td>Neighbor</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Friend</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Paid caregiver</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Do you use a medication management aid?, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Yes</td>
<td>40 (68.97)</td>
<td>8 (88.89)</td>
<td>32 (65.31)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>18 (31.03)</td>
<td>1 (11.11)</td>
<td>17 (34.69)</td>
<td></td>
</tr>
</tbody>
</table>

*a*Independent 2-sample *t* test was performed.

*b*Pearson chi-square test was performed.
Table 2. Demographic characteristics of caregiver participants (n=11).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>57</td>
</tr>
<tr>
<td>SD</td>
<td>16.58</td>
</tr>
<tr>
<td>Mode</td>
<td>28</td>
</tr>
<tr>
<td>Median</td>
<td>59</td>
</tr>
<tr>
<td>Min</td>
<td>28</td>
</tr>
<tr>
<td>Max</td>
<td>83</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1 (9.09)</td>
</tr>
<tr>
<td>Female</td>
<td>10 (0.91)</td>
</tr>
<tr>
<td><strong>Relationship, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Family member</td>
<td>11 (100)</td>
</tr>
<tr>
<td><strong>How often do you provide help?, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&gt;Once daily</td>
<td>7 (63.64)</td>
</tr>
<tr>
<td>Once daily</td>
<td>1 (9.09)</td>
</tr>
<tr>
<td>Once a week</td>
<td>2 (18.18)</td>
</tr>
<tr>
<td>≥Once a month</td>
<td>1 (9.09)</td>
</tr>
<tr>
<td><strong>Have you ever provided a medication taking aid?, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8 (72.73)</td>
</tr>
<tr>
<td>Blister pack</td>
<td>3 (37.50)</td>
</tr>
<tr>
<td>Blister pack and reminder</td>
<td>2 (25.00)</td>
</tr>
<tr>
<td>Dosette and reminder</td>
<td>2 (25.00)</td>
</tr>
<tr>
<td>Blister pack, dosette, and dispenser with alarm</td>
<td>1 (12.50)</td>
</tr>
<tr>
<td>No</td>
<td>3 (27.27)</td>
</tr>
</tbody>
</table>

Adherence

The average monthly adherence over 6 months was 98% (n=56; SD 3.1%; range 76.5%-100%) (see Figure 1).
Usability, Usefulness, and Satisfaction

A total of 47 participants completed the SUS. The average SUS score was 85.74 (SD 12.7; range: 47.5-100). Meanwhile, 46 participants completed the 9-question USE questionnaire. Most participants (≥75%) strongly agreed that the smart medication dispenser was pleasant and easy to use (see Figure 2). Of the participants who completed the USE questionnaire, 43 (93%) indicated that they either somewhat agreed, agreed, or strongly agreed that they were satisfied with the product and would recommend the smart medication dispenser to a friend. Moreover, 42 (91%) participants somewhat agreed, agreed, or strongly agreed with the statement that they found the smart medication dispenser worked the way they want it to, and 40 (87%) somewhat agreed, agreed, or strongly agreed with the statement that they needed to have the product.

Figure 2. Usefulness, Satisfaction, and Ease of Use (USE) questionnaire response breakdown.
Pharmacist Clinical Interventions and Resolution of Drug Therapy Problems

Drug therapy problems were identified at the time of the participant’s medication review and throughout the study time frame as part of routine practice. A total of 117 drug therapy problems were identified during the study period (see Table 3). These drug therapy problems affected 39 of the participants. Participants had an average of 3 drug therapy problems (SD 2.08; range 1-9). Drug therapy problems occurred with 68 unique medications, and the most common medications with which problems were reported were vitamin D (15%), pantoprazole (7%), and acetaminophen (4%).

Drug therapy problems were most frequently reported with over-the-counter medications (42.74%) and most frequently classified as a need for a medication to be initiated (40.17%). Pharmacists most frequently requested an initiation (41.03%) or a discontinuation (22.22%) of medications.

Table 3. Drug therapy problems (N=117).

<table>
<thead>
<tr>
<th>Drug therapy problems</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of medication</strong></td>
<td></td>
</tr>
<tr>
<td>Prescription high alert (Institute for Safe Medication Practices definition)(a)</td>
<td>19 (16.24)</td>
</tr>
<tr>
<td>Prescription nonhigh alert</td>
<td>48 (41.03)</td>
</tr>
<tr>
<td>Over the counter</td>
<td>50 (42.74)</td>
</tr>
<tr>
<td><strong>Drug therapy problem classification</strong></td>
<td></td>
</tr>
<tr>
<td>Therapeutic duplication</td>
<td>2 (1.71)</td>
</tr>
<tr>
<td>Requires drug</td>
<td>47 (40.17)</td>
</tr>
<tr>
<td>Suboptimal response to a drug</td>
<td>10 (8.55)</td>
</tr>
<tr>
<td>Dosage is too low</td>
<td>4 (3.42)</td>
</tr>
<tr>
<td>Adverse drug reaction</td>
<td>19 (16.24)</td>
</tr>
<tr>
<td>Dangerously high dose</td>
<td>23 (19.66)</td>
</tr>
<tr>
<td>Noncompliance</td>
<td>3 (2.56)</td>
</tr>
<tr>
<td>Prescription has been confirmed false or has been altered</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>11 (9.40)</td>
</tr>
<tr>
<td><strong>Pharmacist recommendations</strong></td>
<td></td>
</tr>
<tr>
<td>Discontinue medication</td>
<td>26 (22.22)</td>
</tr>
<tr>
<td>Start medication</td>
<td>48 (41.08)</td>
</tr>
<tr>
<td>Start alternative nonpharmaceutical therapy</td>
<td>3 (2.56)</td>
</tr>
<tr>
<td>Change dose</td>
<td>16 (13.68)</td>
</tr>
<tr>
<td>Change route</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Change schedule</td>
<td>10 (8.55)</td>
</tr>
<tr>
<td>Dosage strength</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Change dosage form</td>
<td>3 (2.56)</td>
</tr>
<tr>
<td>Change duration of treatment</td>
<td>1 (0.85)</td>
</tr>
<tr>
<td>Recommend monitoring</td>
<td>8 (6.84)</td>
</tr>
<tr>
<td>Provide patient education</td>
<td>7 (5.98)</td>
</tr>
<tr>
<td>Continue medication</td>
<td>1 (0.85)</td>
</tr>
<tr>
<td>Refer to a physician or nurse practitioner</td>
<td>5 (4.27)</td>
</tr>
<tr>
<td><strong>Drug therapy problem follow-up/resolution</strong></td>
<td></td>
</tr>
<tr>
<td>Problem resolved: recommendation accepted by patient</td>
<td>23 (19.66)</td>
</tr>
<tr>
<td>Problem resolved: recommendation accepted by physician or nurse practitioner</td>
<td>6 (5.13)</td>
</tr>
<tr>
<td>Problem unresolved: recommendation not accepted by patient or prescriber</td>
<td>1 (0.85)</td>
</tr>
</tbody>
</table>

\(a\)Institute of Safe Medication Practices defines prescription high alert medications as “drugs that bear a heightened risk of causing significant patient harm when they are used in error” [37].
Caregiver Burden Impact

Caregiver burden scores were obtained from 11 caregivers before and following the use of the smart medication dispenser for 6 months. The average caregiver burden scores at baseline were 7/10 (SD 2.6; range 1-10) and 3/10 (SD 2.8; range 0-8) following product use, which were found to be statistically significantly different (P < .001; CI 2.11-5.98).

Discussion

Principal Findings

Many factors impact adherence to medications, including patient-related factors, medication-related factors, social and economic factors, and health care–related factors. Among patient-related factors, unintentional medication nonadherence may arise due to forgetfulness and physical and cognitive limitations [1]. Among medication-related factors, nonadherence may be related to multiple or complex medication regimens [1]. Automated dispensing devices may help improve adherence in such circumstances. However, the usability and effectiveness of these devices in addressing medication nonadherence need to be further examined. Our study investigated the integration of a smart multidose medication dispensing aid with real-time medication intake monitoring capacity in the home of adults taking chronic medications. Over 6 months, participants had a mean adherence rate of 98% with the use of the smart medication dispenser. The SUS score for usability was 85.74, and >75% of the participants found the product pleasant and easy to use. Finally, the integration of the smart medication dispenser into the home significantly decreased caregiver burden and provided a space for pharmacists to conduct medication reviews and identify drug therapy problems.

A total of 117 drug therapy problems were identified in 39 participants; 20% of the recommended changes to address the drug-related problems were accepted by the patient, 5% were accepted by the physician or nurse practitioner, and 75% remained unresolved (1%) or not reported (74%). Unfortunately, the timing of this study intersected with the COVID-19 pandemic, which impacted the ability of pharmacists to reach prescribers and obtain follow-up on recommended changes to address drug-related problems. Most physician offices were closed or offered limited services, which impacted communication between physicians and pharmacists.

Communication between pharmacists and patients, however, was not hampered due to the availability of telephone and video calling using the smart medication dispenser. While we did not intend to track patient preference for these services, we found that participants preferred telephone calling to video calling. This coincides with the findings reported by Rodriguez et al [38]. In their study, participants who were 65 years of age or older were less likely to use video visits compared with those aged 18-64 years [38]. Similarly, in a study describing the transition to telemedicine in the geriatric primary care population, Schifeling et al [39] reported that more than half of the patients used telephone visits. Future studies should further investigate preference and rationale for preference in telemedicine care (telephone versus video calling) and its impact, if any, on patient satisfaction and the quality of care received. Older adults may prefer interactions through telephone as it is a familiar, accessible, and easy to use mechanism of communicating. Video calling, even if enabled through medication dispensing technology, requires one to learn how to use the system, impacting its usability and uptake. Other studies have reported similar findings [38,39].

The monthly adherence rate in this observational study remained >95% over the 6 months. Our study was not designed to investigate the effectiveness of the smart medication dispenser in improving adherence. As such, we did not seek to enroll participants deemed to be nonadherent to their medications, nor did we capture medication adherence rates at baseline to permit a comparison at the end of the 6-month study period. We also deemed a participant to be adherent to their medications if they retrieved the multidose package dispensed to them within a 2-hour time frame following their scheduled medication dosing time. Other smart dispensing devices have assessed adherence in a variety of patient populations; however, in these studies, there is significant variability in the definition and measurement of adherence. Where adherence rate was determined by the use of a smart dispensing device, rates of reported adherence ranged from 93% to 97% [21]. Additionally, previous studies have demonstrated that electronic drug monitors accurately measure times of opening of pill bottles in nonclinical settings and improve adherence [11,40-42]. Furthermore, electronic drug monitoring is widely regarded as the gold standard for measuring adherence [43] and provides an insight into medication-taking behavior in the home, which in turn may help to identify specific challenges patients may encounter when taking their medications in the home. For example, if patients consistently fail to retrieve the medication pouches for a particular dosing time, clinicians can design strategies to address this challenge. If a dosing schedule can be altered to meet the needs of the patient’s lifestyle or needs, this can then be implemented. In this way, this system encourages a patient-centered approach to medication taking and the measurement of adherence. Furthermore, a review of medication intake data and feedback to patients can help uncover other contributors to nonadherence such as medication adverse effects and beliefs about the need for medications, among others [42]. In 2013, Demonceau et al [44] determined that adherence feedback to patients based on drug dosing histories improved adherence by 8.8%. More recently, van Heuckelum et al [45] determined that electronic medication feedback had a significantly positive effect on medication adherence.

We examined the usability of a smart medication dispenser in the home using SUS. Field testing of usability in the home is rarely conducted [19,46], and while there are other methods of testing the usability, the simplicity and ease of use of a 10-item questionnaire addressed the need for a practical measure. Furthermore, SUS is the tool most frequently used to measure the usability of products [33]. In this study, the mean SUS score of the medication dispensing device was 85.74. While there are no benchmarks against which to compare the SUS score, one study examined the usability of 21 electronic medication adherence products with SUS [47]. Although most of the medication dispensing aids tested in the study were not smart, and only one permitted electronic monitoring of medication adherence products with SUS [47].
dispensing, many of the dispensing aids had typical features of dispensing aids used by patients. In that study, SUS scores ranged from 28.63 to 78.67, and the mean score was 52.28 [47]. In comparison to that score, the SUS score for this smart medication dispenser was substantially higher, indicating higher usability of the product. Furthermore, most participants reported the smart medication dispenser was easy and simple to use and were satisfied with the product, potentially predicting ease of implementation in the home by patients, in particular older adults.

Maintaining medication adherence is complex. When the capacity to manage medications declines, unpaid caregivers such as family members often step in to assist patients with managing their medications. Results from our study demonstrate a significant decline in the visual analog scale score for burden associated with managing medications from baseline to the end of the study period. In their study, Polenick et al [29] demonstrated that medication reminder systems decreased caregiver burden among caregivers of persons with dementia but not among those care giving for persons without dementia. However, in our study, people with cognitive impairment were excluded. Several aspects of the smart medication dispenser may have contributed to the decline in caregiver burden in our study population. The administration of prepackaged medications in pouches at appropriate times alleviates the caregiver’s need to organize and administer the medications. Additionally, caregivers who do not reside with the patient no longer have to schedule multiple visits throughout the day to ensure medications are taken as appropriate, as medication taking can be confirmed virtually through medication intake monitoring.

Limitations

Although the caregiver burden decreased significantly over the study duration, this is a hypothesis generating finding, as this study was not powered to investigate caregiver burden as a primary objective. Furthermore, we utilized only one question on a visual analog scale to examine the impact of the smart medication dispenser on caregiving burden. This question does not provide an insight into the aspects of caregiving related to medication management that the use of the smart medication dispenser produces. However, the currently available tools do not specifically measure caring burden related to the management of medications [48]. The Family Caregiver Medication Administration Hassles tool permits the examination of strain related to medication management but consists of domains pertaining to monitoring the safety of medications as well as scheduling and administration issues. Some components of this tool could be utilized to measure caregiver strain related to medication management and should be considered in future studies [49].

Missing adherence data were addressed by utilizing the carry forward technique. Though this technique was used to account for incidents where adherence was not tracked by the smart medication dispenser even though the patient took their medication, it may have overrepresented the true rate of adherence. Medication adherence was not tracked when system or user error led to loss of data. Examples of such system errors include disconnecting the device from the internet, removing batteries from the device, or another indeterminate system error that led to data loss.

Conclusion

This was a pilot study designed to examine the feasibility of integrating the smart medication dispenser into the homes of patients, test its usability, and explore whether caregiver burden was affected. This study was not designed to measure the effectiveness of the smart medication dispenser in these domains. The adherence was potentially driven by usability of the device, personalization of medication administration times, and decrease in caregiving burden. The results of this study can be utilized to design hypothesis testing studies in the future. In particular, given that usability scores were high, future studies can be designed to examine the impact on adherence in nonadherent populations. Similarly, the impact on caregiver stress and burnout should be further examined.
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Abstract

Background: Middle-aged adults (40-65 years) report higher stress levels than most other age groups. There is a need to determine the feasibility of using a meditation app to reduce stress and improve stress-related outcomes in middle-aged adults with a focus on men, as previous meditation app–based studies have reported a low proportion of or even no male participants.

Objective: This study aims to (1) determine the feasibility (ie, acceptability and demand with a focus on men) of a consumer-based meditation app (Calm), to reduce stress among middle-aged adults reporting elevated stress levels, and (2) explore the preliminary effects of Calm on perceived stress, psychological outcomes (anxiety, depressive symptoms, mindfulness, and general coping), health behaviors (physical activity and eating habits), and COVID-19 perceptions.

Methods: This feasibility randomized controlled trial evaluated an app-based meditation intervention in middle-aged adults (N=83) with elevated stress levels (ie, Perceived Stress Scale score ≥15) and limited or no previous experience with meditation. Participants were randomized to the intervention group (Calm app) or a control (educational podcasts; POD) group. Participants completed self-report assessments at baseline and postintervention (week 4). Feasibility was measured as acceptability and demand using Bowen framework. Feasibility and COVID-19 perceptions data were examined using descriptive statistics, and preliminary effects were evaluated using repeated measures analysis of variance.

Results: Participants were satisfied with Calm (27/28, 96%) and found it appropriate or useful (26/28, 93%). Most reported they would likely continue using the Calm app (18/28, 64%). More Calm users reported satisfaction, appropriateness or usefulness, and intent to continue app use than POD users. Calm users (n=33) completed a mean of 20 (SD 31.1) minutes of meditation on the days they meditated and 103 (SD 109.1) minutes of meditation per week. The average adherence rate to the prescribed meditation was 71% among Calm app users, compared to 62% among POD users. Recruitment rate of men was 35% (29/83). Of those randomized to Calm, 55% (15/29) were men, and retention among them was higher (14/15, 93%) than that among women (12/20, 60%). No significant within or between group differences were observed.

Conclusions: A 4-week, app-based mindfulness meditation intervention (Calm) may be feasible for middle-aged adults and a useful stress-management tool. Calm users expressed satisfaction with the app and felt it was appropriate and useful. Significant improvements in perceived stress and psychological outcomes or stress-related health behaviors were not observed. Even though men spent less time in meditation than women did and completed fewer weekly sessions, they were more likely to adhere to the prescription. Further research is needed for improving stress and stress-related outcomes among middle-aged adults with emphasis on the effects of mindfulness meditation apps for men.

Trial Registration: ClinicalTrials.gov NCT04272138; https://clinicaltrials.gov/ct2/show/NCT04272138

(JMIR Form Res 2022;6(5):e30294) doi:10.2196/30294
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Introduction

Middle-aged adults (40-65 years) [1] report higher stress levels than most other age groups [2,3], with 75% reporting moderate to high stress and 33% reporting extreme stress [4]. Major sources of stress include managing children, employment, and aging parents [5]. In 2020, 78% of middle-aged adults reported the COVID-19 pandemic as a significant source of stress, and 67% reported increased stress during the pandemic [6]. When left unmanaged, stress is a risk factor for age-related chronic health conditions [7].

Meditation is the most prevalent nonpharmacological approach known to reduce stress [8,9]. Meditation interventions of only 5 to 10 minutes for 3 to 4 sessions a week can buffer reactivity to stress [10]. The use of smartphone apps to deliver meditation and manage stress is rapidly increasing [11] owing to their reach, accessibility, and low cost [12-15]. Meditation apps may overcome in-person participation barriers, such as travel, time, costs, stigma, and risk of infectious disease [16-18].

Engagement in health behaviors (eg, physical activity and eating habits) and treatment preferences for stress reduction often differ between men and women [19]. Previous studies on meditation apps have reported a low percentage of men in their samples [20,21], whereas some studies did not include men at all [22-24]. Feasibility and efficacy studies using the meditation app Calm have been conducted [25,26], but this is the first study testing Calm specifically in middle-aged adults with a focus on recruitment of men. There is a need to conduct additional feasibility studies using meditation apps to reduce stress and improve stress-related outcomes in middle-aged men and women [27].

The aims of this study were to (1) determine the feasibility (ie, acceptability and demand with a focus on men) of a consumer-based meditation app (ie, Calm), to reduce stress in middle-aged adults reporting elevated stress levels, and (2) explore the preliminary effects of Calm on perceived stress, psychological outcomes (ie, anxiety, depressive symptoms, mindfulness, and general coping), health behaviors (ie, physical activity and eating habits), and perceptions of COVID-19.

Methods

Research Design and Participants

This was a randomized controlled feasibility study approved by an institutional review board (STUDY00011219; NCT04272138). Middle-aged adults with elevated stress levels (Textbox 1) were recruited for an “app-based health and well-being study,” via flyers encouraging men to participate shared on social media platforms (eg, Instagram and Facebook) and the ResearchMatch website [28]. All participants provided electronic consent. Eligibility, consent, demographic, and survey data were collected using REDCap (Research Electronic Data Capture), a secure, web-based software platform, hosted by Arizona State University [29,30].

Participants were randomized to an app-based meditation intervention (Calm) or an app-based education control group (POD, an app that delivered podcasts on health and well-being, but excluding mindfulness, stress, or sleep content in the same context that a consumer-based mindfulness meditation app delivers content [31]) by using a randomized numbered list generated through simple randomization via the Research Randomizer website [32]. Participants were asked to complete 10-minute meditations daily on the Calm app or to listen to 10-minute educational podcasts daily on the POD app, for 4 weeks. All participants received weekly reminders and links to REDCap assessments via email.

Textbox 1. Eligibility criteria for participation in the study.

**Inclusion criteria**
- man or woman
- age 40-64 years
- report a score of ≥15 on the Perceived Stress Scale
- have access to a smartphone on a daily basis
- willing to download the Calm app
- willing to be randomized to a meditation group or a health education podcast control group

**Exclusion criteria**
- have practiced mindfulness for >60 minutes/month in the last 6 months
- currently using the Calm app or another meditation app
- currently prescribed mood medication(s)
- currently residing outside the United States

Measures

Participants completed self-report assessments at baseline and postintervention (ie, week 4). Feasibility was measured as acceptability and demand using the Bowen framework (Table 1) [27], and feasibility benchmarks were established using a previously established methodology of feasibility trials with Calm [25,33]. Benchmarks for acceptability were more than...
75% of participants reporting each of the following: satisfaction with the intervention, perceiving the app as appropriate and useful, and intent to continue using the app. Benchmarks for demand were more than 40% of the sample comprising male participants, more than 70% of the Calm app user group adhering to at least 70% of the meditation intervention (ie, ≥10 minutes/day of using Calm), and more than 75% retention of men allocated to the intervention group. Adherence was measured using objective app usage data collected by both Calm and POD. The measures used to explore preliminary effects and COVID-19 perceptions are listed in Table 2. The COVID-19 Perceptions Survey was added to the postsurveys in March 2020 following the start of recruitment.

### Table 1. Feasibility outcome measures.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Measure</th>
<th>Acceptability</th>
<th>Demand</th>
<th>Baseline</th>
<th>Postintervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfaction</td>
<td>Satisfaction survey</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Appropriate and useful</td>
<td>Satisfaction survey</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Intent to continue use</td>
<td>Satisfaction survey</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recruitment of men</td>
<td>Demographics survey</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Adherence</td>
<td>App usage data</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Retention of men</td>
<td>Postintervention surveys</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2. Self-reported outcome measures.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Measure</th>
<th>Baseline</th>
<th>Postintervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td>Demographics survey</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Perceived stress</td>
<td>Perceived Stress Scale [34]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Anxiety</td>
<td>Hospital Anxiety and Depression Scale [35]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Depression</td>
<td>Hospital Anxiety and Depression Scale [35]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>Mindful Attention Awareness Scale [36]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Physical activity</td>
<td>International Physical Activity Questionnaire Short Form [37]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Eating habits</td>
<td>Salzburg Stress Eating Scale [38]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>General coping</td>
<td>Brief COPE a [39]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>COVID-19 perceptions</td>
<td>COVID-19 Perceptions Survey</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

aCOPE: Coping Orientation to Problems Experienced (Scale).

### Statistical Analysis

Feasibility and COVID-19 perceptions data were examined using descriptive statistics. Preliminary effects on perceived stress, anxiety, depressive symptoms, mindfulness, coping, physical activity, and eating habits were examined using repeated measures analysis of variance. Data were analyzed in SPSS (version 26; IBM Corporation) and SAS (version 9.4; SAS Institute). Results were considered significant at a 2-tailed α value <.05.

### Results

#### Overview

In total, 83 middle-aged adults were consented and randomized, of which 60 (72%) were included in the analysis (Figure 1). Demographic characteristics of the sample are presented in Table 3.
Figure 1. Enrollment of participants in the study. Note: Some participants did not meet more than one inclusion criteria. COPE: Coping Orientation to Problems Experienced (Scale); IPAQ: International Physical Activity Questionnaire.
Table 3. Baseline demographics of study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Calm group (n=32)</th>
<th>POD group (n=26)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>52.1 (6.7)</td>
<td>50.8 (6.9)</td>
<td>.18</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.59</td>
</tr>
<tr>
<td>Male</td>
<td>12 (37.5)</td>
<td>8 (30.8)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>20 (62.5)</td>
<td>18 (69.2)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>Bachelor's degree or higher</td>
<td>22 (68.7)</td>
<td>20 (76.9)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td>.41</td>
</tr>
<tr>
<td>Hispanic</td>
<td>3 (9.4)</td>
<td>1 (3.8)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>29 (90.6)</td>
<td>25 (96.2)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>White or Caucasian</td>
<td>27 (84.4)</td>
<td>19 (73.1)</td>
<td></td>
</tr>
<tr>
<td>Asian or Asian American</td>
<td>1 (3.1)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>4 (12.5)</td>
<td>7 (26.9)</td>
<td></td>
</tr>
<tr>
<td>Income, n (%)</td>
<td></td>
<td></td>
<td>.57</td>
</tr>
<tr>
<td>US $61,000 or higher</td>
<td>22 (68.8)</td>
<td>16 (61.5)</td>
<td></td>
</tr>
<tr>
<td>US $60,000 or lower</td>
<td>10 (31.2)</td>
<td>10 (38.5)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td>.41</td>
</tr>
<tr>
<td>Married</td>
<td>23 (71.9)</td>
<td>13 (50)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>5 (15.6)</td>
<td>6 (23.1)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>2 (6.3)</td>
<td>2 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Partnered</td>
<td>2 (6.3)</td>
<td>4 (15.4)</td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>0 (0)</td>
<td>1 (3.8)</td>
<td></td>
</tr>
<tr>
<td>History of PTSD(^b), n (%)</td>
<td></td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>Yes</td>
<td>7 (21.9)</td>
<td>4 (15.4)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>25 (78.1)</td>
<td>22 (84.6)</td>
<td></td>
</tr>
<tr>
<td>History of depression, n (%)</td>
<td></td>
<td></td>
<td>.60</td>
</tr>
<tr>
<td>Yes</td>
<td>8 (25)</td>
<td>5 (19.2)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>24 (75)</td>
<td>21 (80.8)</td>
<td></td>
</tr>
<tr>
<td>Health status, n (%)</td>
<td></td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>Excellent</td>
<td>3 (9.4)</td>
<td>2 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>6 (18.8)</td>
<td>11 (42.3)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>14 (43.8)</td>
<td>10 (38.5)</td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>8 (25)</td>
<td>1 (3.8)</td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>1 (3.1)</td>
<td>2 (7.7)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)One participant did not complete the survey.

\(^b\)PTSD: posttraumatic stress disorder.

Feasibility

Acceptability of Calm

Participants were satisfied with the meditation intervention (27/28, 96%) and found it appropriate or useful (26/28, 93%). Most participants reported that they were likely to continue using Calm in the future (18/28, 64%; Table 4). There were no notable differences in satisfaction, appropriateness or usefulness, or intent to continue use by gender (Table 5). More participants in the Calm group reported satisfaction, appropriateness or usefulness, and intent to continue use than in the control group (Table 4).
Table 4. Acceptability results of the Calm app classified by study group.

<table>
<thead>
<tr>
<th>Question</th>
<th>Value, n (%)</th>
<th>POD group (n=19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall satisfaction with study</td>
<td>27 (96.4)</td>
<td>10 (52.6)</td>
</tr>
<tr>
<td>Participation of the app was appropriate and useful</td>
<td>26 (92.9)</td>
<td>8 (42.1)</td>
</tr>
<tr>
<td>Would continue to use the app</td>
<td>18 (64.3)</td>
<td>6 (31.6)</td>
</tr>
<tr>
<td>Reduced stress in short term</td>
<td>16 (57.1)</td>
<td>7 (36.8)</td>
</tr>
<tr>
<td>Will help reduce stress in long term</td>
<td>19 (67.9)</td>
<td>10 (52.6)</td>
</tr>
<tr>
<td>Increased awareness of the importance of addressing stress</td>
<td>23 (82.1)</td>
<td>12 (63.2)</td>
</tr>
<tr>
<td>Will help reduce stress in the future</td>
<td>17 (60.7)</td>
<td>4 (21.1)</td>
</tr>
<tr>
<td>Likely to recommend the app to others</td>
<td>22 (78.5)</td>
<td>8 (42.1)</td>
</tr>
</tbody>
</table>

aFive participants did not complete the survey.
bEight participants did not complete the survey.

Table 5. Acceptability results of the Calm app classified by participants’ gender.

<table>
<thead>
<tr>
<th>Question</th>
<th>Value, n (%)</th>
<th>Male (n=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall satisfaction with study</td>
<td>18 (94.7)</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Participation of the app was appropriate and useful</td>
<td>18 (94.7)</td>
<td>8 (88.9)</td>
</tr>
<tr>
<td>Would continue to use the app</td>
<td>18 (64.3)</td>
<td>14 (73.7)</td>
</tr>
<tr>
<td>Reduced stress in the short term</td>
<td>16 (57.1)</td>
<td>10 (52.6)</td>
</tr>
<tr>
<td>Will help reduce stress in the long term</td>
<td>15 (79)</td>
<td>4 (44.4)</td>
</tr>
<tr>
<td>Increased awareness of the importance of addressing stress</td>
<td>15 (78.9)</td>
<td>8 (88.9)</td>
</tr>
<tr>
<td>Will help reduce stress in the future</td>
<td>19 (100)</td>
<td>8 (88.9)</td>
</tr>
<tr>
<td>Likely to recommend the app to others</td>
<td>22 (78.5)</td>
<td>16 (84.2)</td>
</tr>
</tbody>
</table>

aFive participants did not complete the survey.
bEight participants did not complete the survey.

Demand of Calm (Adherence, Recruitment of Men, and Retention of Men)

Calm participants (n=33) completed a mean of 20 (SD 31.1) minutes of meditation on the days they meditated, and a mean of 103 (SD 109.1) minutes of meditation per week during the study (Figure 1). On average, the adherence rate was 71% in the Calm group (ie, those who completed at least 70% of the meditation prescription) to the prescribed meditation, compared to 62% in the POD group. Men (n=14) completed a mean of 17.3 (SD 14.6) minutes of meditation per day (on the days they mediated), 79 (SD 37.9) minutes of meditation per week, and 8.5 (SD 5.7) meditation sessions per week during the study. Women (n=19) completed a mean of 21.5 (SD 31.1) minutes of meditation per day, 113 (SD 126.6) minutes of meditation per week, and 6.3 (SD 2.7) meditation sessions per week. Men showed greater adherence (12/14, 86%) to the Calm app than did women (12/19, 63%; Figures 2-4).

Recruitment rate of men into the study (before excluding those who were randomized and had completed baseline but did not start the study, those who dropped out, or those who did not complete the study) was 35% (29/83). Of those randomized to the Calm app, 55% (15/29) were men. Retention among men was higher (14/15, 93%) than that among women (12/20, 60%).
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Figure 2. Average meditation time (in minutes) per week.

Figure 3. Average daily meditation time (in minutes) by gender.

Figure 4. Average weekly meditation sessions by gender.
Stress and Related Outcomes

No significant within or between group differences in stress or psychological outcomes related to stress were observed, nor were significant differences observed in health behaviors related to stress (Table 6).

Table 6. Pre- and postintervention values for outcome measures.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Calm group (n=33), mean (SD)</th>
<th>POD group (n=27), mean (SD)</th>
<th>P value</th>
<th>P value</th>
<th>F test (df=58)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress (PSS(^a))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preintervention</td>
<td>19.2 (7.3)</td>
<td>18.8 (8.0)</td>
<td>.58</td>
<td>.82</td>
<td>0.3</td>
<td>.86</td>
</tr>
<tr>
<td>Postintervention</td>
<td>19.9 (8.1)</td>
<td>19.1 (6.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety (HADS(^b))</td>
<td></td>
<td></td>
<td>-.3</td>
<td>.77</td>
<td>-.17</td>
<td>.10</td>
</tr>
<tr>
<td>Preintervention</td>
<td>8.8 (4.3)</td>
<td>7.2 (2.8)</td>
<td></td>
<td></td>
<td>2.2</td>
<td>.28</td>
</tr>
<tr>
<td>Postintervention</td>
<td>8.9 (4.4)</td>
<td>8.2 (3.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression (HADS)</td>
<td></td>
<td></td>
<td>-.6</td>
<td>.58</td>
<td>-.21</td>
<td>.04</td>
</tr>
<tr>
<td>Preintervention</td>
<td>5.8 (3.4)</td>
<td>4.5 (3.4)</td>
<td></td>
<td></td>
<td>7.1</td>
<td>.47</td>
</tr>
<tr>
<td>Postintervention</td>
<td>6.5 (3.5)</td>
<td>5.7 (3.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mindfulness (MAAS(^c))</td>
<td></td>
<td></td>
<td>1.9</td>
<td>.07</td>
<td>1.0</td>
<td>.32</td>
</tr>
<tr>
<td>Preintervention</td>
<td>56.6 (14.0)</td>
<td>59.9 (10.3)</td>
<td></td>
<td></td>
<td>4.1</td>
<td>.55</td>
</tr>
<tr>
<td>Postintervention</td>
<td>53.7 (13.6)</td>
<td>58.3 (10.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical Activity (IPAQ(^d))</td>
<td></td>
<td></td>
<td>1.5</td>
<td>.13</td>
<td>-.06</td>
<td>.56</td>
</tr>
<tr>
<td>Preintervention</td>
<td>706.9 (383.1)</td>
<td>753.9 (335.6)(^e)</td>
<td></td>
<td></td>
<td>1.1</td>
<td>.44</td>
</tr>
<tr>
<td>Postintervention</td>
<td>637.2 (315.6)</td>
<td>766.4 (396.4)(^e)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eating Habits (SSES(^f))</td>
<td></td>
<td></td>
<td>-1.9</td>
<td>.07</td>
<td>0.1</td>
<td>.95</td>
</tr>
<tr>
<td>Preintervention</td>
<td>28.8 (9.6)</td>
<td>29.7 (8.5)</td>
<td></td>
<td></td>
<td>1.9</td>
<td>.15</td>
</tr>
<tr>
<td>Postintervention</td>
<td>31.6 (10.7)</td>
<td>29.6 (8.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coping (Brief COPE(^g))</td>
<td></td>
<td></td>
<td>1.2</td>
<td>.23</td>
<td>1.5</td>
<td>.16</td>
</tr>
<tr>
<td>Preintervention</td>
<td>64.8 (9.2)</td>
<td>64.8 (9.3)(^e)</td>
<td></td>
<td></td>
<td>3.3</td>
<td>.98</td>
</tr>
<tr>
<td>Postintervention</td>
<td>62.8 (12.1)</td>
<td>62.7 (8.9)(^e)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)PSS: Perceived Stress Scale.
\(^b\)HADS: Hospital Anxiety and Depression Scale.
\(^c\)MAAS: Mindful Attention Awareness Scale.
\(^d\)IPAQ: International Physical Activity Questionnaire.
\(^e\)One POD participant did not complete the survey.
\(^f\)SSES: Salzburg Stress Eating Scale.
\(^g\)COPE: Coping Orientation to Problems Experienced (Scale).

COVID-19 Survey

Most participants in Calm reported that the COVID-19 pandemic affected their stress levels (26/28, 93%), mental health (23/28, 82%), and physical health (17/28, 61%) (Table 7).
Table 7. COVID-19 survey results.

<table>
<thead>
<tr>
<th>Question</th>
<th>Calm group (n=28)</th>
<th>POD group (n=23)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value, n (%)</td>
<td></td>
</tr>
<tr>
<td>Pandemic has affected stress</td>
<td>26 (92.9)</td>
<td>22 (95.7)</td>
</tr>
<tr>
<td>Pandemic has affected mental health</td>
<td>23 (82.1)</td>
<td>20 (87)</td>
</tr>
<tr>
<td>Pandemic has affected physical health</td>
<td>17 (60.7)</td>
<td>17 (73.9)</td>
</tr>
<tr>
<td>Perception of personal risk to be high</td>
<td>5 (17.9)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Perception of personal risk to be higher than others in the United States</td>
<td>4 (14.3)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Ability to prevent contracting COVID-19 is high</td>
<td>11 (39.3)</td>
<td>11 (47.8)</td>
</tr>
<tr>
<td>Ability to prevent contracting COVID-19 is higher than others in the United States</td>
<td>9 (32.1)</td>
<td>12 (52.2)</td>
</tr>
<tr>
<td>Ability to prevent contracting COVID-19 is higher than other infectious diseases</td>
<td>5 (17.9)</td>
<td>7 (30.4)</td>
</tr>
<tr>
<td>Personally worried about contracting COVID-19</td>
<td>22 (78.6)</td>
<td>20 (86.9)</td>
</tr>
<tr>
<td>Worried about a family member contracting COVID-19</td>
<td>26 (92.9)</td>
<td>22 (95.7)</td>
</tr>
<tr>
<td>Worried about the spread of COVID-19</td>
<td>24 (85.7)</td>
<td>22 (95.7)</td>
</tr>
</tbody>
</table>

*a* Five participants did not complete the survey.

*b* Four participants did not complete the survey.

Discussion

Principal Findings

A 4-week, app-based mindfulness meditation intervention (ie, Calm app) may be feasible for use among middle-aged adults. Calm group participants expressed satisfaction with the intervention and felt it was appropriate and useful. However, significant improvements in perceived stress and psychological outcomes (ie, anxiety, depressive symptoms, mindfulness, and general coping) or health behaviors related to stress (ie, physical activity and eating habits) were not observed among these participants. The majority of participants reported that COVID-19 has negatively affected their stress, mental health, and physical health.

Feasibility of Calm

We exceeded our benchmark (>75%) for acceptability rating of the Calm app among middle-aged adults experiencing stress. This finding was similar to that of other studies assessing the feasibility of Calm in patients with cancer and among college students [25]. Our benchmark for adherence to the meditation prescription (ie, >70% of the sample who completed at least 70% of the meditations) was met and better than most 4-week randomized controlled trials using an app to reduce stress [13,23,40]. Men had a higher adherence to the intervention than women (86% vs 71%), but this finding is not entirely consistent with other studies and does not necessarily suggest overall gender differences in meditation app use [41,42]. Research on app-based interventions targeting stress reduction and related outcomes, including objective app-usage data in middle-aged men, is warranted.

Our benchmark was to recruit 40% men, and we recruited 35% men (29/83) in our study. We were able to recruit more men than other app-based meditation studies (5.7%-27%), including studies that focused on middle-aged adults [21,25,43-46]. The retention of men (14/15, 93%) was also higher than that of women (19/24, 60%). Although, on average, men spent less time meditating than women did (approximately 57-91 vs 107-135 min/week) and completed fewer weekly sessions (4.7-7.5 vs 7.4-9.7 sessions/week), they were more likely to adhere to the 10-minute prescription. This finding suggests that Calm may be a useful self-management tool for both men and women to manage stress [21,44,45]. Future app-based meditation interventions should focus on recruitment and retention of men, especially because men are less likely to seek stress management strategies than women [47,48].

Stress and Health-Related Behaviors

Significant changes in stress and related psychological outcomes or health behaviors were not observed. In another study testing the efficacy of meditation delivered via Calm, changes in stress and mindfulness in college students were observed after 8 weeks of participation. When taken together with these findings, the present data suggest that any significant changes in stress levels may take longer than 4 weeks to be noticeable [25].

Few studies have tested the effects of app-based mindfulness meditation on health behaviors related to stress [49] and have reported inconsistent findings [23,40,50,51]. We observed a negative trend regarding physical activity and eating habits. These may, however, have been related to lifestyle modifications due to the COVID-19 pandemic (eg, quarantine and closure).

Perceptions of COVID-19

Perceptions of COVID-19 could have had an important impact on stress in relation to the findings of this study. It is possible that meditation helped the study participants in the intervention group to maintain their stress and anxiety levels, as well as depressive symptoms (as opposed to elevated levels), during the COVID-19 pandemic [52]. Likewise, the general health education content of the control app may have helped mitigate the impact of the pandemic through avoidance or redirecting negative thoughts [53]. However, data regarding how participants felt their app usage impacted their...
COVID-19–related stress was not measured. More research on the effects of COVID-19 on stress and related health outcomes and how a meditation app may buffer that impact is warranted.

Limitations
Limitations to this study include the following: (1) the majority of the sample comprised White participants, and generalizability of the findings may thus be limited; (2) the intervention was only 4 weeks long and did not include a follow-up; and (3) the COVID-19 pandemic may have had a notable impact on the findings of this study.

Conclusions
This study supports the feasibility of a 4-week, mobile app–based mindfulness meditation intervention (ie, Calm) in middle-aged men and women with specific application for the recruitment of men to inform future studies.
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Abstract

Background: Many men with HIV (MWH) want to have children. HIV viral suppression minimizes sexual HIV transmission risks while allowing for conception and optimization of the health of men, their partners, and their infants.

Objective: This study developed and evaluated the feasibility and acceptability of an intervention to promote serostatus disclosure, antiretroviral therapy (ART) uptake and adherence, and viral suppression among MWH who want to have children in South Africa.

Methods: We developed a safer conception intervention (Sinikithemba Kwabesilisa or We give hope to men) to promote viral suppression via ART uptake and adherence, HIV serostatus disclosure, and other safer conception strategies for MWH in South Africa. Through 3 counseling and 2 booster sessions over 12 weeks, we offered education on safer conception strategies and aided participants in developing a safer conception plan. We recruited MWH (HIV diagnosis known for >1 month), not yet accessing ART or accessing ART for <3 months, in a stable partnership with an HIV-negative or unknown-serostatus woman, and wanting to have a child in the following year. We conducted an open pilot study to evaluate acceptability based on patient participation and exit interviews and feasibility based on recruitment and retention. In-depth exit interviews were conducted with men to explore intervention acceptability. Questionnaires collected at baseline and exit assessed disclosure outcomes; CD4 and HIV-RNA data were used to evaluate preliminary impacts on clinical outcomes of interest.

Results: Among 31 eligible men, 16 (52%) enrolled in the study with a median age of 29 (range 27–44) years and a median time-since-diagnosis of 7 months (range 1 month to 9 years). All identified as Black South African, with 56% (9/16) reporting secondary school completion and 44% (7/16) reporting full-time employment. Approximately 44% (7/16) of participants reported...
an HIV-negative (vs unknown-serostatus) partner. Approximately 88% (14/16) of men completed the 3 primary counseling sessions. In 11 exit interviews, men reported personal satisfaction with session content and structure while also suggesting that they would refer their peers to the program. They also described the perceived effectiveness of the intervention and self-efficacy to benefit. Although significance testing was not conducted, 81% (13/16) of men were taking ART at the exit, and 100% (13/13) of those on ART were virally suppressed at 12 weeks. Of the 16 men, 12 (75%) reported disclosure to pregnancy partners.

**Conclusions:** These preliminary data suggest that safer conception care is acceptable to men and has the potential to reduce HIV incidence among women and their children while supporting men’s health. Approximately half of the men who met the screening eligibility criteria were enrolled. Accordingly, refinement to optimize uptake is needed. Providing safer conception care and peer support at the community level may help reach men.

**Trial Registration:** ClinicalTrials.gov NCT03818984; https://clinicaltrials.gov/ct2/show/NCT03818984

**International Registered Report Identifier (IRRID):** RR2-https://doi.org/10.1007/s10461-017-1719-4
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men with HIV; HIV prevention; safer conception; U=U; treatment as prevention; reproductive health; South Africa

**Introduction**

Worldwide, many men with HIV want to have children [1-5]. For men with HIV who want to father a child with an HIV-negative partner, antiretroviral therapy (ART)–mediated viral suppression effectively eliminates the risk of sexual HIV transmission while improving their health and life span. In South Africa, an estimated 78% of men with HIV know their serostatus, 67% of those who know their status are on ART, and 82% of those men (42% of men with HIV) are virally suppressed [6]. Population cohorts observed large declines in HIV incidence among men in the Test and Treat era in South Africa; however, incidence declines among women lag, largely because of limits in ART uptake and retention of care among men [7,8]. The promise of Test and Treat to reduce individual-level incidence has not yet translated into population-wide benefits [9], and Treatment as Prevention trials only highlight the challenges of reaching, engaging, and retaining men in care [10-13].

Safer conception care is an important strategy for decreasing HIV transmission within the context of intended conception among HIV-serodifferent couples. Counseling and promotion of ART-mediated viral suppression for partners with HIV, pre-exposure prophylaxis (PrEP) for partners without HIV, and education regarding condomless sex timed to peak fertility can dramatically reduce the likelihood of sexual or perinatal transmission of HIV among individuals and couples aiming to conceive [14,15]. However, the reproductive goals of people with HIV, especially men, are not discussed as part of routine clinical care. Men with HIV who want to have children feel stigmatized and are unlikely to ask providers for advice [16,17], and few people with HIV are aware of the opportunities to meet reproductive goals without HIV transmission [18-21].

Worldwide, many decisions around conception and HIV prevention are not equally decided between heterosexual partners, with the determination often made by men [22,23]. Most reproductive health interventions appropriately focus on women; however, providing reproductive health interventions for both men and women is critical to ensuring the health of men with HIV and their families [24]. Therefore, based on formative work with people living with or exposed to HIV in KwaZulu-Natal, South Africa, we developed a male-focused intervention based on cognitive behavioral therapy (CBT) skills to encourage and support men with HIV who want to have children to adopt safer conception behaviors, including HIV serostatus disclosure and initiation of ART (trial registration: ClinicalTrials.gov NCT03818984). The development of the intervention was described previously [25] and was focused on men as the primary intervention recipient while encouraging the inclusion of female partners to optimize their opportunities for testing, treatment, and prevention in the context of their reproductive goals. This study describes an open pilot intervention consistent with Phase Ib of the Obesity-Related Behavioral Intervention Trials (ORBIT) model for behavioral intervention development [26]. We evaluated the feasibility and acceptability of the Sinikithemb kaKwabesilisa (We give hope to men) intervention to offer comprehensive safer conception counseling to men with HIV planning to have a child with an HIV-negative or unknown serostatus partner in South Africa. We also explored the impact of the intervention on ART uptake, adherence to ART, viral suppression, and HIV serostatus disclosure to inform proof of concept for clinical impact and future study planning.

**Methods**

**Study Site**

Participants were recruited from a collaborative clinic between the AIDS Healthcare Foundation nongovernmental organization and the South Africa Department of Health in Umlazi near Durban, South Africa. Umlazi is a township community 10 miles southwest of the Durban City Center, where HIV prevalence among antenatal clinic attendees is estimated at 42%, and HIV incidence is approximately 6.4 per 100 woman-years [27].

**Inclusion and Exclusion Criteria**

Eligible men were male-identifying, aged 20 to 45 years, accessing ART for <3 months (including not on ART), and HIV-positive. In the first phase of recruitment, men were eligible if they had known their serostatus for at least 6 months. Due to
recruitment challenges, this criterion was relaxed to knowing their status for at least 1 month. They reported wanting to have a child in the next year with a stable female partner (together for at least 6 months) and that their desired pregnancy partner was HIV-negative or of unknown serostatus and not known to be pregnant. Eligible men had access to a mobile phone and were fluent in either English or isiZulu.

Pregnancy partners of the enrolled men were invited to participate. Eligibility criteria for female partners included age ≥18 years, identifying as a woman, and partnering with an enrolled man (using a couples verification screening tool [28]). In addition, as we did not want the study team to inadvertently disclose a male participant’s serostatus to their pregnancy partner, eligible female partners reported knowing their male partner’s HIV-positive serostatus. Men were recruited independently of their plans or expectations to include their pregnancy partners.

Exclusion criteria for men and women included planning to relocate to a location incompatible with study participation in the next 12 weeks, active drug or alcohol use or active illness requiring treatment within 30 days before study entry that, in the opinion of the research team, could interfere with study participation.

**Recruitment**

All men at the clinic site (for HIV care, HIV counseling and testing, sexually transmitted infection [STI] testing, and medication collection) were approached. Men were also invited to participate through mobile vans organized by the same clinic site to test for HIV across the clinic catchment area. Those interested in the study were screened for inclusion, and eligible men were invited to provide informed consent to enroll in the study. Men who claimed interest but did not complete the screening at that time because of other commitments or concerns were provided with a study flyer that included information about the study and contacts for the recruitment team. Interested men could also provide their contact details in a locked study box, one of which was at the clinic at all times and one of which circulated with the mobile testing unit. The study team contacted potential participants for screening and scheduled appointments for enrollment.

**Intervention Content**

We conceptualized the design of our intervention based on formative research studies conducted between 2010 and 2015 with men with HIV, women with recent pregnancies with an HIV-serodifferent partner, and providers at public sector clinics in the eThekwini District, South Africa. The process for developing the intervention was described in Khidir et al [25].

As described previously, although men maintain a great degree of relationship power related to decisions about conception, they are less involved in reproductive health care counseling, which results in poor outcomes for both men and women. Thus, our study recruited men as individuals in an attempt to close this gap. We aimed to promote safer conception strategies, development of a safer conception plan, planning and problem solving around plan execution, and communication and HIV serostatus disclosure training for a broad population of men with HIV, including those who might not yet be in a mutually disclosed partnership. On the basis of our findings that men with HIV have limited knowledge of HIV serodifference and safer conception strategies, the intervention provided comprehensive safer conception education based on safer conception strategies recommended by international and national guidelines, including (1) Couples HIV Counseling and Testing (CHCT) and other strategies for serostatus disclosure, (2) initiation of ART and delaying condomless sex until achieving viral load suppression (Treatment as Prevention), (3) timing condomless sex to peak fertility, (4) treatment of STIs, (5) sperm washing and in vitro fertilization, and (6) adoption. HIV PrEP was not yet available in or recommended as part of safer conception care in South Africa at the time this study was conducted. We developed a counseling tool that integrates relevant illustrations to simplify and explain key medical concepts (Figure 1) [16].

**Figure 1.** Locally relevant images used to present key safer conception strategies such as (A) timed condomless sex to peak fertility, (B) Treatment as Prevention, and (C) pre-exposure prophylaxis for the HIV-negative partner.
The behavioral component of the intervention (led by CP and SAS) used strategies drawn from CBT and included a brief motivational exercise, problem solving, and communication skills training [29-31]. The Life-Steps intervention was also included to support medication adherence [30]. Communication skills training was based on elements from the Stepping Stones [32-34] and Horizons programs developed in South Africa and aimed to foster forthright and respectful communication between partners and support participants in negotiating disclosure and reproductive goals [35,36]. The multisession intervention comprised 3 core sessions and 2 follow-up sessions to allow men time to update their safer conception plans while accessing support from the study as changes were implemented. The 3 core sessions at weeks 0, 2, and 4 offered education on safer conception strategies and motivational interviewing for behavioral change. Follow-up sessions at 2 and 4 weeks and check-ins at 8 and 12 weeks included a review of safer conception plans and motivational interviewing and problem solving to execute the plan. This also allowed time for men to disclose their serostatus, think through prevention options, and learn skills to communicate with their partners regarding reproductive goals. Session content is outlined in Figure 2.

**Figure 2.** Diagram highlighting Sinikithemba Kwabesilisa session content over 12 weeks and key outcomes (adapted from Mathenjwa et al [16], which is published under Creative Commons Attribution 4.0 International License [37]). ART: antiretroviral therapy.

<table>
<thead>
<tr>
<th>Week</th>
<th>Sessions</th>
<th>Key outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>ART initiation</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>Adherence to ART</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>HIV RNA</td>
</tr>
<tr>
<td>8</td>
<td>Check-in 1</td>
<td>Disclosure to partner</td>
</tr>
<tr>
<td>12</td>
<td>Check-in 2</td>
<td>Partner serostatus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Partner pregnancy</td>
</tr>
</tbody>
</table>

*Potential Elements of Safer Conception Plan:*
- Initiate ART and adhere to ART
- Delay sex without condoms until HIV-RNA is suppressed
- HIV disclosure to partner and couples HIV counseling and testing
- Understanding HIV serodiscordance
- Safer conception knowledge
- Timing condomless sex to peak fertility

**Intervention Delivery**

**Mechanism of Delivery**

The manualized CBT intervention was facilitated by 1 of 3 South African men with fluency in both isiZulu and English, training in HIV counseling, and training in the intervention strategies (Figure 2). A female interventionist with >5 years' experience as an HIV, sexual, and reproductive health researcher with training in HIV counseling and testing was also trained to conduct sessions that included female partners. Interventionists were trained in couples-based HIV counseling and testing by the Centers for Disease Control and Prevention in South Africa [38]. Intervention content training was provided through several in-person sessions: content related to safer conception behaviors was led by LTM, and CBT-based content was led by CP. Training modules included basic counseling skills (nonjudgmentalism, active listening, and reflection), evidence for the use of CBT to support behavior change, and training in skills specific to the intervention (eg, motivational interviewing strategies, problem solving, and communication skills). The training included both didactic components and experiential exercises. Education on gender norms and safer conception strategies was also included.

**Intervention Fidelity**

Interventionists completed standardized training on the intervention manual, filled in session checklists detailing the completion of key intervention components for each session, and completed a same-day debriefing session with a team member trained in the intervention and with a master’s degree in research psychology to review session goals and content. Sessions were audio recorded, with a subset of sessions translated into English and transcribed. The transcripts and interventionist notes were reviewed independently by CP during supervision sessions, and feedback was provided.

**Interventionist Supervision**

Supervision, conducted biweekly via web conferencing, was provided by the study psychologists and intervention developers. Supervision involved a review of cases, discussion, and problem solving of clinical challenges, planning of subsequent sessions, and general support for the interventionists.
Data Collection

Questionnaire
A face-to-face questionnaire was completed at enrollment and exit with enrolled men and women by a researcher distinct from the interventionist. Demographic data, HIV clinical data (diagnosis date and clinical history), and reproductive health history (number of prior partner pregnancies, number of prior live births, number of living children, and HIV status of children) were collected.

Questionnaires also assessed disclosure to partners and other contacts using a sexual networks instrument to assess the full spectrum of disclosure [39,40]. Personal and partner fertility desires were assessed using the Centers for Disease Control and Prevention Pregnancy Risk Assessment Monitoring System instrument [41-44]. We asked participants about safer conception plans, whether they had completed couples-based HIV counseling and testing, and partner pregnancy.

On the basis of our conceptual framework [45], we measured the potential mediators and moderators of the outcomes. HIV knowledge was assessed using the brief HIV Knowledge Questionnaire [46]. Stigma toward HIV was measured using the Internalized AIDS-Related Stigma Scale [47]. We measured attitudes toward gender relations using the Gender Equitable Men scale, validated in KwaZulu-Natal [48-51]. This scale includes 24 items in 2 subsets. Subset 1 measures inequitable gender norms and includes items such as “It is the man who decides what type of sex to have.” Subset 2 measures equitable gender norms and includes items such as “A couple should decide together if they want to have children.” Response options are agree, partially agree, and disagree. When combined, the scores can be used as a continuous variable or categorized as low equity=1 to 23, moderate equity=24 to 47, and high equity=48 to 72.

We used the Decision-Making Dominance (DMD) subscale of the Sexual Relationship Power Scale. This 8-item subscale comprises questions such as, “Who usually has more to say about whether you have sex?” The DMD subscale was constructed to measure the balance of decision-making power (1=your partner has more power, 2=both of you have equal power, and 3=you have more power) on each of the 8 items, with higher scores indicating higher relationship power for the respondent. DMD scores were totaled and divided by the number of nonmissing items to calculate the mean individual score. The responses subsequently indicate whether the participant, their partner, or both equally demonstrate DMD. We also described the number of participants with high (>2.82), medium (2.82-2.43), and low (<2.43) levels of DMD [28,52].

We assessed social support using a 10-item subscale of the Social Support Inventory [53,54]. Alcohol consumption was assessed using the 10-item Alcohol Use Disorders Identification Test questionnaire, with questions labeled 0 to 4 and a maximum score of 40 [55]. Drug use was assessed using the Alcohol and Substance Involvement Screening Test interview questionnaire [56]. We screened for depression and anxiety using the Hopkins Symptom Checklist [57].

ART Adherence
For men taking ART, adherence to therapy was measured using the Medication Event Monitoring System (MEMS; Aardex), a bottle cap with a chip that clocks openings, downloaded at study visits [58] after ART initiation. Adherence was defined as the proportion of days with at least one bottle opening during the follow-up period.

Sexual Behavior
Sexual behavior was assessed through weekly password-protected SMS text messaging to request participant reports on intercourse frequency and timing, condom use, and partners. These data were collected to calculate secondary outcomes, including the proportion of men who delayed sex without condoms until viral load suppression, or limited sex without condoms to peak fertility.

Medical Record Review
Research assistants collected data on CD4 cell count at enrollment (viral load would not yet have been collected for men meeting inclusion criteria) and HIV viral load at 12 weeks after commencing ART from the medical record. Viral load assessment as early as 8 weeks after initiating therapy was not part of the standard of care but organized for this pilot intervention, given the 12-week follow-up period.

Exit In-depth Interviews
Exit interviews were conducted with 11 men and 1 female partner to explore perceptions of intervention delivery logistics, intervention content, female partner participation, HIV serostatus disclosure, and a participant-centered evaluation of their participation. The interviews lasted for approximately 60 to 90 minutes. The interviews were audio recorded, transcribed when indicated, and translated into English.

Outcomes and Analysis

Measurement of Outcomes of Interest
We used the ORBIT model for the development of behavioral interventions to frame this phase of the research as Phase Ib preliminary testing to refine the intervention [26]. Primary outcomes of interest include those described in the following sections.

Feasibility
The proportion of men screened who were eligible to participate and the proportion eligible who elected to participate are described. We also describe the proportion of men who completed the 3 primary intervention sessions.

Acceptability
Acceptability was inferred based on client participation. In addition, in-depth interviews were conducted with a subset of men to explore participant experiences with the intervention. We report on codes categorizing client perceptions of acceptability based on their experience with the intervention, including affective attitude (codes included satisfaction with session content and satisfaction with number of sessions), perceived efficacy (benefits of the safer conception program...
and peer referral to the program), and self-efficacy to benefit (what makes participation easier and community demand) [59].

Owing to the small sample size and open pilot design, we were not powered to evaluate HIV-related outcomes. However, in line with the ORBIT framework and to inform future trial planning, we describe the clinical outcomes of interest discussed in the following sections.

**Disclosure**

We measured disclosure based on participant responses to an item in our questionnaire: “Does your partner know your HIV-status?” As disclosure is a complex process that is subject to desirability bias, and some partnerships changed, we did not censor men who reported disclosure at enrollment from reporting disclosure at the exit interview.

**HIV-RNA Viral Suppression**

As the pilot intervention was brief, we provided HIV-RNA testing to men 8 weeks after initiating therapy, which was not the standard of care. Therefore, our outcome for viral suppression was a combined outcome of the proportion of men retained in the study who suppressed viral load. We also describe the proportion of all men who initiated therapy for at least 8 weeks who achieved viral suppression (including all men in the denominator even if they did not remain in the study long enough to have a viral load assessed).

**ART Uptake**

Men who were prescribed ART in their medical records were categorized as initiating ART. The start of ART was corroborated by the men in the intervention sessions.

**ART Adherence**

MEMS caps were used to measure daily pill-taking behavior for all men who initiated ART with medication bottles that fit the MEMS cap. As we did not provide ART, some men received ART in nonstandard pill bottles that did not accommodate the MEMS cap size.

**Quantitative Analysis**

The baseline characteristics of the participants and outcomes were described. SAS analytic software (SAS Institute Inc) was used to conduct all quantitative analyses.

**Qualitative Analysis**

Transcripts were reviewed by several members of the research team (MM, LTM, HK, and LG). Using an inductive and deductive approach informed by an ecological conceptual framework [45], we developed a codebook to organize text into categories. Data were organized using thematic analysis [6]. The thematic analysis results have been described elsewhere [16]. This manuscript reports findings from categories regarding intervention acceptability (positive and negative codes), including affective attitudes toward the intervention, perceived efficacy, and self-efficacy to benefit from the intervention. [59].

**Ethics Approval**

The competing concerns regarding respecting the privacy of male participants and doing our best to protect female partners were carefully considered [60]. We created letters for men to give their pregnancy partners, informing them of the risk of acquiring HIV and encouraging them to seek HIV counseling and testing. Men were reminded that these letters would effectively disclose their HIV serostatus to their partners. We encouraged men to include their female partners in counseling sessions to encourage the transfer of safer conception counseling to partners, although we recognized that not all men, particularly those unable to disclose, would be willing to do this. We created a separate information session led by a female research assistant for the female partners who chose to participate. Ethics approval for the study was obtained from the human research ethics committee at the University of Witwatersrand (Johannesburg, South Africa; approval#M150426) and the institutional review board at Partners Healthcare (Boston, United States; approval#2013P002693). Site permission was also obtained from the study clinic.

**Results**

**Enrollment**

Between November 2015 and December 2017, 216 men were screened. Of the 31 eligible men, 16 (52%) were enrolled in this study. The remaining 48% (15/31) of eligible men were not enrolled as they did not answer or return phone calls, did not attend scheduled appointments, or articulated that personal business and/or life circumstances made it difficult to schedule an appointment. The most common reasons for ineligibility were reporting a pregnancy partner living with HIV (75/216, 34.7%) or not wanting to have a child in the next year (51/216, 23.6%). In addition, 19.9% (43/216) of men were excluded based on ART use (initially, any ART use was an exclusion criterion; this was later modified to include those with ART use for <3 months). Approximately 14.4% (31/216) of men were excluded based on knowing their HIV serostatus for <1 month and 31/216 (14.3%) were excluded based on knowing their serostatus for less than six months (the original serostatus knowledge criterion). Approximately 9.7% (21/216) of men were excluded based on not being in a stable relationship for at least 6 months. Additional exclusions are noted in Figure 3.

Among the 16 enrolled men, the median age was 29 years (IQR 24-44); all were Black South African, 56% (9/16) had completed high school or above, and 44% (7/16) had full-time employment. Men had been living with HIV for a median of 1.7 years. At the time this work was completed, the standard of care included checking the viral load at 6 months after treatment initiation but not at baseline [61]. Therefore, all enrolled men who had access to ART for 0 to 3 months had no viral load data and were unlikely to be virally suppressed because of this timing. Enrolled men reported a median of 1.5 sexual partners in the prior 3 months. Most participants (13/16, 81%) had children. The desired pregnancy partner was described as a long-term girlfriend by all participants, and no participant reported consistent condom use with this partner. Approximately 44% (7/16) of men reported having disclosed their HIV serostatus to their pregnancy partners at enrollment (Table 1).

A total of 3 women partnered with the index male participants enrolled with a median age of 27 years, all of whom were Black South African women reporting 1 sexual partner. All women...
who approached the research team were eligible to enroll; women were enrolled 1 to 3 months after the male index was enrolled (Table 1).

Half of the enrolled men (8/16, 50%) and all of the women scored within the top one-third for gender-equitable responses. In addition, most of the enrolled men (15/16, 94%) reported equal decision-making power between themselves and their partners. Only one of the men (1/16, 6%) had discussed having children with a health care worker or counselor since knowing their HIV serostatus. Of note, a large proportion of participants screened positive for depression, including 31% (5/16) of men and 67% (2/3) of women (Table 2).

**Figure 3.** CONSORT (Consolidated Standards of Reporting Trials) diagram for screening and enrollment of men. ART: antiretroviral therapy.
Table 1. Enrollment characteristics for men (N=16) and women (N=3) pregnancy partners.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (range)</td>
<td>29.7 (24.2-44.6)</td>
<td>27.0 (25.5-31.7)</td>
</tr>
<tr>
<td>Race (Black South African), n (%)</td>
<td>16 (100)</td>
<td>3 (100)</td>
</tr>
<tr>
<td>HIV serostatus positive, n (%)</td>
<td>16 (100)</td>
<td>2 (67)</td>
</tr>
<tr>
<td>Years living with HIV, median (range)</td>
<td>1.7 (0.1-8.8)</td>
<td>0.1 (0-0.2)</td>
</tr>
<tr>
<td><strong>Education completed, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some secondary</td>
<td>7 (44)</td>
<td>1 (33)</td>
</tr>
<tr>
<td>Completed secondary or above</td>
<td>9 (56)</td>
<td>2 (67)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not employed</td>
<td>6 (38)</td>
<td>2 (67)</td>
</tr>
<tr>
<td>Part-time employed</td>
<td>2 (13)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>1 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Full-time employed</td>
<td>7 (44)</td>
<td>1 (33)</td>
</tr>
<tr>
<td>Number of sexual partners in the past 3 months, median (range)</td>
<td>1.5 (1-3)</td>
<td>1 (1-1)</td>
</tr>
<tr>
<td><strong>How many children fathered/born? n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3 (19)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>1-3</td>
<td>10 (62)</td>
<td>3 (100)</td>
</tr>
<tr>
<td>≥4</td>
<td>3 (19)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Pregnancy partner characteristics as reported by index male participant</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>25 (21-37)</td>
<td>—</td>
</tr>
<tr>
<td>Male age—pregnant partner age, median (range)</td>
<td>3.0 (-0.7-9.6)</td>
<td>—</td>
</tr>
<tr>
<td>Children with this partner</td>
<td>1 (1-1)</td>
<td>—</td>
</tr>
<tr>
<td>Partnership type (long term), n (%)</td>
<td>16 (100)</td>
<td>—</td>
</tr>
<tr>
<td>Condomless sex at last report, n (%)</td>
<td>4 (25)</td>
<td>—</td>
</tr>
<tr>
<td>Consistent condom use, n (%)</td>
<td>10 (63)</td>
<td>—</td>
</tr>
<tr>
<td>Anal sex, n (%)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>HIV status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not know</td>
<td>6 (38)</td>
<td>—</td>
</tr>
<tr>
<td>Negative</td>
<td>9 (56)</td>
<td>—</td>
</tr>
<tr>
<td>Positive</td>
<td>1 (6)</td>
<td>—</td>
</tr>
<tr>
<td>Disclosed to her, n (%)</td>
<td>7 (44)</td>
<td>—</td>
</tr>
<tr>
<td><strong>She wants to have a baby with you, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15 (94)</td>
<td>—</td>
</tr>
<tr>
<td>Do not know</td>
<td>1 (6)</td>
<td>—</td>
</tr>
<tr>
<td>Alcohol use (maximum score possible=40), median (IQR)</td>
<td>3.5 (2-9.5)</td>
<td>0 (0-0)</td>
</tr>
<tr>
<td>Drug use (maximum score possible=52), median (IQR)</td>
<td>4 (0-7)</td>
<td>0 (0-0)</td>
</tr>
</tbody>
</table>

*aA total of 2 female partners were living with HIV at the time of enrollment: 1 was diagnosed before enrollment, and 1 was diagnosed at enrollment.

*b n=2.

cn=15.

dCharacteristics reported by male participants only.

eMinimum=0 and maximum=18.

f n=1.

gMinimum=0 and maximum=9.
Table 2. Additional baseline characteristics that factor into our safer conception behavior conceptual framework.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Men (N=16)</th>
<th>Women (N=3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major depression by HSCL&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td>5 (31)</td>
<td>2 (67)</td>
</tr>
<tr>
<td>HIV knowledge, median (range)</td>
<td>10.5 (6-13)</td>
<td>1 (0-2)</td>
</tr>
</tbody>
</table>

**DMD<sup>b</sup> of SRPS<sup>c,d</sup>**

Values, median (IQR)

- 2.25 (2.00-2.56) for Men (N=16)
- 1.75 (1.62-2.00) for Women (N=3)

Proportion high (>2.82), n (%)

- 1 (6) for Men (N=16)
- 0 (0) for Women (N=3)

**Gender-equitable men<sup>e</sup>**

Values, median (IQR)

- 36.5 (30.00-42.77) for Men (N=16)
- 33 (32-40) for Women (N=3)

Proportion high (25-36 points), n (%)

- 8 (50) for Men (N=16)
- 3 (100) for Women (N=3)

Have you ever had a conversation with a health care worker or counselor about having children (since knowing your status)? n (%)

- 1 (6) for Men (N=16)
- 0 (0) for Women (N=3)

Safer pregnancy knowledge score (maximum score possible=10), median (IQR)

- 6 (4-7) for Men (N=16)
- 4 (4-5) for Women (N=3)

AIDS-related stigma (maximum score possible=6)<sup>f</sup>, median (IQR)

- 3 (2-4) for Men (N=16)
- N/A<sup>g</sup> for Women (N=3)

Social support (maximum score possible=4), median (IQR),

- 3.75 (3.45-4.00) for Men (N=16)
- N/A for Women (N=3)

<sup>a</sup>HSCL: Hopkins Symptom Checklist.

<sup>b</sup>DMD: decision-making dominance.

<sup>c</sup>SRPS: Sexual Relationship Power Scale.

<sup>d</sup>Items on the DMD Factor subscale are scored as 1=your partner, 2=both of you equally, and 3=you.

<sup>e</sup>A total of 3 points for each response representing gender equality, 2 points for each response representing moderate gender equality, and 1 point for each response representing the lowest equality. The average score on the Gender Equitable Men scale is calculated by summing the points scored by each respondent and dividing by the total number of respondents.

<sup>f</sup>n=15; missing responses for n=1.

<sup>g</sup>N/A: not applicable.

**Fidelity to Intervention Delivery**

On the basis of a review of recorded sessions and session checklists, there was high fidelity to the intervention delivery, with interventionists routinely adhering to the manual and covering all the modules in each recorded session.

**Outcomes**

**Feasibility**

As stated previously, 7.4% (16/216) of the screened men were enrolled in the study. The main reasons for not meeting the eligibility criteria were generally related to the intervention not being applicable to their current situation: partners already knowing their status, not interested in having a baby, already on ART, knowing HIV status for shorter or longer than the study window, or not having a current partner. The main reason for eligible nonenrollments was related to challenges in scheduling.

Intervention sessions varied in length, although among the recorded sessions, all sessions were at least 40 minutes in length. The longest session was 75 minutes in length.

For the 3 women who enrolled, each participant completed 1 baseline intervention session.

**ART Use**

Of the 16 men, 13 (81%) were receiving ART upon exiting the study. Approximately 75% (9/12 with nonmissing data at week 12) of men reported disclosure of serostatus to their partner, including 56% (5/9) who reported participating in couples-based HIV counseling and testing. Among men accessing ART, contributing a median of 35 (IQR 28-85) days of MEMS cap follow-up with adherence, men took a median of 89% (range 67%-100%) of doses. Of the 8 men with adherence data, 6 (75%) took at least 80% of doses.

**Viral Suppression**

Among those for whom HIV-RNA was sampled, all (7/7, 100%) achieved viral suppression by 12 weeks. Approximately 13% (2/16) of men who started ART during the sessions were lost to study follow-up. An additional 25% (4/16) of men were not yet eligible to have their HIV-RNA checked, given <8 weeks since ART initiation at the end of the study.

**Sexual Behavior**

Approximately 44% (7/16) of men participated in the SMS text messaging surveys, responding to a median of 93% (range 63%-100%) of messages. Of these 7 men, none attempted to time condomless sex to peak fertility based on their selections. Table 3 shows the other safer conception methods that men selected.
<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Number of sessions completed&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Strategies endorsed</th>
<th>Disclosure at 12 weeks</th>
<th>ART&lt;sup&gt;b&lt;/sup&gt;uptake</th>
<th>Adherence &gt;80%</th>
<th>Median Adherence % (days of adherence data)</th>
<th>Viral suppression at 12 weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1001</td>
<td>5</td>
<td>• ART initiation</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>97 (30 days)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Timed sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1002</td>
<td>5</td>
<td>• ART initiation</td>
<td>No</td>
<td>Yes</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt; (initiated ART at last session)</td>
<td>N/A (initiated ART at last session)</td>
<td>N/A (initiated ART at last session)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Timed sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Pick one pregnancy partner</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1003</td>
<td>5</td>
<td>• Timed sex</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>96 (24 days)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Disclosure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1004</td>
<td>1</td>
<td>• Condom use ART</td>
<td>LTE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>LTF</td>
<td>LTF</td>
<td>LTF</td>
<td>LTF</td>
</tr>
<tr>
<td>M1005</td>
<td>5</td>
<td>• ART initiation</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>100 (24 days)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Disclosure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1006</td>
<td>3</td>
<td>• Timed sex</td>
<td>Yes</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Disclosure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1007</td>
<td>5</td>
<td>• ART</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt; (initiated ART at last session)</td>
<td>N/A (initiated ART at last session)</td>
<td>N/A (initiated ART at last session)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Timed sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Condoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Disclosure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1008</td>
<td>5</td>
<td>• Timed sex</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>79 (29 days)</td>
<td>VL&lt;sup&gt;e&lt;/sup&gt; not checked as not on ART for &lt;8 weeks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• ART</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Disclosure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1009</td>
<td>5</td>
<td>• ART</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>67 (108 days)</td>
<td>VL&lt;sup&gt;e&lt;/sup&gt; not checked as not on ART for &lt;8 weeks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Timed sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Disclosure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1010</td>
<td>5</td>
<td>• Disclosure</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A; not on FDC&lt;sup&gt;f&lt;/sup&gt;, self-reported high adherence</td>
<td>N/A; not on FDC&lt;sup&gt;f&lt;/sup&gt;, self-reported high adherence</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• ART</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Timed sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1011</td>
<td>1</td>
<td>• Timed sex</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Treatment as prevention</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1012</td>
<td>5</td>
<td>• Timed sex</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>87 (39 days)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Treatment as prevention</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Sperm washing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1013</td>
<td>5</td>
<td>• Timed sex</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>91 (85 days)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Treatment as prevention</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1014</td>
<td>5</td>
<td>• Timed sex</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>83 (84 days)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Treatment as prevention</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1015</td>
<td>5</td>
<td>• Timed sex</td>
<td>Yes</td>
<td>Yes</td>
<td>Not initiated on MEMS&lt;sup&gt;h&lt;/sup&gt;</td>
<td>N/A</td>
<td>Not available</td>
</tr>
</tbody>
</table>
Viral suppression at 12 weeks

Median Adherence % (days of adherence data)

<table>
<thead>
<tr>
<th>Adherence &gt;80%</th>
<th>ART (^b) uptake</th>
<th>Adherence &gt;80% Median Adherence % (days of adherence data)</th>
<th>Viral suppression at 12 weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>LTF</td>
<td>LTF</td>
</tr>
<tr>
<td>M1016</td>
<td>2</td>
<td>Timed sex</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>PMTCT</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Treatment as prevention</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Out of 3 main sessions and 2 booster sessions.

\(^b\)ART: antiretroviral therapy.

\(^c\)N/A: not applicable.

\(^d\)LTF: lost to follow-up.

\(^e\)VL: viral load.

\(^f\)FDC: fixed-dose combination—only the FDC tablets bottle fit the electronic pill cap.

\(^g\)PMTCT: prevention of mother-to-child transmission.

\(^h\)MEMS: Medication Event Monitoring System, electronic pill cap.

**Acceptability**

Of the 16 men, 14 (88%) completed all 3 intervention sessions. We conducted in-depth interviews with 11 enrolled men and 1 female partner at the study exit. Participants described personal satisfaction with session content and structure while also suggesting that they would refer peers to the program and that with time, it became easier to participate in the sessions as they gained trust with the counselor (Textbox 1).

**Textbox 1.** Quotes from exit interviews related to the acceptability of the intervention.

**Personal satisfaction**

- “Everyday if I had come to you guys and discuss, there was always something that I would have gained” [M1002, man with HIV aged 31 years]
- “My brother, I think what is more important for the crisis that we are facing is us as males, we are afraid of coming out onto the open about things, we end up not talking about things. So getting such a programme, perhaps you would start picking up on the third or the fourth sessions…and that is when you start opening up and realising that these are good people and so forth, because we are the kind of people who do not want to be sympathised for...” [M1007, man with HIV aged 35 years]
- “I found it very helpful, because it shows, even though things have been happening in a way that...to be honest I was not comfortable about the whole situation that we were in, but then after we were counselled and told that there are right ways of doing things I thereafter felt great actually...I even began to trust him, my partner, again.” [F1007, woman partnered with M1007]
- “…there are also people outside that I have even been able to explain to them like ‘guys there are things like this in life, if perhaps you are able to have time and go there if you have an HIV-negative woman and you are HIV-positive and have time with those guys and sit with them, there is some information that they will give you so that you can also be proud and realise that you are still a person.’” [M1008 man with HIV aged 34 years]

**Perceived effectiveness of intervention**

- “It has encouraged me that, what is right is that you check and know your status so that you can be able to start treatment if you have the virus and if you are negative you will be able to look after yourself and avoid having to get to a critical stage. I would say the programme has really helped me.” [M1007, man with HIV aged 35 years]
- “And your dream becomes that...and you no longer focus on the idea that you are sick and that life is now on a standstill. When one is here with you guys, hopes come back and you feel hopes revived that you could actually still have babies, you can still be able to plan for your family and so forth. So I would have liked for [the program] to move forward because it will help a lot of people.” [M1013, man with HIV aged 30 years]
- “I think it [the program] had a good impact. It helped me a lot. Psychologically, I was not able to even live, and I feel like a person once again. Because what came through my mind was that I will not by any chance have a baby, so it means I will just die in pain. All those thoughts have been washed away. If you can just take treatment as prescribed.” [M1002, man with HIV aged 31 years]

**Discussion**

**Principal Findings**

Our findings highlight the acceptability of a clinic-based intervention offering male-centered care to address reproductive goals to engage and retain men in HIV care in South Africa. We describe the first pilot safer conception intervention for South African men with HIV who are not yet virally suppressed and are planning to have a child with a partner of unknown or HIV-negative serostatus. Of the 16 men, 14 (88%) completed all 3 intervention sessions and reported satisfaction with the content. There were promising signals that the intervention supported men to disclose, use ART, and suppress HIV; based on 12-week exit data, 75% (12/16) of men with complete data...
disclosed HIV serostatus to a partner, 81% (13/16) of men initiated ART, and 100% of those who accessed ART had viral suppression. This is an improvement over the standard of care in South Africa, where only an estimated 78% of men with HIV know their serostatus, 67% of those who know their status are on ART (52% of men with HIV), and 82% of those men (42% of men with HIV) are virally suppressed [6]. The Sinkikhomba Kwabelisela open pilot study provides proof of concept that male-centered care that addresses reproductive goals is a promising strategy for engaging and retaining men in HIV care in South Africa, with opportunities to promote men’s health while reducing HIV incidence and perinatal transmission among women of reproductive age.

Gaps in meeting HIV treatment goals for men are well-articulated; to the best of our knowledge, this is the first program to attempt to bridge these gaps by addressing the reproductive goals of men [62,63]. Although some community programs for men have been successful [64-66], we are not aware of other clinic-based programs that provide male-centered HIV care in South Africa. In Lesotho, a male-centered HIV clinic program staffed by male providers has demonstrated high demand and reach [67]. Safer conception care, or programs that aim to reduce HIV transmission in the context of heterosexual HIV-affected couples pursing reproductive goals, has focused on couples or individual women and has not been aimed at meeting the needs of men [14,68,69]. The empirical question of whether HIV treatment in the context of reproductive goals would be acceptable and feasible for men in South Africa was addressed by this program, in which most men completed the sessions, and exit feedback was positive. This work has also been adapted to a rural Ugandan setting, with encouraging data regarding service uptake and clinical outcomes for men [70].

Men were pleased with the content and structure of the intervention; however, some considerations for further refinement of the intervention emerged. The first was to streamline the content. The intervention included 3 primary sessions and 2 boosters informed by effective behavioral interventions [71]. Most (14/16, 88%) of the men attended all the sessions, and in exit interviews, they articulated wanting more sessions, given the novelty of the information, value of role-plays, and time needed to develop rapport and trust [16]. Given the lack of male-centered care in the health system [72,73], men may have appreciated individual counseling. The interventionists and participants felt that their time together was relatively short, highlighting the importance of focusing on achievable, easy-to-understand prevention strategies that also align with broader HIV treatment and prevention goals [68]. We believe that future iterations of this work can simplify messages to the following essential components: ART for partners with HIV, disclosure, PrEP for partners without HIV, and STI testing and treatment. This would remove the discussion of timing condomless sex to peak fertility as it is challenging and time consuming to teach and implement [74]. Although most men in our cohort included timing condomless sex to peak fertility, none were able to execute this based on sexual behavior SMS text messaging data. A recent study in rural Uganda showed low uptake and poor implementation of this complex strategy [69], and data from systematic reviews suggest that it may not help couples identify peak fertility periods [69,75]. Indeed, given infrequent HIV-RNA monitoring in most resource-limited settings, it may be more practical and better aligned with HIV prevention goals, to time condomless sex to periods of known virologic suppression instead of peak fertility. Another component to consider for removal to allow for streamlining is sperm washing. Multiple studies with diverse populations across sub-Saharan Africa have observed that most people affected by HIV are not motivated to pursue sperm washing and assisted reproductive technologies unless necessary to address infertility [17,76,77].

The intervention was delivered by male lay counselors trained in CBT strategies by the study team. The idea that these concepts could be delivered by counselors, who may have more time than providers, has been proposed [68] and is an important aspect of task shifting to allow stretched health care systems to provide patient-centered care [3]. Counseling by team members who have time to spend with clients is critical—in exit interviews, men reported the need to have time to develop rapport and learn the basics of HIV treatment and prevention, as well as more complex skills such as communication.

Among the enrolled men, most started ART, and adherence was excellent. Of the 16 enrolled men, 13 (81%) were taking ART upon exiting the study, and men took a median of 89% (range 67%-100%) of doses. Among those for whom HIV-RNA was sampled, all (7/7, 100%) achieved viral suppression by 12 weeks. Longer-term adherence and retention in care are challenging for men in South Africa; thus, future iterations of this intervention will include longer-term evaluation of outcomes to measure effectiveness. We believe that these data serve as compelling proof of concept that this may be an important novel strategy for promoting the HIV care cascade for a traditionally difficult to retain and suppress population.

The intervention was successful at promoting disclosure, and the findings provide insights into novel strategies for promoting disclosure among men who have sex with women. At 12 weeks, 75% (12/16) of the men with complete data reported disclosure to their partners. This is based on self-report and is subject to social desirability bias; however, because of the small sample size and the rapport developed with the interventionists, we know that participant disclosure stories shared in the sessions aligned with the survey data. CHCT is a key component of HIV serostatus disclosure interventions. Many of these interventions include group-based sessions or standard HIV counseling and testing, followed by couples counseling sessions with trained health workers [78-80]. A study in KwaZulu-Natal found that only 42% of couples who participated in a couples counseling intervention participated in CHCT within a 9-month follow-up period [70]. Multiple studies have found that factors influencing the uptake of CHCT include the perceived benefits of HIV testing, perception and knowledge of CHCT, suspicions of infidelity, fear of HIV test results, and gender power imbalances [81-83]. Our intervention provided participants with education on CHCT, disclosure counseling, and problem-solving skills. We also supported and role-played individual-level disclosure to partners. Only 3 women attended the clinic for sessions, and they and their partners reported the challenges of accessing CHCT in busy public sector clinics with limited hours for people
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with full lives. As CHCT does not work well for everyone, we maintain that empowering men to disclose to partners through role-play and supported communication may be an important additional strategy to promote.

The largest challenge to feasibility was recruitment. We screened very few men over the period because of the absence of men in the clinic setting where our intervention was based; only 78% of men with HIV in South Africa know their status, fewer are in care, and low testing is a trend across the continent [84]. The challenges of clinic recruitment highlight the importance of community engagement to reach men who are often not available during clinic hours and who experience or anticipate health care worker stigma at clinics [66,85]. In exit interviews, men discussed that this program was unique in supporting their reproductive goals; ongoing provider stigma toward men with HIV who want to have children may have made other men reluctant to engage in the clinic-based program [16]. Future iterations of this work will require community recruitment to meet men where they are. In exit interviews, men suggested that future work should include broader public health messages; radio spots; and venue-based recruitment at community centers, football clubs, bars, and factories [16]. The intervention may be maximally effective when combined with other efforts to minimize structural barriers to care engagement and retention [66,86-92], reduce health care provider stigma [93], and link HIV care to other needed services [94,95]. We hope to evaluate this approach with a larger sample of men recruited from the community than from the standard of care in future work.

Including a broader range of men in this study could also enhance reach. In this trial, many interested men were ineligible. Approximately 40% (75/185) of the men we excluded reported that their desired pregnancy partner was living with HIV. On the basis of the understandings of disclosure and assumptions that people with HIV make about partner seroconcordance, many men reporting a partner living with HIV may not know their partner’s serostatus but assume concordant serostatus across the partnership [18,80]. Furthermore, seroconcordant-positive couples with HIV and planning for a child can benefit from interventions to promote ART use, viral suppression, STI testing, and treatment for both partners. Future iterations of this work will include men with HIV regardless of partner status and emphasize a serostatus-neutral approach such that enrolled partners can be tested for HIV and linked to HIV care and treatment or prevention (eg, PrEP). Men were also ineligible based on not knowing their serostatus for at least 1 month and not having a stable partnership. Given the near ubiquity of fertility goals and fluidity in partnerships where pregnancies can occur, future iterations of this study will not require these elements.

Limitations
There are limitations to this pilot study because of the small sample size, men who overcame barriers to enroll and attend sessions, lack of comparison arm, or ability to report on longer-term outcomes. In addition, the qualitative component had a small sample size, and saturation was not met (particularly with respect to input from female partners). Nonetheless, the trial was designed to be an important proof of concept, following ORBIT guidelines as part of intervention development.

Conclusions
These preliminary data suggest that HIV care that is male-centered and addresses reproductive goals is acceptable to men and has the potential to reduce HIV incidence among women and their children while supporting men’s health. The next steps include adapting the intervention to reach men who have not yet been tested or are not yet in care to evaluate the impact. Future work should include men regardless of partner serostatus; larger-scale randomized projects are needed to evaluate the impact and examine cost-effectiveness. Finally, understanding whether and how health care workers, public health administrators, and other key stakeholders would adopt the elements of this intervention needs to be explored.
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Abstract

Background: Climate change, driven by human activity, is rapidly changing our environment and posing an increased risk to human health. Local governments must adapt their cities and prepare for increased periods of extreme heat and ensure that marginalized populations do not suffer detrimental health outcomes. Heat warnings traditionally rely on outdoor temperature data which may not reflect indoor temperatures experienced by individuals. Smart thermostats could be a novel and highly scalable data source for heat wave monitoring.

Objective: The objective of this study was to explore whether smart thermostats can be used to measure indoor temperature during a heat wave and identify houses experiencing indoor temperatures above 26°C.

Methods: We used secondary data—indoor temperature data recorded by ecobee smart thermostats during the Quebec heat waves of 2018 that claimed 66 lives, outdoor temperature data from Environment Canada weather stations, and indoor temperature data from 768 Quebec households. We performed descriptive statistical analyses to compare indoor temperatures differences between air conditioned and non-air conditioned houses in Montreal, Gatineau, and surrounding areas from June 1 to August 31, 2018.

Results: There were significant differences in indoor temperature between houses with and without air conditioning on both heat wave and non-heat wave days (P<.001). Households without air conditioning consistently recorded daily temperatures above common indoor temperature standards. High indoor temperatures persisted for an average of 4 hours per day in non-air conditioned houses.

Conclusions: Our findings were consistent with current literature on building warming and heat retention during heat waves, which contribute to increased risk of heat-related illnesses. Indoor temperatures can be captured continuously using smart thermostats across a large population. When integrated with local heat health action plans, these data could be used to strengthen existing heat alert response systems and enhance emergency medical service responses.

(JMIR Form Res 2022;6(5):e34104) doi:10.2196/34104
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Introduction

Background

Our planet is getting warmer, and climate experts report that the frequency of extreme heat days has been increasing—record-setting temperatures have been reported in major cities around the world [1]. Driven by the output from human activities (such as the greenhouse effect from gas emissions), the frequency and duration of extreme heat events are only expected to increase [2].

In the United States, heat waves kill more people than all other weather-related events (earthquakes, tornadoes, hurricanes) annually [3]. Periods of extreme heat are dangerous because heat stress occurs when the human body is unable to cool itself [4]. Heat waves in Europe in 2003 and Russia in 2010 caused over 100,000 deaths combined [5]. In 2018, Quebec, Canada experienced a severe heat wave that resulted in 66 deaths [6].

Older adults, persons with disabilities, and persons with chronic conditions such as respiratory diseases and heart disease are more vulnerable during extreme heat days due to their impaired ability to regulate body temperature [7,8]. Individuals with low sociodemographic status are at a higher risk for suffering the detrimental and even deadly effects of a heat wave [9] because cooling methods may be cost-prohibitive [10] or they may live in older buildings without air conditioning units. Those living in urban areas are at greater risk for extreme heat events. Urban areas are often several degrees hotter than rural areas [11]. Densely populated urban areas experience heat domes, wherein the built environment absorbs and traps heat instead of reflecting it into the atmosphere [12-15]. Even at night, the temperatures remain high because building materials (such as concrete and asphalt) continue to radiate heat [16-19].

To prevent heat-related deaths, many governments have adopted heat health action plans that include ensuring residents are appropriately informed, providing resources such as cooling centers, and door-to-door checks by emergency services [17]. Heat health action plans are localized and specific to each municipality, tailored to local needs [2,18,20]. These action plans rely upon heat alert and response systems [21] or heat health warning systems. Weather forecasts, based on outdoor meteorological data, are used to predict weather conditions that could be potentially hazardous to health [22].

There are no universal criteria used for issuing a heat wave warning [23]. Environment and Climate Change Canada issues heat warnings for each province. For example, in Quebec, a heat warning is issued when (1) the temperature is 30°C or higher, with a humidex value of 40 or higher for at least one hour, or (2) when the temperature is 40°C or higher [22]. Local health departments also issue extreme heat alerts and often use different criteria. Santé Montréal [24], a local health department, defines an extreme heat episode as either 3 consecutive days when the average maximum temperature reaches 33°C and the average minimum temperature does not drop below 20°C or when the temperature does not drop below 25°C for 2 consecutive nights.

Current heat alert and response systems rely upon outdoor meteorological data, yet individuals now spend most of their time indoors [25]. Indoor temperatures during heat waves can be significantly higher than outdoor temperatures [26]. There are discrepancies between temperature data being used to make decisions about heat waves and temperatures actually experienced indoors by individuals. Our understanding of indoor temperature trends is relatively limited because studies on indoor environments can be challenging, time-consuming, and cost-prohibitive due to factors such as sensor costs, cost of study deployment and duration, resources, and disturbances to home life. Traditional studies on heat waves and urban heat islands typically use satellite imagery data [27,28], local or airport weather stations [29], or emergency room visit, mortality, and ambulance call data [30] to set thresholds or examine outdoor heat exposure risk. Only a few studies have investigated indoor temperature related to mortality and morbidity [31] or indoor temperature exposure [32,33].

The advent of smart home technology (ie, indoor temperature sensors) coupled with the Internet of Things (IoT) offers a unique opportunity to monitor residential indoor environments across a large population. IoT sensors have been successfully used to monitor indoor health behaviors including sleep [34,35], gait [36], breathing, and heart rate [37]. Smart thermostat adoption has been driven by government incentives, such as the Ontario Government’s Green Ontario Fund, and a desire save on heating and cooling costs [38,39].

We searched Scopus and Google Scholar, with no language restrictions, for publications since database inception until December 31, 2020, using the search string (“smart home thermostat” OR “smart thermostat”) AND (“heatwave” OR “heat wave”) OR (“public health”). We identified 2 studies [34,35] that used smart thermostats for public health surveillance, with focuses on healthy behaviors such as sleep, physical activity, and sedentary behavior. One study [34] validated the use of smart thermostats for measuring sleep, physical activity, and sedentary behavior and found results to be highly comparable with results captured through traditional survey methods used by the Public Health Agency of Canada. The other study [35] found that using smart thermostats allowed for insights into differences (which were significant) in time spent indoors during the weekend versus during weekdays. Both studies [34,35] demonstrated that smart thermostats and remote motion sensors can be used with minimal interference to individual to monitor activity levels routine in real-world settings (ie, in the home).

To the best of our knowledge, this is one of the first studies to use smart home thermostat data to investigate the effects of heat waves. As heat waves increase in frequency, intensity, and duration, the use of indoor cooling methods such as air conditioning will increase. The use of smart thermostats to capture indoor temperature data has several benefits, such as minimal disturbance to study participants, and overcomes barriers associated with many environmental data collection studies (ie, high overhead costs, equipment costs, small sample sizes, short study durations). In many cases, temperature, motion, and humidity data are already being collected. This overlooked source of indoor temperature can be used to
strengthen public health response and climate mitigation efforts for decision-making during extreme heat events.

Objective
We aimed to compare indoor temperatures during heat wave and non–heat wave periods between air conditioned and non–air conditioned houses with ecobee smart thermostats and identify extreme indoor temperatures posing a health risk.

Methods

Data Collection
We used smart home thermostat data (collected by ecobee and made available to researchers through the Donate Your Data program [40]) and Environment and Climate Change Canada [41,42] data from in Quebec, Canada between June 1 and August 31, 2018, which included a multiday heat wave event. Outdoor temperatures at weather stations were obtained from Environment and Climate using an amended Python3 script [42,43]. Indoor temperature and occupancy data had been collected via the smart thermostat and remote motion sensors at 5-minute intervals.

Smart Thermostat Data Processing
Thermostat metadata (number of sensors in a home, HVair conditioning mode setting, and household ID) and indoor temperature timeseries data were available from a total of 768 households. The metadata file also contained information used to associate the house with the nearest weather station. We calculated the mean indoor temperature for each house each hour and each day.

For each day in the period from June 1 to August 31, houses were labeled as non–air conditioned if the cooling stage status was 0 and was not recorded for HVair conditioning mode in the metadata, and houses were labeled as air conditioned if the cooling stage status was 1, 2, 3, or 4 and HVair conditioning mode was cool at any point during the day. Data from days for which a given house was unoccupied were removed.

To determine whether non–air conditioned houses were more likely than air conditioned houses to have elevated indoor temperatures, we focused on a subset of 82 non–air conditioned households and 96 air conditioned households in the areas of greater Montreal and Outaouais. This was done after data cleaning, remove of incomplete data and filtering for occupancy (determined by activation of motion sensors).

Mapping Indoor to Outdoor Data
Each house was assigned to the nearest Environment Canada weather station using thermostat metadata. Houses with incomplete data were removed. Three weather stations—Ottawa Gatineau, Montreal/St Hubert, Montreal Intl A—were selected for further study based on having a minimum of 30 houses with data within their associated region and being within a region for which a heat wave had been declared (Multimedia Appendix 1). Montreal and Outaouais (Gatineau and surrounding areas) experienced a 6-day heat wave (from June 30 to July 5, 2018) [41].

Data Analysis
We developed and used an app (RShiny) to visualize and compare indoor and outdoor temperature trends.

We compared the indoor temperatures of non–air conditioned houses during heat wave and non–heat wave days. After combining all the daily records from each group, we used t values to examine temperature differences between air conditioned and non–air conditioned houses.

A 1-tailed t test (with unknown variance) was performed to comparing the indoor temperatures of all houses in the same region, with the assumption that they experienced the same outdoor temperature during extreme heat events and that the indoor temperatures for non–air conditioned households was consistent.

Literature indicates that 26°C (72°F) is the threshold for a safe indoor temperature (ASHRAE 55 indoor temperature standard [44]). Exposure to indoor temperatures greater than 26°C has been associated with increased premature mortality and emergency medical service calls [45]. We sought to determine whether above-threshold indoor temperatures were recorded during the heat wave in regions of Quebec (Montreal and Gatineau) for which heat waves had been recorded on specific dates [41,46]. Remaining households were further filtered to remove those not in areas where heat waves were officially declared so that analysis contained only houses that experienced the heat wave. Thus 47 non–air conditioned homes from Montreal, Laval, Montérégie, and Outaouais health regions of Quebec remained after removing households that used air conditioning between June 1 and August 31, 2018 and houses with no occupancy on heat wave days (who may have turned off air conditioning while away). To examine which time of day the highest indoor temperatures occurred, we created a heat map of the non–air conditioned home temperatures for each hour on each official heat wave day.

Results
On certain days, some non–air conditioned homes recorded indoor temperatures similar to, or even exceeding, the outdoor temperature on heat wave dates (Figure 1). These results demonstrate that using IoT devices such as the ecobee smart home thermostats are a logical means of monitoring indoor residential temperatures, especially during extreme heat events.
Indoor Temperature Differences Between Air Conditioned and Non–air conditioned Houses

There is a significant difference of indoor temperature between the houses with air conditioning and without air conditioning in heat wave and non–heat wave days ($P < .001$). On heat wave days, the average daily indoor temperature was lower (mean 1.3°C) for air conditioned homes than that for non–air conditioned homes. This difference is lower in non–heat wave days (mean 0.5°C) (Table 1).

Indoor temperatures of houses with air conditioning during the heat wave days and non–heat wave days remained relatively stable, with mean temperatures 22.3°C and 22.4°C for non–heat wave and heat wave days, respectively.

For houses without air conditioning, there was a statistically significant difference ($P < .001$) between indoor temperatures on heat wave days (mean 23.7°C) and non–heat wave days (mean 22.8°C), which were, on average, 0.90°C hotter (Table 1).

There were significant differences in indoor temperatures between houses with and without air conditioning for all 3 regions (all $P < .001$).

**Table 1.** Indoor temperature comparisons.

<table>
<thead>
<tr>
<th></th>
<th>Mean difference (°C)</th>
<th>Standard difference (lower, upper) or 99% CI</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air conditioned vs non–air conditioned houses</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>During heat wave days$^a$</td>
<td>−1.320</td>
<td>−0.730 (−1.90, −0.73)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>During non–heat wave days$^b$</td>
<td>−0.500</td>
<td>−0.021 (−0.615, −0.40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non–air conditioned houses only</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heat vs no heat wave$^c$</td>
<td>0.906</td>
<td>0.784 (0.350, 1.45)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$Air conditioned: $n=465$; non–airconditioned: $n=151$.

$^b$Air conditioned: $n=6045$; non–airconditioned: $n=2713$.

$^c$Non–air conditioned—during heat wave: $n=151$; non–heat wave: $n=2713$.

Non–air conditioned Houses With Indoor Temperatures Above Safe Thresholds in Health Regions With Heat Waves

Figure 2 shows the number of non–air conditioned houses, out of 47 located in regions with recorded heat waves, that experienced a daily temperature of or above 26°C between June 1 and August 31. There were consistently a number of non–air conditioned households with temperatures of or above 26°C, on heat wave days as well as non–heat wave days, especially during July and August.

Figure 3 illustrates the average duration (in hours) that the 47 non–air conditioned households recorded indoor temperatures to equal to or greater than 26°C from June 1 to August 31.

Indoor temperatures were highest during the afternoon, evening, and night-time periods of the day (Figure 4); the hottest time of the day was between 4 PM and 7 PM on heat wave days. During the 5-day heat wave from June 29 to July 3, it is possible to see the accumulation of residual heat later into the evening and into the early hours of the day.
Figure 2. The number of households that experienced indoor temperatures equal to or greater than 26°C for each date. Official heat wave days indicated by a red dot.

Figure 3. The average duration (in hours) with indoor temperature equal to or greater than 26 °C for houses without air conditioning. Official heat wave days indicated by a red dot.

Figure 4. Average indoor temperatures for 47 households on heat wave days over time.

Discussion

Principal Findings

There were high indoor temperatures for prolonged periods of time that may put people at risk; indoor temperatures may be important to consider in policies and heat mitigation strategies. In Quebec, current heat alert and response systems rely upon outdoor meteorological data, which do not reflect actual indoor temperatures experienced by individuals. There were statistically significant differences between air conditioned and non–air conditioned houses: non–air conditioned homes experienced a greater than 1°C difference in temperature between heat wave and non–heat wave days. Because there were only 6 official heat wave dates during the summer of 2018, comparison dates were limited. We also found a statistically significant difference between indoor temperatures for non–air conditioned houses and air conditioned homes during a heat wave ($P<.001$). Additionally, we found that there were significant differences between indoor and outdoor temperatures across all households ($P<.001$).

During the summer of 2018, there were numerous non–air conditioned houses that experienced indoor temperatures greater than the ASHRAE 55 standard of 26°C for extended periods of time. This indoor temperature standard [47], which is used widely in spaces such as office buildings, does not take into account factors such as age or health. The threshold was exceeded both on official heat wave days and on non–heat wave days. We also observed that the hottest time of the day indoors was between 4 PM and 7 PM, with increases in temperature over the 5-day heat wave.

We were specifically interested in indoor temperatures recorded during the official heat wave from June 30 to July 5, 2018. Unsurprisingly, the indoor temperatures of homes with air conditioning remained relatively stable (mean 22.3°C or approximately 72°F) with no dramatic temperature spikes. Some air conditioned homes did record higher indoor temperatures. This may be due to homeowners having programmed the thermostat to maintain a higher indoor temperature to save on energy costs. Several non–air conditioned dwellings with ecobee thermostats had indoor temperature readings between 27°C (81°F) and 32°C (90°F), which is above the safe indoor
threshold of 26°C (79°F) that is recommended by numerous health policy documents [44,45,48]. Smart home technology was able to capture continuous temperature data, which allowed the identification of houses that had experienced higher than ideal indoor temperatures. This technology could allow local governments to develop hyperlocal, real-time heat alert and response systems to protect health [49].

On official heat wave days, many homes recorded indoor temperatures reaching 26°C. Temperatures as high as 32.7°C were recorded over multiple hours in several households on heat wave days. This information is important considering that spending more than a few hours indoors in a hot room can be hazardous to health [47]. Non–air conditioned homes experienced indoor temperatures above 26°C for an average of 4 hours; there was an upward trend in duration as the heat wave persisted. A second official heat wave event was declared on August 4 in the Outaouais health region. In this region, homes without air conditioning experienced indoor temperatures for more than 9 hours above 26°C. Prolonged periods with indoor temperatures above 26°C were also experienced by non–air conditioned dwellings on unofficial heat wave days (July 14, July 23, July 31 to August 3, August 7, August 11 to August 15). In fact, houses in the Montreal and Outaouais areas consistently recorded indoor temperatures above 26°C throughout the summer of 2018. While definitions of extreme heat vary by region, heat warnings are issued in Canada when temperatures of 30°C or higher are expected for at least one hour [50]. Consistent with the findings of previous literature [51,52], our findings showed that higher indoor temperatures were reached in the late afternoon, and the coolest temperatures typically occurred in the early morning. Our results emphasize that outdoor temperature is not always a good indicator of safe indoor temperature; thus, there is a need to include indoor temperature monitoring capacity in our public health units.

We plan to explore indoor humidity data in the future. While the humidity is not widely used and critiqued by many, indoor humidity plays a role in human comfort especially during extreme heat events [26,49,53]. There is still relatively little known about indoor temperatures; the ability to study a large number of dwellings is both costly and time-consuming. This study is one of the first to use indoor smart thermostat data to investigate extreme heat events in Canada.

**Strengths and Limitations**

Our ability to identify at-risk households has implications for the delivery of emergency services. While in this study, data were not collected in real time, the technology can be used for real-time alerts. For example, the data can be integrated directly with real-time temperature updates to ensure caregivers, community care organizations, emergency medical response, paramedic, or hospital teams can reach at-risk populations. These data can also be used to dispatch emergency medical services to respond to calls and improve the safety of those aging in place or vulnerable individuals who may require alternate care levels. Furthermore, smart thermostats can be used to replace existing thermostats and bring energy and cost savings to home owners while meeting moral, pro-environment values and low-carbon targets [54]. Leveraging smart thermostats instead of introducing new technology could mean less barriers to adoption and easier integration to support heat health warning systems. The volume of data available is another strength of this technology. Although we focused on a short timeframe in a single province, there are still hundreds of datapoints available from location across Canada.

There are currently several limitations to the use of ecobee data to study indoor temperatures. The number of occupants is unknown. In addition, the location of the residence is limited to the city level. This made grouping and matching homes with outdoor weather stations a challenge. This limitation protects anonymity and encourages voluntary enrollment in ecobee’s Donate Your Data program [40]. We were unable to account for technology malfunctions, such as a dead battery in a remote sensor, internet disconnection, or a power outage, that may have resulted in missing data. The location of the smart thermostat is entered in a text field by the user during setup, thus, could be inaccurate. Another limitation is that we do not know if other cooling methods, such as a fan or window air conditioning unit, were used in the home. This could explain why some non–air conditioned dwellings experienced stable indoor temperatures. Furthermore, smart thermostats are more likely to be in higher socioeconomic status households, in detached homes that are owned by the resident [55].

**Implications**

A greater understanding of indoor temperature is necessary, given the risks of high temperature to human health [44] and the rise in extreme heat events over recent decades [56]. Many factors can contribute to increased indoor temperatures, including the surrounding environment and building materials [57,58]. Canada has put in place some policies to address urban heat, such as planning that include green urban areas with trees and living roofs, encouraging the use of materials that reflect heat into the atmosphere, and retrofitting old buildings with smart, energy-efficient technologies [13].

These results also have implications for schools, hospitals, and long-term care facilities looking to prepare for future decades of warmer temperatures [17,59,60]. We must consider and ensure safe indoor temperatures, particularly for at-risk populations [47,61-63]. Preparation for extreme challenges is vital (ie, lockdowns due to a pandemic). During the COVID-19 pandemic, many public spaces traditionally used for cooling centers (ie, libraries and community centers) were closed, and previous strategies (ie, visiting an indoor mall) were not feasible when public gathering was prohibited due to social distancing measures [64,65].

Our study demonstrates the use of smart thermostat data for heat wave monitoring. The adoption of smart home devices, such as smart thermostats, can be used for a greater purpose and have public health benefits. This technology can be used to build on existing public health heat adaptation interventions and programs; for example, the strategic placement of sensors across neighborhoods can help cities understand how heat affects their citizens. The use of secondary data overcomes some of the challenges associated with a traditionally environmental study. Further research is needed to understand better indoor
temperatures in low-income housing or in institutions, such as long-term care and hospitals, that house individuals who are less able to cope with extreme heat and more vulnerable to its effects.
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Abstract

In South Korea, COVID-19 pandemic responses, namely the 3T (testing, tracing, and treating) strategy, emerged as a new biosurveillance regime actively using new information technology (IT) and digital tools. The foundation of the Korean 3T system is epidemiological investigation efforts and clinical practices exploiting the use of new digital and IT tools. Due to these unique features, the Korean 3T system can be referred to as a “contact-based biosurveillance system,” which is an advanced version of the traditional biosurveillance models (indicator-based or event-based models). This article illustrates how the contact-based biosurveillance system originated from the experience with the 2015 Middle East Respiratory Syndrome (MERS) outbreak. The post-MERS Korean biosurveillance regime actively adopted the utility of new digital and IT tools to strengthen not only the ex-ante epidemic intelligence capabilities (by traditional models) but also the ex-post response and recovery capabilities (digital contact tracing and digital health intervention). However, critics claim that the Korean 3T system may violate individuals’ privacy and human rights by addressing the fact that the Korean biosurveillance system would strengthen social surveillance and population control by the government as a “digital big brother” in the cyber age. Nevertheless, 3T biosurveillance promises a positive future direction for digital health practice in the current biosurveillance regimes.

Introduction

The significance of biosurveillance—the real-time pandemic surveillance models enabled by new information technology (IT) and digital tools—emerged following the 2009 H1N1 influenza pandemic [1]. The post-2009 H1N1 biosurveillance regime aimed to strengthen epidemic intelligence capabilities for early warning and timely situation awareness by leveraging new IT and digital tools. Despite the fact that epidemic intelligence integrates and interprets data from both indicator-based and event-based biosurveillance systems, the most recent technological trends in biosurveillance focus primarily on event-based systems [2]. Progress in IT contributes to the development of event-based biosurveillance systems by collecting and monitoring enormous volumes of open internet sources such as news media and social networking services (SNS). While the post-2009 H1N1 biosurveillance regime has highlighted the significance of epidemic intelligence for early warning and timely situation awareness, the world faces the hopeless spread of disease due to an unprecedented pandemic (COVID-19).

Basically, most state-of-the-art surveillance solutions aim to provide intelligence capabilities for either ex-ante prevention and preparedness or ex-post response and recovery [3]. In particular, the post-2009 H1N1 biosurveillance regime has primarily focused on technological application of epidemic
intelligence capabilities for ex-ante prevention and preparedness only while downplaying the significance of ex-post damage mitigation activities. This article aims to demonstrate that the new Korean biosurveillance regime, which emerged following the 2015 Middle East Respiratory Syndrome (MERS) outbreak, satisfies both the ex-ante and ex-post biosurveillance objectives during the COVID-19 pandemic. The new coronavirus (SARS-CoV-2) producing the COVID-19 pandemic, like the MERS virus (MERS-CoV), is highly contagious among humans, albeit the novel coronavirus has nonspecific symptoms (flu-like) and asymptomatic transmission. Studies indicate that at least 40% to 50% of those who test positive for COVID-19 exhibit no symptoms [4]. In other words, it was hard to detect and prevent the virus’s influx with flu-like symptoms in the initial phase of the COVID-19 outbreak. As the virus enters and spreads within a community, large-scale testing is essential for successful ex-post response and recovery missions.

This article examines how Korea’s past experiences with biosurveillance failures in the 2015 MERS outbreak led to the establishment of the new Korean biosurveillance system capable of conducting both ex-ante prevention and ex-post response missions. In addition to traditional biosurveillance missions, the post-MERS Korean biosurveillance regime places a strong emphasis on the use of digital and IT technology for ex-post response activities, especially digital contract tracing and digital health intervention practices. Unlike other post-2009 H1N1 biosurveillance systems that only focus on ex-ante prevention and preparedness efforts (eg, epidemic intelligence), the post-MERS Korean biosurveillance system includes digital contract tracing and digital health intervention practices to respond to and recover from public health emergencies by testing, tracing, and treatment missions. This new system can be referred to as a “contact-based” biosurveillance system because the ex-post response activities of the Korean biosurveillance system primarily aim to cut the chain reaction of disease transmission within the community by contact tracing and sending alarms through mobile network systems such as text messages or SNS postings.

**Biosurveillance and New Information Technology**

Basically, the biosurveillance regime consists of 2 different systems: event-based and indicator-based surveillance systems. The former model predicts and explains disease outbreaks that could be a serious risk to public health by collecting all reports, stories, rumors, and other information, whereas the latter model is similar to the traditional way of reporting and monitoring clinical cases of specific diseases from hospitals or laboratories [5]. Although technology innovation enables indicator-based biosurveillance systems (or syndromic surveillance) to collect and analyze epidemic data from clinical facilities in near real time, the available literature often emphasizes its complementary role for new event-based systems [6-8].

Scholars praise the increasing role of digital technology and IT that is resulting in the remarkable advance in event-based surveillance systems. New technological advances in information science enhance epidemic intelligence capabilities such as the early warning of infectious disease outbreaks and pandemic situational awareness by collecting voluminous data from multiple internet sources [9]. However, public health groups frequently argue about the existence of huge technological hurdles that new event-based surveillance models should overcome [10,11]. Furthermore, there are inherent concerns about the reliability of sources of event-based epidemic intelligence, which frequently come from various open sources such as news media and SNS as well as official reports from governments and nongovernment organizations [12]. Regardless of these technological limitations and source quantification issues, timeliness is the biggest advantage of new IT-based biosurveillance systems compared with the traditional format of surveillance systems [13]. This is because traditional epidemiology practices are primarily focused on pathogen identification and specific disease ecologies. Thanks to new IT and big data science that improve epidemic intelligence capacities, state-of-the-art biosurveillance systems can develop more reliable predictive models by recognizing and monitoring disease drivers (antecedent conditions) such as climate, weather, war, famine, and human susceptibility to infection [14]. On an international level, advances in digital technology and IT enable international public health regimes (eg, the World Health Organization [WHO]) to establish web-based reporting systems such as the Global Public Health Intelligence Network (GPHIN) based on the International Health Regulation 2005, which enhances the quality of epidemic information and reduces the time it takes to share information among state parties [15].

Public health expertise aims to enhance epidemic intelligence capabilities for early warning and timely situation awareness by taking advantage of new IT and digital tools. Therefore, the most extensive academic discussions on technology and biosurveillance systems extensively focus on event-based biosurveillance models when considering how to provide more timely, reliable, and accurate epidemic intelligence. However, following the COVID-19 pandemic outbreaks throughout the world, event-based biosurveillance models have proven less effective for disease control and prevention efforts. Flu-like symptoms caused by the coronavirus often make it difficult to identify patients quickly [16]. US public health authorities have no option but to encourage people to “Stay Home When You Are Sick” [17]. In response to this grim reality, South Korea introduced a new form of biosurveillance that demonstrates more effective disease control and prevention performances, namely the 3T practice, comprising testing, tracing, and treatment [18]. Unlike most event-based biosurveillance systems that focus on early warning and situation awareness capabilities, the Korean 3T biosurveillance employs an “Active Search strategy,” which aims to actively search and trace all suspected cases that may have had close contact with confirmed cases through preemptive testing practices [19]. All confirmed cases, as presented in Figure 1, should be isolated. Based on the mobility history of confirmed cases, all suspected cases who may have had close contact with or are patients under investigation (PUI) associated with a COVID-19 cluster should go to public health centers for preemptive testing.
Failed Biosurveillance: Lessons Learned From the 2015 MERS Outbreak

To better understand the features and origins of the contact-based surveillance system in South Korea, it is necessary to examine what is considered a “focusing event” and how this system has evolved. The concept of the focusing event often accounts for the origin of institutional changes in the language of critical juncture, which is a decisive moment of innovation caused by crises (exogenous shocks) such as a revolution, war, or regime change [20-23]. Disasters (eg, pandemic or 9/11 terrorism) often provide lessons that a country can learn from; these disasters are focusing events that lead to the adoption of new policies due to the increased attention on a new agenda and for the mobilization of interest groups [24,25]. Indeed, after the 2015 MERS outbreak, disease containment and epidemiology became the center of the public health policy agenda in Korea, which highlights nonpharmaceutical interventions in considering how to build effective “diagnose and detect” capabilities to break the chain reaction of infectious disease transmissions [26]. Therefore, the lessons learned from the 2015 MERS experiences affected all public health–related areas in Korea and laid the groundwork for the institutionalization of the post-MERS Korea public health systems to function efficiently during the COVID-19 pandemic [27].

The 2015 MERS outbreak facilitated a major revision of the biosurveillance regime in South Korea due to the biosurveillance failures. The first lesson that the Koreans gained from the MERS outbreak was to recognize the flaws of the event-based system. Although the event-based biosurveillance system is technologically advanced, it contains a loophole that allows the inflow of infectious diseases. The WHO delivered a MERS-related epidemic advisory via the GPHIN, a secure Internet-based multilingual early warning tool developed by Health Canada in collaboration with the WHO [28]. Based on GPHIN sources, the South Korean government did not include Bahrain as a MERS-dangerous zone because, despite its geographical proximity to Saudi Arabia, the country with the largest MERS outbreak, no cases were initially reported in Bahrain. Indeed, the first case of MERS infection was reported in Bahrain on April 10, 2016 [29]. In May 2015, when a sick businessman (patient zero) sought medical treatment for a high fever and other flu-like symptoms, the South Korean public health authorities ignored the possibility that the patient, who had recently returned from Bahrain, may have been infected with MERS. Even though patient zero had visited Saudi Arabia, the country with the MERS outbreak, no public health system could track his travel history. Since patient zero entered Korea through a breach in the Korean biosurveillance system relying on the GPHIN, almost 2 weeks had elapsed before he was officially confirmed to be infected with MERS on May 20, 2020.

The second lesson is that, during highly infectious disease outbreaks, the traditional model of an indicator-based surveillance system could not work for disease control and prevention practices. While relying on the international
event-based biosurveillance system (the GPHIN) as the primary source of epidemic intelligence, the Korean public health authority has adhered to the traditional indicator-based models. However, when medical and health care systems were overloaded or damaged due to uncontrollable disease spread, the indicator-based systems reporting cases from health care providers, physicians, or laboratories were completely dysfunctional. For 2 weeks, patient zero visited 3 different hospitals before finally being admitted to the Samsung General Hospital, infecting 82 other people. MERS-CoV, the virus that causes MERS, is a member of the coronaviridae family, which amplified nosocomial infection within hospitals during the MERS outbreak in Korea [30]. In general, hospitals are hubs for sick people who are vulnerable to any kind of contagious disease. Due to the nosocomial feature of the MERS virus, hospitals unwittingly became major sites for MERS transmission. For example, St. Mary’s Hospital in Pyeongtaek, 1 of the 3 hospitals visited by patient zero, became the most notorious virus breeding spot because 28 people were infected.

Since the MERS outbreak emasculated both the biosurveillance systems, a super-spreader issue was highlighted in Korean society. A super-spreader is someone who, before being confirmed with MERS infection, had spread the disease to many other people, exacerbating the uncontrollable chain reaction of disease transmissions. Patients 0, 14, and 16 were labeled as super-spreaders [31]. Patient zero initiated a chain reaction of illness transmission in numerous institutions by unwittingly infecting so many health care workers and patients. Patient 14, a secondary infection from patient zero, also visited the Samsung General Hospital, which resulted in 85 cases. Patient 16, another secondary infection from patient zero, infected 23 people in other hospitals. The super-spreaders were not only staying at hospitals but also freely walking down streets. The mild flu-like symptoms in the early phase of the MERS infection made disease control and diagnosis much harder. During the MERS outbreak, no one knew who was infected or which hospitals were contaminated. The super-spreader issues increased public fear of possible contact with confirmed cases or unknown carriers in any public space, aggravating social chaos in Korea.

Application of Digital and IT Tools to New Contact-Based Biosurveillance

Since the MERS outbreak, the Korean public health authority has realized the significance of upgrading the public health surveillance system to respond to public health emergencies. It is especially necessary to strengthen real-time epidemic information-sharing capabilities among international and domestic stakeholders and increase interagency communication capabilities in the post-MERS biosurveillance regime [32]. Following MERS, the Korean biosurveillance regime began to strengthen domestic event-based surveillance systems for early warning and timely threat awareness, which can complement the limitations of the established indicator-based surveillance system [33]. In addition to early warning surveillance capabilities, the new post-MERS biosurveillance regime aims to strengthen the rapid implementation of control measures (ex-post intervention for response and recovery) through rigorous epidemiological investigations, contributing to the successful defense of the MERS inflow in 2018 [34].

Interestingly, closer scrutiny reveals that the post-MERS Korean biosurveillance implementation of control measures seems like an extended version of the traditional indicator-based biosurveillance system. As presented in Figure 2, the operational mechanism of post-MERS Korean biosurveillance is similar to indicator-based models (within the dotted-line box), although it performs more extensive activities. When a patient is diagnosed with a disease, medical institutions (eg, public health centers) conducting polymerase chain reaction (PCR) tests immediately report the testing result to the local government that has jurisdiction over the patient’s address. However, the differences from other indicator-based systems start from epidemiological investigations.
A prominent feature of the post-MERS biosurveillance system is digital contact tracing by epidemiological investigations utilizing new digital and IT tools. In contrast to other biosurveillance models utilizing digital and IT tools for developing computerized predictive models, new IT and digital tools are mainly exploited for epidemiological investigation in the Korean biosurveillance system. It is because the post-MERS Korean biosurveillance regime institutionalizes the use of new digital and IT platforms such as GPS tracking to strengthen contact tracing capabilities, thus preventing unknown routes of disease transmission from super-spreaders. To foster the new biosurveillance regime, the Infectious Disease Control and Prevention Act, often called the MERS Act, was enforced in January 2016 as follows [36]:

…the Minister of Health and Welfare shall promptly disclose information with which citizens are required to be acquainted for preventing the infectious disease, such as the movement paths, transportation means, medical treatment institutions, and contacts of patients of the infectious disease. [The Republic of Korea, Article 34-2]

Article 34-2 of the MERS Act establishes a legal basis for digital contact tracing practices, allowing the government to utilize all possible digital and IT resources to trace all PUIs through epidemiological investigations. This legislative effort allows the local governments to document the mobility history of the patients down to the minute based on a comprehensive epidemiological investigation through testimony, closed-circuit television (CCTV), smartphone GPS, and credit card transactions. Digital contact tracing practices—epidemiological investigation utilizing different digital and IT resources—can contribute to the timely collection of epidemic information to search for all PUIs.

Another outstanding feature of the new Korean biosurveillance system is the utility of digital and IT tools for active interventions when the government performs ex-post response and recovery missions during a public health emergency. First, since they collect all epidemic information through digital contact tracing practices, the local governments have released all information on the movements of the patients to the public by text messages and SNS postings, including where they went, when they were there, and how they got there. Because the epidemic information was made public, other people in the same community could avoid the areas the patients had visited. Furthermore, the public disclosure may encourage people who have visited those places at the same time to seek medical attention as soon as possible and to enter self-quarantine if they have similar symptoms. Second, based on the collected epidemic information from epidemiological investigations, local governments can identify and trace all PUIs and notify them via text messages that they need to get tested. All PUIs who have received a text message are required to visit public health centers and get tested. Public disclosure of epidemic information and notices or alarms sent via text messages to get tested are forms of mobile health (mHealth) practices, which is one of the main pillars of digital health intervention.

Digital health is an emerging concept and a new form of medical practice described as “the broad scope of digital health that includes categories such as mHealth, health IT, wearable devices, telehealth and telemedicine, and personalized medicines” [37]. Disease diagnosis by new digital health is the most applicable component of digital health, and medical artificial intelligence has been highlighted as the future direction...
of digital health in clinical practice [38]. In this vein, the Korean 3T biosurveillance system, exploiting new digital and IT tools for digital contract tracing practices (identifying and tracing all PUIs) and for intervening in clinical practice (notices to all PUIs getting tested), is more than just a biosurveillance regime in general. The 3T surveillance works for national-level digital health intervention practices for ex-post response and recovery missions during a public health emergency, beyond the ex-ante prevention missions by traditional event-based and indicator-based biosurveillance models.

Limitations and Side Effects

The Korean 3T practice is a new type of biosurveillance model—a contact-based model—which actively uses digital and IT tools to identify and trace all PUIs. Furthermore, this model is tailored for digital health intervention practices by requiring PUIs to be diagnosed and treated, which can help break the chain reaction of disease transmission within communities. Despite its success in disease control and preventive techniques, the contact-based biosurveillance system is plagued by privacy and human rights violations. For example, basic personal information, including age, gender, and place of residence, is made public. When collecting and disclosing their personal information, patients’ consent was not required. Patients must cooperate with public health authorities during the epidemiological investigation phase; if they do not cooperate or give false information, patients are subject to punishment under the law. In addition, a person’s travel history, describing when he or she arrived at X and moved to Y and stopped by Z, is documented down to the minute; for example, the person entered a restroom at 18:05, left at 18:08, walked from C to D, drove their car in front of E library, arrived home at 18:16. In some cases, it is not difficult to figure out who he or she is. Due to such detailed private information, several media outlets warn that Korean biosurveillance risks violating the privacy and human rights of citizens [39,40]. Scholars are doubtful that the United States and other developed countries can adopt such an aggressive digital contract tracing practice because they are worried about the loss of privacy and civil liberties [41,42]. Later, in June 2020, as a result of acrid debates in terms of privacy issues, the Korean government released a rigid “guideline for public disclosure,” which aims to protect patients from unwanted exposure of their personal identity and privacy. Local governments should provide just the minimum information essential for public health missions, such as guidelines requiring no home address and no age, sex, nor nationality.

Contact-based biosurveillance systems, in particular those that rely on epidemiological investigation and tracing all PUIs, are harsh for minority groups, and those who intentionally violate the consensus of the community abiding by the biosurveillance regime become a target for normative criticisms. The Itaewon case exemplifies the dark side of the Korean surveillance regime. Itaewon is an international district of Seoul, the capital city of South Korea, that symbolizes freedom and liberation for young people. Unsurprisingly, many famous clubs in the LGBT community are located in the Itaewon district, and one of them became a hotspot for the COVID-19 outbreak. News media outlets were scrambling to report the new possible pandemic wave, using an incendiary and pejorative term—Gay Club—which sparked a huge backlash against the Korean LGBT community [43]. People at the club were worried about their sexual identities being revealed. They attempted to avoid the government’s testing guidelines to conceal their identities, thus leaving 5000 people uncontactable [44]. The Korean government finally decided to adopt the most aggressive measures to trace these people. The government worked with telecom carriers to determine who accessed the Itaewon cell towers at the time to trace down the people who were in Itaewon [45]. Consequently, the people listed as wireless providers stand at the center of public outrage and have even been accused by the public health authorities.

Conclusion

Both event-based and indicator-based biosurveillance systems offer remarkable predictive public health models that work for effective disease control and prevention practices. Much research has been conducted on the application of new IT and digital tools to enhance the reliability and accuracy of biosurveillance systems. Since the COVID-19 outbreak, the world has realized that current biosurveillance systems are ineffective in dealing with the unprecedented pandemic. In particular, the spread of the novel coronavirus, which is highly contagious but has no unique symptoms, is hardly detectable and traceable within communities. When responding to the COVID-19 outbreak, however, the 3T practices of South Korea can present a new biosurveillance model exploiting new IT and digital tools in the cyber age. This Korean biosurveillance system is specialized in digital contract tracing practices that conduct epidemiological investigations on all close-contact people through new IT and digital tools. As the epidemic information (eg, a patient’s travel history) is acquired by CCTV or other digital resources and is disclosed to the public, people who have been to those places at the same time can seek medical attention quickly and be tested. Based on the collected epidemic information, the Korean public health authority identifies and traces those who may have been in close contact with patients and reaches out to all PUI to ensure they are tested. This biosurveillance system, consisting of test, trace, and treatment practices enabled by the new digital and IT tools, performs well when it comes to breaking the chain reaction of disease transmission within a community.

In other words, the conventional models of both event-based and indicator-based biosurveillance systems optimize the epidemic intelligence operation that predicts the potential and actual infectious disease outbreaks only during prepandemic conditions, while the 3T practice works for ex-post response missions such as digital contact tracing and digital health intervention practices during an ongoing pandemic. Despite these merits, it is necessary to caution people about the side effects of the Korea 3T biosurveillance system. Korean public health authorities should be aware of the potential risks of violating human rights and privacy when operating contact-based biosurveillance. Therefore, it is necessary to develop complementary measures that can close the gaps of 3T practice.
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Abstract

The COVID-19 pandemic has profoundly impacted the world, having taken the lives of over 6 million individuals. Accordingly, this pandemic has caused a shift in conversations surrounding the burden of diseases worldwide, welcoming insights from multidisciplinary fields including digital health and artificial intelligence. Africa faces a heavy disease burden that exacerbates the current COVID-19 pandemic and limits the scope of public health preparedness, response, containment, and case management. Herein, we examined the potential impact of transformative digital health technologies in mitigating the global health crisis with reference to African countries. Furthermore, we proposed recommendations for scaling up digital health technologies and artificial intelligence–based platforms to tackle the transmission of the SARS-CoV-2 and enable equitable vaccine access. Challenges related to the pandemic are numerous. Rapid response and management strategies—that is, contract tracing, case surveillance, diagnostic testing intensity, and most recently vaccine distribution mapping—can overwhelm the health care delivery system that is fragile. Although challenges are vast, digital health technologies can play an essential role in achieving sustainable resilient recovery and building back better. It is plausible that African nations are better equipped to rapidly identify, diagnose, and manage infected individuals for COVID-19, other diseases, future outbreaks, and pandemics.
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Introduction

The COVID-19 pandemic is a novel coronavirus caused by a pathogen known as SARS-CoV-2 [1]. The virus, which is rapidly transmitted via respiratory droplets, was first identified in late 2019 as a potential public health threat in Wuhan, China. Since its identification, the SARS-CoV-2 has had immense adverse impacts across the globe, taking the lives of more than 6 million individuals [1]. The disease often causes mild to moderate respiratory illness; however, older people and those with comorbidities such as hypertension, diabetes, obesity, asthma, or HIV are more likely to develop severe complications as a result of the infection [1]. As the disease rapidly progressed, the World Health Organization (WHO) declared a global health emergency in January 2020, leading to public health preventive and restrictive measures such as lockdowns, stay-at-home orders, quarantine, shelter-in-place orders, curfews, mask mandates, hand hygiene practices, and social distancing, which were swiftly implemented to facilitate emergency response and case containment [1].

After the WHO’s global health emergency declaration, Africa saw its first wave of COVID-19 infections, with the earliest
cases reported in Egypt in early February 2020. A few weeks later, subsequent reports of infection were made in Algeria, Cameroon, Morocco, and Nigeria [2,3]. Although the prevalence of Africa’s first wave seemed paradoxical given the comparatively lower-than-expected reported case numbers, the second wave of infection was more severe [2,4]. By December 31, 2020, only 36 countries had implemented at least 5 of the public health preventive measures; that is, international travel restrictions; workplace, school, and university closures; stay-at-home requirements, etc [2]. While the number of cases fell as the region began to emerge from its second wave, officials warned that the resurgences of the SARS-CoV-2 was inevitable [5]. The rapid spread of the Delta (B.1.617.2) and Omicron (B.1.1.529) mutants have largely driven the most recent surge in cases. As of March 27, 2022, COVID-19 had resulted in an overall estimated prevalence of 11.32 million cases and 250,948 deaths in Africa [6]. At the time, these accounted for 2.4% of cases and 4.1% of deaths recorded globally. Moreover, over 250,000 COVID-19 confirmed cases have been recorded in each of these 10 out of 55 African countries, respectively [6]. There is scientific consensus that COVID-19 vaccines’ acceptance and uptake are effective in limiting the transmission of SARS-CoV-2 as well as reducing disease severity, hospitalizations, and deaths [7]. Considering that some higher-income countries have begun to offer booster shots, it is concerning that only 13.5% of the population in African countries has been fully vaccinated [7].

Without rapid tracing and containment of new cases, Africa could see a prodigious increase in morbidity and mortality. The reemergence and resurgence of the SARS-CoV-2 continues to have enormous negative impacts on psychosocial, economic, and health care systems. This warrants an immediate call to action for innovative, state-of-the-art digital health interventions that expedite a resilient recovery and mitigate this and future pandemic crises in African countries. Accordingly, our current investigation examined the potential impact of transformative digital health in alleviating the spread of SARS-CoV-2. In addition, we highlighted digital health technologies adopted worldwide to tackle SARS-CoV-2 transmission and proposed recommendations for scaling up digital health and artificial intelligence while also facilitating equitable vaccine access within the African continent.

**Application of Digital Health and Artificial Intelligence in Preparedness and Rapid Responses**

The all-encompassing framework of digital health incorporate components such as mobile health (mHealth) and medical mobile apps, health information technology, smart devices, wearable sensors, wireless medical devices, personalized medicine, telemedicine, and telehealth, which have revolutionized health care systems [8,9]. Moreover, digital health incorporates the application of artificial intelligence and machine learning to enable gathering, management, integration, mining, and interpretation of enormous heterogeneous data or information that includes biomarkers (e.g., disease prevalence and physical activity) and socio-markers (e.g., zip code–level or neighborhood characteristics, education, income level, housing quality, and nearest health facility) [10]. Consequently, we propose that the availability and access to real-time health data through digital health technologies (DHTs) in Africa could facilitate (1) the application of rapid predictive monitoring systems, geographic information, and dashboards for disease surveillance, data visualization, and health decision-making; for example, vaccine and masks mandates, lockdowns, and quarantine measures; (2) good governance or policy decision-making and an inclusive regulatory or legal framework to deter excess bureaucracy and minimize the depletion of scarce resources; (3) leveraging of mHealth and social media analytics to obtain data that assess public sentiments, opinions, or information gaps and enable the creation and dissemination of tailored messages that address misinformation, vaccine hesitancy, and vaccine inequity; (4) comprehensive educational or training programs that expand digital literacy, health information–seeking behaviors, and precision health education or promotion. Overall, in this pandemic era, the fast-tracking adoption of digital technologies to collect, share, and analyze socio-behavioral and health data could further transform disease preparedness and response, mitigate the spread of infections, and optimize health care delivery services; for example, vaccine delivery, contact tracing, case containment, and management [11-13].

**Social Determinants of Health Risk Factors and Other Barriers to Rapid Recovery**

The re-emergence of mutant variants has heightened awareness for the reassessment and reinforcement of current surveillance methods to evaluate behavioral risk factors and ensure protection against future variants [14]. However, given that Africa’s health system is particularly vulnerable, efficient policy rollout and implementation may be quite difficult. Poor access to health care, long hospital wait times, ill-equipped and severe shortage of health care professionals, scarcity of personal protective equipment and medical commodities, socioeconomic devastation, as well as disruptions to HIV, tuberculosis, and vaccination programs exacerbate the current COVID-19 burden [5,15-19]. Moreover, lack of government policy and legal framework, inadequate infrastructure, poor maintenance culture, and costly computing resources negatively impact DHT implementation [19]. Inadequate coordination and knowledge for a large-scale rollout of digital health setups, low-level utilization of electronic health records (EHRs), restricted access to reporting systems, and miscalculation of the disease burden owing to limited testing capacity also limit widespread preventive efforts; for example, vaccinations and contact-tracing [20,21]. Besides, some African countries are disproportionately impacted by widespread poverty, low digital literacy levels, internet shortages, food insecurity, climate, and environmental injustices, as well as war, conflicts, and terrorism. Despite the barriers to gathering and retrieving indigenously owned digitally generated data for integration into artificial intelligence systems, the alternate use of externally generated data (from other countries) ultimately creates a predicament [22].

**Digital Health Best Practices That Have Tackled Outbreaks and the Current Pandemic**

Digital health technologies have played a central role in the mitigation of the pandemic globally. Even with the myriad of...
challenges, Africa has seen a number of its own health care advances. In recent years, digital health has come to play a vital role in Africa’s public health disease containment efforts. The Africa Centres for Disease Control and Prevention (Africa CDC) and Prevention, a centralized unit for public health surveillance and emergency responses, was created in 2017 [3]. During Nigeria’s first COVID-19 surge, social media platforms, text and electronic messaging, telecommunication media, and an artificial intelligence–interactive voice response systems were leveraged by the Nigeria CDC to rapidly and simultaneously disseminate accurate information and debunk myths [23,24]. In Morocco, South Africa, Sierra Leone, and Tunisia, drones were used to enforce compliance with lockdown and social distancing guidelines [25]. Whereas, in Rwanda, the District Health Information Software system presented real-time surveillance data that enabled timely contact-tracing and case management of infected individuals [26].

Similarly, Africa has benefited from a wide range of health emergency responses related to tuberculosis, HIV, and malaria [15]. Ghana, Kenya, and Tanzania adopted an integrated cloud-based mHealth smart reader system to rapidly interpret and transmit diagnostic malaria test results to patients [27]. Other open-access web-based platforms used for comprehensive displays of data have been proposed to condense the plethora of malaria surveillance systems that are in use and scattered across a number of sectors. This integrated and organized approach collects all necessary tools for accurate data retrieval, management, and disease forecasting into one digital space for interoperability [28,29].

Most notably, many African countries have relied on contact-tracing driven by digital health technologies in their fight against Ebola outbreaks since 2014 [23,30]. Consequently, effective contact-tracing strategies originating from networks on Ebola, HIV, Tuberculosis, and Lassa fever have revolutionarily changed how data are collected and transmitted to regional public health centers within Africa. Traditional contact-tracing methods (i.e., paper reports) have been expanded and decentralized to incorporate the use of smartphones, other mobile apps, cell phone tower data, and geospatial mapping [5,21,27] so that real-time data (temperature readings and symptom questionnaire responses) become immediately available as opposed to the lengthy process of collecting paper reports [27,30].

It is widely known that surveillance of population movement and interaction is important in controlling disease transmission, prompting many countries to place a focus on DHFTs capable of recording both movement and relevant environmental biomarkers. These location-based biomarkers range from fine particulate matter in the air to descriptive statistics detailing local access to green space and public transportation [31]. Nongenetic biomarkers such as these are reflective of a population’s “exposome,” a public health concept demonstrating the connection between environmental pressures and overall health status [32]. Over time, external pressures from environmental determinants influence an individual’s biological index, making disease development and progression unique [32]. For instance, as mis- or disinformation, politicized debates on vaccine safety, and socio-contextual barriers worsen vaccine hesitancy, public health surveillance methods (e.g., topic modeling, semantic network analysis, and sentiment analysis) can be used to assess and improve the population’s “digital exposome” [33,34]. Furthermore, these methods can be used in conjunction with informatics from innovative technologies—for example, wearable sensor devices, smartphone-based sensors, environmental hyperspectral and remote sensing campaigns, and geolocation technologies—to investigate exposome complexities and aid in region- or site-specific, culturally sensitive mitigation plans for African populations.

Moreover, best practices from other countries can also be adapted in Africa within an appropriate sociocultural context. Being the first country affected by the COVID-19 pandemic, China mobilized the use of smartphone apps to keep record of all human movement via public transportation during major outbreaks [13]. This app allowed users to quickly determine exposure during travel and expedite quarantine measures for disease containment [13]. Further, artificial intelligence systems were employed to expedite diagnostic reading time for investigative imaging tools. This resulted in better clinical decision-making and forecast of workforce needs, thus limiting the strain on health care systems [13]. Moreover, Israel used digital vaccine certificates through smartphone apps, termed the “green pass,” which allowed admission to certain places; for example, social events for those who are vaccinated [35]. Icelandic scientists developed an app where COVID-19 symptom data (fever and cough) were entered for physicians’ monitoring. If symptoms were severe or life-threatening, patients were admitted to a hospital, thus limiting unnecessary hospital visits and health care workers’ burnout or exhaustion [36]. In New Zealand, the Ministry of Health developed and distributed the NZ COVID Tracer app, which allowed users to keep digital diaries of their travels and receive alerts following exposure to COVID-19 [37]. In Colombia, the CoronApp was adopted by the National Institute of Health in conjunction with the Columbian Field Epidemiology Training Program (FETP). This digital tool enabled access to FETP teams with data for approximately 5.5 million active users, thus facilitating rapid coordination with local health officials to identify new cases as well as inform preparedness and response decisions [38]. In the United States, 32 states developed mobile apps for contact-tracing using location, Bluetooth, Google or Apple, or DP-3T. Depending on the app’s design, capabilities and functionalities varied from a public health official’s phone call to travel diaries or notifications on a smartphone.

**Recommendations to Prioritize Scaling up of Transformative Digital Health Technologies in Africa**

The application of digital health initiatives has shown considerable success globally. Although digital health technologies have played a large role in facilitating better health outcomes over the past decade, their implementation has become substantially pivotal and timely during the current COVID-19 pandemic. Using existing technologies in combination with those that have demonstrated success in other nations could prove to be advantageous for African countries to manage health crises, facilitate pandemic response or recovery, and promote vaccine uptake. Following the post–COVID-19 era, African...
countries can be better positioned to overhaul their health care systems to advance the quality of health care, increase cost-effectiveness, bolster health care infrastructure and resources, as well as alleviate the already limited health care workforce. Herein, we examined the potential impact of transformative digital health technologies in alleviating the pandemic’s adverse effects on health and health care systems. Furthermore, we proposed recommendations for scaling up digital health technologies and artificial intelligence–based platforms to tackle transmission of the SARS-CoV-2 and enable equitable vaccine access through the following: (1) application of rapid predictive monitoring systems, geographic information, and dashboards for disease surveillance, data visualization, and health decision-making; for example, vaccine and mask mandates, lockdowns, and quarantine measures; (2) good governance or policy decision-making and an inclusive regulatory or legal framework to deter excess bureaucracy and minimize the depletion of scarce resources; (3) leveraging of mHealth and social media analytics to obtain data that assesses public sentiments, opinions, or information gaps and enable the creation and dissemination of tailored messages that address misinformation, vaccine hesitancy, and vaccine inequity.

In addition, the application of DHTs could advance (4) comprehensive educational or training programs that facilitate digital literacy, health information–seeking behavior, and precision health education or promotion.

Despite all the challenges in eHealth investment [39], Africa has taken giant steps forward in using artificial intelligence in precision health [40-42] and precision agriculture [43]. The observation of success stories in using advanced analytics and digital health solutions by researchers and scientists in several African countries, shows a significant hope in term of feasibility of the suggested innovations. Although advancements in African technology and digital health solutions are sure to bolster disease response, investments in policy, and data governance are arguably most essential in moving the needle forward. Web-based open-source, modular digital health platforms with a user-friendly graphical interface and disease surveillance tools that provide accurate, timely depictions of disease case totals, geographic hotspots, vaccine distribution mapping, and supply chain management are crucial to intercepting the spread of SARS-CoV-2 [15,21]. Real-time systematic collection and analysis of data could be useful in guiding governmental support of public health responses, such as vaccine delivery and education, tailored to areas or regions that are more susceptible and with high infectivity rates. Moreover, the development of disease projection and prediction models using machine learning techniques could inform general evidence-informed policy. These integrated disease surveillance tools should be leveraged to not only fight against COVID-19 but also influence future health policy, decision-making, and program implementation.

Notably, a major challenge in some African countries is the lack of adequate infrastructure for internet connectivity, power or electricity supply, and EHR management, which are needed for any real-time application for disease surveillance and monitoring. While countries such as Kenya, Libya, and Nigeria have considerably good internet coverage (approximately 80% on average), others including Madagascar, South Sudan, and Western Sahara have minimal coverage (less than 10%) [44]. African nations with high internet access are suitably positioned to leverage applications for contact-tracing, disease surveillance, data visualization, and vaccine distribution [13,45]. For harder-to-reach or rural areas (without internet access), satellite internet devices and offline digital health strategies can be adopted to collate, integrate, and analyze population data. It is imperative for countries with densely populated city centers and limited internet connectivity (e.g., Egypt and South Africa) to improve and stabilize their capacity for implementation. A positive future outlook is the internet coverage that has rapidly increased by approximately 12,000% in 2020-2021 within Africa [44,45].

Given the complexity of system implementation, it is also essential that barriers such as weak infrastructural investments, lack of funding, absence of regulatory or legal framework, low cost-effectiveness, and poor maintenance and governance are addressed [46,47]. To tackle cyber threats, data insecurity, legal and ethical issues (e.g., end user’s consent and privacy, and data ownership), and other unforeseeable related events, countries’ regulatory and legal frameworks should be reassessed, reinforced, as well as socioculturally and contextually responsive. Moreover, these legal processes ought to protect individuals’ legitimate rights without jeopardizing the implementation of innovative technologies. Additionally, the use of noncomplex, interoperable, integrated, and synchronized methodologies to implement digital health systems could deter excess bureaucracy and duplication of efforts as well as minimize the depletion of scarce resources. While Africa’s mobile phone usage falls below that of the global average, its increasing prevalence is adequate to harness and ramp up digital health initiatives [44]. Driven by population migration to cities and urban renewal, it is expected that cell phone use will increase by approximately 1 billion users, including 50% who will have mobile internet access by 2025 [44,48]. This growing use of smartphones and wearable devices or sensors should be leveraged to collate and manage real-time heterogeneous data. Moreover, there is potential for large-scale performance and connectivity emanating from multilateral collaborations, cross-border mHealth programs, and private-sector partnerships to ensure cost-effectiveness and sustainability [49].

In addition to concerns surrounding structural connectivity and mobile phone usage, mistrust in public or government institutions and COVID-19 mitigation strategies, such as vaccination, remains high in many African countries. A recent study examining vaccine sentiments in African societies found that out of more than 30,000 participants, only 48% of them reported acceptance of the COVID-19 vaccine [50]. The significant number of families unwilling to vaccinate themselves and their children could lead to increased infectivity rates, severe diseases, hospitalization, and deaths in many communities. As a result, vaccine hesitancy has become a more frequently discussed topic of conversation among researchers in Africa, who are raising awareness about vaccine safety and effectiveness [51]. The use of social media analytics, engagement-driven platforms—for example, social media and social listening tools—enable the collection of heterogenous data that inform the creation and amplification of tailored messaging, which
target populations that are vaccine-hesitant and with limited access to care. This has the potential to tackle the infodemic crises, mis- or disinformation, vaccine hesitancy, and vaccine inequity.

Comprehensive educational programs focused on preventive health care and COVID-19 are becoming more widely accepted across Africa, creating opportunities for the scaling up of digital health technologies to facilitate digital literacy and precision health education or promotion. Training, capacity building, continuing professional development, and awareness or educational campaigns to bolster digital proficiency for both health care professionals and decision-makers can be achieved through structured web-based learning (e-learning) and mHealth technologies that provide access to comprehensive training programs in resource-limited areas that do not have access to the required personnel. With proper training, health care professionals are adequately equipped to assess patients and accurately report collected data via digital health systems. Importantly, communities and end users should be fully engaged and educated on digital health literacy, health information-seeking behaviors, vaccine safety or efficacy, etc. Institutions of learning (e.g., schools, colleges, and universities) should be adequately funded and equipped to offer courses or programs on big data analytics, digital health, and artificial intelligence [46]. Further, participation and infrastructure from private sector stakeholders (e.g., information and communication technology companies) should be enlisted to facilitate efficient operationalization and optimization of digital health initiatives. Notably, the unique socio-multicultural make-up of African societies has led to misrepresentation and misunderstanding of inequality measures. The conventional and monocultural viewpoints of evaluating Social Determinants of Health (SDoH) indicators fall short of fully encompassing inequality measures within African societies. Therefore, the application of inequality measures from western countries to less industrialized countries may not generally represent the same outcomes [47,52]. Implementation of digital health could undoubtedly improve monitoring and reporting of SDoH indicators. This could accelerate attaining the sustainable development goals and universal health coverage and facilitate a more efficient response to future outbreaks and pandemics. It is pertinent that the most vulnerable within societies and hardest-to-reach regions are taken into account during policy- or decision-making and implementation of digital health systems architecture.

The African continent should have a formidable infrastructure moving into the mid-2020s with increasing opportunities to implement digital health solutions. Overall, these efforts toward digital health scalability ought to be government-driven, government-funded, nationally owned, sustainable, coordinated, ethical, cost-effective, and socioculturally aware. Accordingly, it is conceivable that Africans will be much better prepared to tackle and control future disease outbreaks, epidemics, and pandemics.

Acknowledgments
This study is partially supported by Grant# 1R37CA234119-01A1 from National Cancer Institute (NCI).

Authors' Contributions
OAO conceptualized and supervised the study and drafted, reviewed, and edited the manuscript. BW conceptualized the study and drafted the manuscript. CAM drafted the manuscript. AS-N drafted, reviewed, and edited the manuscript, supervised the study, and acquired the funding.

Conflicts of Interest
None declared.

References


Abbreviations

Africa CDC: Africa Centres for Disease Control and Prevention
DHT: digital health technology
EHR: electronic health record
FETP: Field Epidemiology Training Program
mHealth: mobile health
SDoH: Social determinants of Health
WHO: World Health Organization

Edited by A Mavragani; submitted 19.10.21; peer-reviewed by A Hidki, D Gunasekeran, I Rodriguez-Chavez; comments to author 25.01.22; revised version received 08.03.22; accepted 21.04.22; published 17.05.22.

Please cite as:
Olusanya OA, White B, Melton CA, Shaban-Nejad A
Examining the Implementation of Digital Health to Strengthen the COVID-19 Pandemic Response and Recovery and Scale up Equitable Vaccine Access in African Countries
JMIR Form Res 2022;6(5):e34363
URL: https://formative.jmir.org/2022/5/e34363
doi:10.2196/34363
PMID:35512271

©Olufunto A Olusanya, Brianna White, Chad A Melton, Arash Shaban-Nejad. Originally published in JMIR Formative Research (https://formative.jmir.org), 17.05.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
A Crowdsourcing Open Contest to Design a Latino-Specific COVID-19 Campaign: Mixed Methods Analysis

Harita S Shah¹, MD; Suzanne Dolwick Grieb², MSPH, PhD; Alejandra Flores-Miller³; Katherine H Phillips⁴, MSN, MPH; Kathleen R Page³, MD; Ana Cervantes³, MD; Cui Yang⁵, PhD

¹Department of Medicine, University of Chicago, Chicago, IL, United States
²Department of Pediatrics, School of Medicine, Johns Hopkins University, Baltimore, MD, United States
³Department of Medicine, School of Medicine, Johns Hopkins University, Baltimore, MD, United States
⁴The Esperanza Center, Catholic Charities of Baltimore, Baltimore, MD, United States
⁵Department of Biostatistics, Bloomberg School of Public Health, Johns Hopkins University, Baltimore, MD, United States

Corresponding Author:
Harita S Shah, MD
Department of Medicine
University of Chicago
5841 S Maryland Ave
MC 3051
Chicago, IL, 60637
United States
Phone: 1 773 702 6840
Fax: 1 773 834 3950
Email: harita@uchicago.edu

Abstract

Background: Latino communities are among the most heavily impacted populations by the COVID-19 pandemic in the United States due to intersectional barriers to care. Crowdsourcing open contests can be an effective means of community engagement but have not been well studied in Latino populations nor in addressing the COVID-19 pandemic.

Objective: The aims of this study are to (1) implement and evaluate a crowdsourcing open contest to solicit a name for a COVID-19 social marketing campaign for Latino populations in Maryland and (2) conduct a thematic analysis of submitted entries to guide campaign messaging.

Methods: To assess the level of community engagement in this crowdsourcing open contest, we used descriptive statistics to analyze data on entries, votes, and demographic characteristics of participants. The submitted text was analyzed through inductive thematic analysis.

Results: We received 74 entries within a 2-week period. The top 10 entries were chosen by community judges and the winner was decided by popular vote. We received 383 votes within 1 week. The most common themes were collective efficacy, self-efficacy, and perceived benefits of COVID-19 testing. We used these themes to directly inform our social marketing intervention and found that advertisements based on these themes became the highest performing.

Conclusions: Crowdsourcing open contests are an effective means of community engagement and an agile tool for guiding interventions to address COVID-19, including in populations impacted by health care disparities, such as Latino communities. The thematic analysis of contest entries can be a valuable strategy to inform the development of social marketing campaign materials.

(JMIR Form Res 2022;6(5):e35764) doi:10.2196/35764
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Introduction

Latino communities are among the most heavily impacted populations by the COVID-19 pandemic in the United States, with 1.9 times the infection rate of non-Hispanic White individuals and 2.3 times the age-adjusted mortality rate [1]. Latino individuals account for 18% of the US population but 27.1% of all COVID-19 cases. Among individuals 18-50 years of age, the disparity widens, with Latino adults comprising 42% of COVID-19 cases and 40% of COVID-19 deaths, with mortality rates up to 8 times higher than among non-Hispanic White individuals [2]. Certain subgroups within the diverse Latino populations have been shown to be disproportionately impacted by COVID-19. Latino immigrant populations have experienced a disproportionate burden of COVID-19 infections given occupational exposures, higher household occupancy, and barriers to accessing health care (eg, lack of insurance, fear of deportation, and limited English proficiency) [3-5].

Similar to national trends, the impact of systemic inequities has been painfully evident in our community in Baltimore, Maryland. Baltimore is an emerging immigrant-receiving city that has seen a marked influx of Latino immigrants from Central America over the last 2 decades [6]. Data from Johns Hopkins Health Systems showed that as the pandemic unfolded between March 11, 2020, to May 25, 2020, the overall SARS-CoV-2 positivity rate was 16.3%, but the rate was significantly higher for Latino patients (42.6%) compared to Black (17.6%) and White (8.8%) patients [7]. As the pandemic unfolded, our team partnered with community-based organizations (CBOs) to develop and implement a comprehensive Latino COVID-19 response strategy that addressed systemic barriers to care for Latino populations. The team focused on expanding access to COVID-19 testing and general prevention given that the impetus for this crowdsourcing open contest arose when the name originally proposed in the research grant, Juntos (“Together”), was poorly received by community health workers (CHWs) on our team. The CHWs found it reminiscent of political propaganda and military juntas; if CHWs did not have such integral roles within our team, we may not have received this important feedback. Thus, we sought community input through this crowdsourcing open contest to develop more representative messaging for the COVID-19 social marketing campaign.

Crowdsourcing methods have been shown to be feasible among Latino populations regardless of English- or Spanish-language preference and thus are suitable to guide our approach to the COVID-19 pandemic [17]. Latino individuals have been shown to have high rates of internet and smartphone use, making web-based outreach a reasonable approach; in 2016, 84% of Latino respondents reported internet and social media use and this use has increased during the COVID-19 pandemic [18,19]. To our knowledge, no studies have been published evaluating crowdsourcing open contests for Latino audiences. The ability to crowdsource virtually makes it an apt tool for efforts to combat COVID-19 given social distancing practices. However, few studies have been published detailing the use or results of crowdsourcing for COVID-19–focused interventions.

To understand and incorporate community members’ attitudes, beliefs, and norms toward the COVID-19 pandemic, we implemented a crowdsourcing open contest to solicit the central messaging for a social marketing campaign promoting equitable COVID-19 testing for Latino populations in Maryland. In this paper, we describe the process and outcomes of a crowdsourcing open contest and thematic analysis of contest entries, which we subsequently used to guide campaign messaging. Prior studies have used the thematic analysis of contest entries to understand community attitudes [20-23]. To our knowledge, this is the first study to use the thematic analysis of contest entries to directly inform intervention development.

Methods

Overview

In November 2020, our team implemented a crowdsourcing open contest to name a COVID-19 social marketing campaign for Latino populations in Maryland. The focus of the contest was on COVID-19 testing and general prevention given that vaccines were not publicly available at that time. The contest was guided by CBPR principles in that our team consisted of diverse stakeholders involved in each aspect of the project (eg, CHWs, physicians, researchers, and designers) in addition to the community advisory board (CAB).

Participants were invited to submit a name, hashtag, and an optional call to action (1-2 sentences) for what was referred to as the COVID-19 public health campaign in Maryland. The announcements were written primarily in Spanish with an...
English translation provided as the target audience for the campaign was Spanish-speaking Latino individuals who may not be reached by city-wide public health campaigns with English messaging (Figure 1).

The implementation and evaluation of the open contest consisted of the following steps: (1) organize a CAB, (2) establish contest rules and incentives, (3) solicit crowd input via community partner social media profiles, (4) evaluate contest entries using both community judge assessments and popular voting, (5) disseminate contest results, and (6) use thematic analysis to understand community values and perspectives so that they may be emphasized in the campaign [20-25].

Figure 1. Call for entries for the open contest (“Contest! Name the COVID-19 campaign in Maryland”).

Organizing a Community Advisory Board
A CAB was established to represent various CBOs, religious organizations, advocacy groups, and government sectors (ie, the Mayor’s Office on Immigrant Affairs) within Baltimore’s Latino community. Members of the CAB were involved in every stage of this study and the subsequent social marketing intervention. CAB members from nongovernment organizations were compensated with US $50 per meeting. The CAB met monthly to provide guidance on how to promote the open contest to relevant communities, recruit contest participants, translate the winning entry into social marketing messages, and implement the social marketing campaign.

Establishing Contest Rules and Incentives
The contest was open for entries for 2 weeks (November 13, 2020-November 26, 2020), using a brief timeline given the urgency of the COVID-19 pandemic. Participants submitted a name, hashtag, and an optional call to action (1-2 sentences) via a brief Qualtrics form. Participants were given the option to enter a raffle for 1 of 5 US $25 Visa gift cards by including an email address or phone number. The top 3 entries received US $200, $100, and $50 respectively. At the end of the contest period, 2 study team members independently verified entry eligibility based on the completion of all required fields and relevance to the contest focus of COVID-19.

Soliciting Crowd Input via Community Partners’ Social Media Profiles
To tailor contest recruitment to Latino immigrants, we announced the contest with Spanish-language posts on community partner social media profiles with established followings, including Somos Baltimore Latino, Centro SOL (Center for Salud/Health and Opportunities for Latinos), Comité Latino, and Sólo Se Vive Una Vez. We primarily focused on CBO Facebook profiles for recruiting given our prior experience with social media reach among Latino immigrants in Baltimore [26]. Our experience and previous studies also showed that complementing web-based activities with in-person recruitment is important for contest inclusivity [23-27]. The contest was advertised in person at our community-based COVID-19 testing site, with a goal to expand the pool to participants who are less engaged in social media.

Evaluating Contest Entries Using Community Judge Assessments and Popular Voting
Entries were judged based on 3 criteria: creativity, appeal to the local community, and potential for increasing COVID-19 testing and prevention; each criterion was scored on a scale of 1-10. The criteria for judging were shared with all participants at the top of the Qualtrics form. No examples were provided to avoid cognitive fixation, a known obstacle to developing innovative ideas [28-30].

A total of 17 individuals were invited to serve as judges, including 14 Latino community members or leaders, some of whom were also CAB members, and 3 non-Latino individuals who worked in social or health services for the Latino community. A total of 6 judges participated. Judges were provided with a deidentified list of all entries, including the proposed name, hashtag, call to action, and any optional comments submitted. Judges were given 5 days to score all entries in the contest and were compensated US $30 for their time. We totaled the judges’ scores for each entry and used the cumulative score to identify the top 10 entries.
The top entries were shared across the same community partner profiles for a public vote via a Qualtrics form, which was open for 1 week. We notified the participants who submitted the top entries to congratulate them and encourage them to mobilize their social networks to vote. Voters were offered the option to enter a raffle for 1 of 5 US $25 Visa gift cards. At the end of the popular vote, the top 3 finalists were reviewed by the study team to ensure the feasibility of their ideas, meaning they were relevant to the COVID-19 pandemic and there was no overlap with existing campaigns or brands.

**Disseminating Contest Results**

The finalists were personally notified and were announced to the public via community partner social media pages, including a weekly live video segment on a popular CBO Facebook page. The winner was also recognized on the campaign website with a photo and a quote sharing their inspiration for participating.

**Mixed-Methods Analysis**

To assess the level of community engagement with the crowdsourcing open contest, we measured descriptive statistics for the number of entries and votes and demographic characteristics of the contestants (eg, gender).

The text (campaign name, hashtag, and call to action) was analyzed through inductive thematic analysis by 3 team members. The analysis followed 4 steps: (1) data familiarization, (2) initial coding generation and reduction of codes, (3) development of themes, and (4) development of the hierarchical thematic structure. One team member independently reviewed the text from each entry and developed a formative coding scheme. Then, 2 additional team members reviewed the text and coding scheme, which was revised through discussion among the 3 team members. The codes were then applied to the text, and the resulting coded text was reviewed and discussed by the 3 team members to develop the hierarchical thematic structure [31].

**Application of Themes to the Social Marketing Intervention**

We partnered with Altavista Studios, a company with expertise in Spanish-language social marketing campaigns, to design and implement the campaign advertisements. In addition to providing the name of the campaign from the open contest, we also shared the key themes that emerged to guide the content of campaign advertisements. Altavista Studios incorporated these themes in a range of advertisements and provided regular evaluations of advertisement performance through web-based metrics, such as reach and engagement [26,32].

**Ethics Approval**

This project was deemed exempt by the Johns Hopkins University Institutional Review Board (CIR00066868).

**Results**

**Contest Results**

We received 75 submissions in 2 weeks, of which 1 entry was deemed ineligible as it was an advertisement for a business unrelated to the COVID-19 pandemic. Of the 74 eligible entries, 72 (97%) were in Spanish. Over one-quarter (20/74, 27%) of participants were men and 73% (54/74) were women.

The 74 eligible entries were then scored by 6 community judges. With a total possible score range of 18-180, the contest entries ranged from the lowest score of 59 to the highest score of 161. The highest scoring entry was Descoronando el COVID-19 ("Dethroning COVID-19," a play on corona or "crown"). There was a tie for the 10th best score and thus the top 11 entries were included in the popular vote (see Multimedia Appendix 1). During the popular vote period for the top entries, we received 383 unique votes within a week. The entry with the most votes was ¡Yo te cuido y tú me cuidas! ("I take care of you and you take care of me!"). Regrettably, this popular entry was already a name for an established COVID-19 social marketing campaign. A concurrent COVID-19 campaign for a Latino audience with the same name and similar content would confound the evaluation of our intervention, not to mention the potential trademark infringement. We discussed the options with the CAB and collectively decided to announce a tie for first place, with both winners receiving US $200. We also discussed the rationale for selecting the campaign name with the winners for full transparency. The next most popular entry, which was selected to be the name for the campaign, was Vive Sin Duda ("Live Without Doubt").

**Thematic Analysis**

A total of 3 themes emerged from the crowdsourcing entries. In Table 1, the themes are presented in order of most to least relevant entries. Although the majority of campaign names related to only 1 theme, many entries touched on more than 1 of the 3 themes through their suggested campaign name, hashtag, and call to action.

---

[Shah et al.](https://formative.jmir.org/2022/5/e35764)
Table 1. Thematic analysis of crowdsourcing entries.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Number of contest entriesa</th>
<th>Mean judges’ score (range)b</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Collective efficacy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><em>Todos unidos</em> (“Everyone united”).</td>
</tr>
<tr>
<td>Taking care of each other</td>
<td>7</td>
<td>90.6 (59-111)</td>
<td><em>Nos cuidamos entre todos</em> (“We take care of each other”).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><em>Yo te cuido y tú me cuidas!</em> (“I take care of you and you take care of me!”).</td>
</tr>
<tr>
<td><strong>Perceived benefits</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ending COVID-19</td>
<td>11</td>
<td>105.3 (72-161)</td>
<td><em>Por un mañana sin COVID-19</em> (“For a tomorrow without COVID-19”).</td>
</tr>
<tr>
<td>Protecting others</td>
<td>9</td>
<td>83.9 (59-103)</td>
<td><em>Hagamos hoy por nuestra familia</em> (“Let’s do it today for our family”).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><em>Tu salud es primero. Cuida y cuida a los demás. Hasta la prueba</em> (“Your health is first. Take care of yourself and others. Take the test”).</td>
</tr>
<tr>
<td>Saving life, preventing death</td>
<td>8</td>
<td>81.3 (75-89)</td>
<td><em>Salvando vidas</em> (“Saving lives”).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>* Ningún contagiado más y menos funerales por COVID-19* (“No more infected and fewer funerals due to COVID-19”).</td>
</tr>
<tr>
<td>Knowing your status</td>
<td>8</td>
<td>92.8 (74-115)</td>
<td><em>Vive sin duda</em> (“Live without doubt”).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><em>¡Siéntete como nueva! Hasta la prueba!</em> (“Feel like new! Take the test!”).</td>
</tr>
<tr>
<td><strong>Self-Efficacy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/Ac</td>
<td>16</td>
<td>95.0 (72-115)</td>
<td><em>Luchadores de COVID-19</em> (“COVID-19 fighters”).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><em>Ama, confía y protégete</em> (“Love, trust and protect yourself”).</td>
</tr>
</tbody>
</table>

aSome entries are counted in more than 1 category. A total of 6 entries were not included under the themes in this table, including the following: *El COVID-19 no es un juego* (“COVID-19 is not a game”), *Pruebas gratis de COVID-19* (“Free COVID-19 tests”).
bTotal scores for each entry could range from 18 to 180.
cN/A: not applicable. There is no subtheme for this category.

Application of Themes to the Social Marketing Intervention

We shared the 3 themes with our social media partner to develop advertisements that would resonate with the local community. These themes were integrated into the *Vive Sin Duda* (“Live without a doubt”) campaign, hereafter referred to as the *Sin Duda* campaign. Campaign messaging was initially focused on COVID-19 testing but was then adapted to include advertisements on vaccines and COVID-19 variants; we continued to incorporate the 3 themes as messaging topics evolved with the pandemic. Figure 2 provides an example of an advertisement based on the theme of collective efficacy, created in response to the emergence of the Delta variant in fall 2021. An example of messaging based on the theme of perceived benefits with a focus on protecting oneself and one’s family is displayed in Figure 3. In fact, we found that these advertisements were among the highest performing in terms of reach and engagement in comparison to advertisements created independently by the design team.
Discussion

Principal Results

Overall, we successfully crowdsourced to guide the messaging for a COVID-19 social marketing campaign for Latinos in Maryland. The winning entry, Vive Sin Duda, has since been used for the development of a public health campaign and website [33]. The Sin Duda campaign initially focused on COVID-19 testing and, after the approval of the COVID-19 vaccine, subsequently expanded to include vaccination information. This study fills an important gap in the literature as we are the first team to document how to tailor crowdsourcing open contests to Latino populations, especially in response to a public health emergency.

First, in a 2-week period limited by the urgency of the COVID-19 pandemic, we received 74 eligible entries, which were scored by a panel of community judges and a popular vote. The brief duration and specific audience make this project difficult to compare to the existing literature as most published studies were conducted over longer durations of time, with larger populations, and did not focus specifically on Latino populations [16,21]. Compared to contests of similar scope, however, we achieved a similar number of entries [27,34]. We succeeded in soliciting relevant Spanish-language entries from local immigrant community members through targeted CBO recruitment. Given the diversity within Latino populations, it is important to tailor recruitment strategies to reach a specific community through the careful selection of partnerships, platforms, and language. For example, although platforms like Instagram and Tiktok have surpassed Facebook in use among younger populations, our experience has taught us that for Latino immigrant adults in Baltimore, Facebook, and specifically CBO Facebook pages, are most effective [26].

Second, we identified themes that may be useful for future public health campaigns or initiatives that seek to address COVID-19 testing and prevention for Latino populations. The most popular theme, collective efficacy, has been shown to facilitate addressing other health conditions, such as obesity, in Latino populations and has been associated with the potential

![Image 2. Advertisement aligned with theme of collective efficacy (“The delta variant may be strong, but not as strong as our community!”).](image2)

![Image 3. Advertisement aligned with theme of perceived benefits (“By getting vaccinated I'm not only protecting myself, but also my family.”).](image3)
to reduce health care disparities [35,36]. Another theme that emerged was that of the perceived benefits of COVID-19 testing, mainly the ability to protect oneself and others. The importance of protecting one’s family has emerged as a common driving force among Latino populations, including among young Latino fathers [37].

The final theme that emerged was self-efficacy, defined as an individual’s belief in their ability to plan and execute a course of action [38]. Self-efficacy is a well-known predictor of positive health behaviors across races and ethnicities, including behaviors related to nutrition, physical activity, medication adherence, and HIV testing [39-41]. Recent media coverage of the impact of COVID-19 on Latino populations has often focused on vaccine hesitancy. Our team has found that in addition to addressing intersectional factors that drive vaccine hesitancy, it is important to include strength-based messaging along the theme of self-efficacy, as opposed to deficit-based messaging, while concurrently removing barriers to care [42-44].

Our novel approach of using thematic analysis to directly inform campaign materials resulted in advertisements with high performance and reach. Crowdsourcing open contests offer a low-cost and prompt way to solicit community perspectives and facilitate community-engaged interventions. The findings from this study provide a timely opportunity to document community-driven strategies to make COVID-19 services more accessible and acceptable to marginalized communities.

Given the lack of publications on crowdsourcing open contests focusing on Latino populations, particularly for COVID-19 initiatives, this manuscript provides an important addition to the literature and may guide future crowdsourcing initiatives in similar populations. By building the Sin Duda campaign on the foundation of community input, we not only arrived at a name but also elicited key perspectives within the community that helped guide the creation of successful messaging throughout the campaign.

**Limitations**

This study has noteworthy limitations. First, although the web-based form facilitated prompt participation and voting, this modality inherently excluded community members who lacked internet access. We selected the web-based modality based on high internet and smartphone use rates among Latino individuals as this is the target audience for the social media campaign [18,19]. However, this contest may have excluded people from more disadvantaged backgrounds who lack internet access or are not engaged with CBOs and are disproportionally impacted by COVID-19. Second, given the short duration of the contest, the number of entries and therefore viewpoints were limited. We tried to optimize community input by using a public vote to choose the winning entries, and we ensured that all campaign messaging incorporated community viewpoints based on input from the CAB and community members obtaining COVID-19 testing. A further limitation is that the entry with the most popular votes was not a feasible choice as it was already in use for another COVID-19 campaign for a Latino audience. We navigated this issue with the guidance of the CAB and thus announced a tie for first place after openly discussing the rationale with the winners. In future contests, all entries should be checked upon submission such that any options that are not original may be disqualified early on to avoid confusion. Lastly, although our findings support the use of crowdsourcing, more rigorous evaluations through randomized controlled trials are needed to compare the effectiveness of crowdsourcing approaches to noncrowdsourcing approaches in campaign development [45,46].

**Conclusions**

Crowdsourcing is an effective means of community engagement and an agile tool for guiding interventions to address COVID-19, including in populations affected by health care disparities, such as Latino communities. In considering the role of crowdsourcing in community-engaged research, the thematic analysis of contest entries is a useful and timely way of understanding community values such that they may be prioritized in the content of the intervention.
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Abstract

Background: The emergence of the novel coronavirus (COVID-19) has introduced additional pressures on an already fragile mental health care system due to a significant rise in depression, anxiety, and stress among Canadians. Although cognitive behavioral therapy (CBT) is known to be an efficacious treatment to reduce such mental health issues, few people have access to CBT in an engaging and sustainable manner. To address this gap, a collaboration between the Centre for Addiction and Mental Health (CAMH) and the National Research Council of Canada (NRC) developed CBT-based self-led, online, clinician-tested modules in the form of a video game, named Legend of Evelys, and evaluated its usability in the attenuation of a COVID-19–related increase in stress.

Objective: We here present the conceptualization and design of new self-care modules in the form of a video game, its implementation in a technological infrastructure, and inclusivity and privacy considerations that informed the development. A usability study of the modules was performed to assess the video game’s usability, user engagement, and user perceptions.

Methods: The development of the video game involved establishment of a technology infrastructure for secure implementation of the software for the modules and a clinician-led assessment of the clinical utility of these modules through two “whiteboard” sessions. The usability study was informed by a mixed methods sequential explanatory design to evaluate the intervention of the mobile app through two distinct phases: quantitative data collection using in-app analytics data and two surveys, followed by qualitative data collection by semistructured interviews.

Results: A total of 32 participants trialed the app for 2 weeks. They used the video game an average of six times and rated the game as “good” based on the Systems Usability Scale score. In terms of stress reduction, the study demonstrated a significant difference in the participants’ Perceived Stress Scale score at baseline (mean 22.14, SD 6.187) compared with that at the 2-week follow-up (mean 18.04, SD 6.083; t27=3.628, P=.001). Qualitative interviews helped participants identify numerous functionality issues and provided specific recommendations, most of which were successfully integrated into the video game for future release.

Conclusions: Through this collaboration, we have established that it is possible to incorporate CBT exercises into a video game and have these exercises adopted to address stress. While video games are a promising strategy to help people with their stress and anxiety, there is a further need to examine the real-world effectiveness of the Legend of Evelys in reducing anxiety.
video games; cognitive behavioral therapy; usability study; self-care; digital health; technological infrastructure; video game development; user engagement; user perception; COVID-19; Mental health; mental health care system; depression; anxiety; digital therapy

Introduction

Background

Stress levels and anxiety are elevated at a population level during crises. The impact of COVID-19 being declared a pandemic predictably had a negative effect on the mental health of many Canadians. Researchers worldwide have shown that the mental health of the general population has deteriorated since the onset of the pandemic, with significant rises in depression, anxiety, and stress [1-3]. Approximately 19% of Canadians reported experiencing moderate to severe anxiety and 19% reported feeling depressed occasionally since the start of the pandemic [4]. Even prior to the pandemic, anxiety disorders were among the most prevalent mental health problems in Canada [5], having a profound negative impact on life expectancy, quality of life, and health care utilization [6,7].

Cognitive behavioral therapy (CBT) has been shown to be an efficacious treatment to reduce anxiety [8-10], stress [11], and acute stress disorder [11,12]; however, few people have access to this treatment [13]. In efforts to make CBT more accessible, many Canadian institutions offer CBT online, which has been shown to be effective [11]. However, when CBT is provided online, there are more problems with adherence (completing the intervention to the extent that the developers intended it to be used) and engagement (the extent, both in terms of time and frequency, that participants visit the website/app) [14]. Video games are a promising solution to overcome many of these barriers [15], as they can provide a way of motivating and engaging users [16] and can promote adherence to treatment [16]. Video games have been found to be beneficial in reducing stress and anxiety among children, adults, and older adults, even in the instances of single or short sessions of play [17,18]. In 2020 alone, 35% of Canadians reported playing online video games and 10% reported playing for more than 10 hours a week [19]. A recent study found that playing video games has a positive effect on players’ perceived well-being during the COVID-19 pandemic [18]. Furthermore, 84% of Canadians reported using smartphones for personal use daily [19]. Given that in the past decade smartphones have become a common possession, irrespective of gender, race/ethnicity, or socioeconomic status [20], disseminating CBT interventions via smartphones allows for greater, more equitable accessibility regardless of geographic and economic restrictions [21].

In 2020-2021, the National Research Council of Canada (NRC) and the Centre for Addiction and Mental Health (CAMH) developed a video game to help people reduce their stress in the context of COVID-19. The video game is a mobile role-playing game based on CBT principles, which supports users in building the necessary skills to take care of their mental health during a pandemic. The version of the video game used in this study was in an early development stage with a short storyline and was limited to four CBT features.

In this manuscript, we describe the development of the video game as well as the results of a usability study, which assessed the video game’s usability, user engagement, and user perceptions. We situate this work within the Medical Research Council guidelines for complex intervention research [22].

Development

As part of the development of this video game, two whiteboard sessions with eight clinicians were held virtually at the CAMH. The whiteboard sessions took place in two 1.5-hour meetings (July 22, 2020, and August 12, 2020). The main purpose of the sessions was for mental health experts to explore the platform, develop CBT and other evidence-based interventions and content, and provide creative feedback on the storyline and video game. The meetings with clinicians generated effective feedback, and encouraged collaboration and knowledge-sharing that were integral to the conceptualization and design of the video game. The first meeting focused on the demonstration of the first idea for the video game and elicitation of the clinicians’ input. The second meeting focused on CBT content/activities planning and storyline development.

Initial recommendations from clinicians after viewing the demonstration of the prototype was that the video game should complement existing CBT resources. The team agreed that the context and characters included in the video game should be accessible, inclusive, and culturally diverse, and offer choice to the user. Discussion and feedback were provided on the multiple CBT strategies and other interventions or activities that would be useful to include, such as cognitive restructuring, mindfulness, and journaling. Other suggestions included to focus on positive feedback, conduct a needs and readiness assessment, create incentives/rewards, link exercise results to other exercises, and have peer-to-peer support built in/discussion board.

Prior to the second whiteboard session, the feedback from the first whiteboard session was consolidated and incorporated into another version of the game. The second whiteboard session included a demonstration of the updated features. The clinical team shared CBT strategies that worked in practice with their patient population, and brainstormed on the CBT tools that could be included in the video game and may be easier to gamify. The developers included a novel feature, a “cognitive monsters activity,” which the team agreed was appropriate for the video game but further thought it would be important to provide some psycho-education and positive feedback on this cognitive monster feature. Cognitive monsters represent unhelpful ways of thinking (formerly known as cognitive distortions). The team recommended a “dashboard” feature based on the CBT model to provide a rationale and cohesive...
narrative/framework (storyline) to make the app easier to follow for users. Other suggestions included: integration into the health care system, allow customizable affirmations, and prompts for goal setting. In general, the team liked how the content was presented but expressed concern about reaching the wider population.

After the two whiteboard sessions, two CAMH clinicians (RD and PS) outlined the CBT features that ended up being included, and the NRC (CD) came with creative ideas on how to gamify them in the COVID-19 context.

This video game, developed in Unity, involves a fantasy storyline centered on the experience of negative emotional states among citizens in a fictitious place, intended to mirror the experience of the COVID-19 pandemic and negative mental health outcomes. Unity is an industry-standard cross-platform game engine, which holds the largest market share for mobile game development. Players of the video game can customize their own avatars via a customization “closet,” where users can pick a skin color, choice of pronouns, hairstyle, and color and type of clothing, and then proceed through adventures in the village. The video game includes a storyline before entering the game screen, which narrates the concept behind the game. The video game allows for interactions between characters in the environment and dialog boxes appear prompting the user to engage in specific CBT-related exercises (see Multimedia Appendix 1).

Strategies

Overview

We included core CBT strategies such as cognitive restructuring, journaling, and tracking behaviors, as well as some additional evidence-based strategies such as mindfulness exercises and community support.

Cognitive Restructuring

An educational module was included, which intended to teach the user how to identify unhelpful ways of thinking (biased or distorted thoughts) by encountering “cognitive monsters” [23].

Exercises that would typically be proposed to participants in a cognitive behavioral program were transformed into confrontations with virtual monsters. Through multiple battles with the “cognitive monsters,” users learned about cognitive restructuring strategies. Monsters “attacked” the user with a statement, and the user had to correctly respond to that statement in order to deflect the attack. Monsters were transformed into tame creatures when participants responded to the monsters with more balanced statements (see Multimedia Appendix 2).

Journaling and Goal-Setting (Behavioral Activation)

A journaling and behavior-tracking feature called the “blue book” was included in the design [24]. The journal allowed free-form entries, where users could reflect on their mental health and write down their thoughts. The goals module in the journal allowed users to set and check personal goals (free-form entry) or select from a list of predefined daily goals (daily activities).

Breathing Meditation (Mindfulness)

A guided breathing activity was included, named the “breathing sphere” [25]. The “breathing sphere” exercise guided the user through a paced breathing sequence with various customizable options for pace, duration, music, and art.

Community Support

The community support module enables interactions with characters who experienced mental health issues and suggests coping mechanisms.

Characters in the virtual environment of the video game embodied different user stories related to their experiences during the COVID-19 pandemic. Through conversations with the player, they presented their own mental health challenges and proposed coping strategies. These stories were inspired by the main issues identified in the COVID-19 National Survey Dashboard from May 2020 to December 2020 [26].

Connectivity

Together, the CAMH and NRC articulated the necessary technological infrastructure parameters for hosting the video game app. This included a cloud-based online microservices RESTful interface and a database to collect anonymized usage analytics. The user service was used for login and user management. After login, usage data were sent via the user entry service. Later, administrative users fetched the data and received a JavaScript Object Notation (JSON) file. Working with personnel from the CAMH’s Informatics Department, an internal security analysis of the NRC modules was conducted as well as a third-party Privacy Impact Analysis and Threat Risk Analysis. Overall, no critical severity vulnerabilities were found within these infrastructures, which confirmed that the security controls and measures were properly implemented. All necessary security risk findings from these assessments were configured prior to the start of this study.

Inclusivity

The need for an inclusive and accessible experience led the game design process along three axes: diversity, accessibility, and technological capacity. In addition to providing avatar customization, the game also featured a diverse cast of characters. Avatars and characters can be customized with four skin colors; custom hair color; multiple hairstyles, including hair coverings; and three choices of pronouns (male, female, and nonbinary). Accessibility features included high-contrast user interface elements, large fonts and buttons, and voice-over for dialogs. In addition, two navigation modes were available to provide alternate modes of moving the character: an on-screen joystick and a “click on destination” mode. The design team also validated that the game was usable with a variety of adaptive styluses.

In terms of technological capacity, care was taken to support older operating systems (minimum Android application programming interface level 19) so that usage of the game would not be limited to users with high-performance devices. This was a decision that needed to be taken at the very beginning of the design stage, as it determined the features and libraries available for development. In addition, the game did not require...
continuous connectivity, and data usage could be restricted to take into account the cost and possible unavailability of cell phone data in remote communities.

**Balanced Use and Privacy**

Given the concern about the abusive use of video games and the potential vulnerability of our users, care was taken to avoid features that might cause users to overuse the game, such as random treasures with variable value (“loot boxes”). The game could be stopped at any time with no loss, and the core game loop was designed for short sessions.

Care was also taken to respect the sensitive nature of participants’ input into the game. The app did not ask for access to the device’s GPS, camera, microphone, contacts list, gallery, or any other feature that could breach confidentiality. In addition, all personal fields (diary, custom goals, personal thoughts and concerns) were encrypted on the device and were not included in the collected analytics data.

Future versions of the video game will incorporate additional features to encourage balanced play, such as pause prompts, rewards for coming back after a hiatus rather than punishment for breaking a streak, and features that require calendar time to advance to encourage frequent check-ins rather than long sessions.

**Methods**

**Study Design**

For this usability study, we utilized a mixed methods sequential explanatory design, which consisted of two distinct phases: quantitative data collection and analysis followed by qualitative data collection and analysis [27]. The qualitative (semistructured interviews) data help explain and put in context the quantitative results obtained in the first phase.

**Ethics Approval**

The study was approved by the CAMH Research Ethics Board (111-2020).

**Participants and Recruitment**

We used a purposive sampling approach with the aim of recruiting a diverse group of 40 participants from different ages and genders. Participants who were (1) 18 years or older, (2) owned an Android smartphone or tablet, (3) were willing to provide an email address, (4) were able to read and speak English, and (5) self-reported stress were eligible to participate in the study. Participants were excluded if they had any severe psychiatric illness that could impact the consent process.

We stratified our recruitment by age and gender identity. Our aim was to have representation from people of four different age groups (18-28 years, 29-39 years, 40-50 years, 50 years or older) and different gender identities. We aimed to recruit 10 participants in each of the age categories with representations from the different genders.

Participants were recruited using several cost-free strategies, including advertisements on the CAMH Nicotine Dependence Clinic website (a unit within the CAMH where the study was conducted), Kijiji, and Twitter. Interested participants emailed or called the research coordinator as instructed on the study advertisement and completed a screening call to assess eligibility. Eligible participants completed a consent discussion call with the research coordinator and were emailed a copy of the consent form to sign if they agreed to participate. All participants provided digitally signed informed consent prior to initiating the study.

**Study Procedure and Data Collection**

After screening and consent procedures, participants completed an online baseline survey and were given access to the video game. Participants were asked to notify the research team once they had successfully downloaded and logged into the video game. A 15-minute check-in phone call was set up within the first week of the study, during which the participants could ask the research team any questions they had about the video game following their initial use. Two weeks after receiving access to the video game, participants completed an online follow-up survey and participated in a semistructured interview. The semistructured interview was conducted over the phone and lasted approximately 30 minutes. They were paid CAD $35 (approximately US $28) for completing all surveys and participating in the semistructured interview.

In the baseline assessment, participants completed measures of their sociodemographic characteristics, perceived physical and mental health status, substance use activities in the past month, and subjective stress levels. Subjective stress levels were assessed using the widely used Perceived Stress Scale (PSS-10) developed by Cohen Sheldon [28]. This 10-item validated tool has good internal reliability (Cronbach α = 0.78–0.91) and is scored on a 0–4 point Likert scale ranging from 0 (never) to 4 (very often) [28,29]. Scores in the range of 0–13 are considered to indicate low perceived stress, scores in the range of 14–26 are considered moderate perceived stress, and scores in the range of 27–40 are considered high perceived stress.

The follow-up survey also collected the following information: (1) subjective stress levels using the PSS-10; (2) measures of usability of the video game, using the System Usability Scale (SUS) [30]; and (3) overall satisfaction and perceptions about the video game. The SUS is a 10-item measure assessing usability and user satisfaction with technology. The average SUS score for most technology is 68 at the 50th percentile. An SUS score greater than 68 is considered above average or “good,” whereas a score below 68 is considered below average or “poor” [30]. Overall satisfaction and perceptions were assessed using three 11-point Likert-scale questions in the survey: (1) overall satisfaction with the video game (0=not satisfied at all and 10=extremely satisfied), (2) burden of using the video game (0=not a burden at all and 10=extremely burdensome), and (3) the impact of the video game in reducing stress (0=did not help at all and 10=helped a lot).

All participants were scheduled for a 30-minute semistructured interview over the phone or a video conferencing system. Qualitative semistructured interviews were used to further elaborate on the usability of the video game and to explore how it could be improved. Usability was defined as the degree to which a program can be used easily, efficiently, and with
satisfaction [31]. Participant ideas on how the video game could be improved were also explored. All interviews were audio-recorded and transcribed verbatim.

The CAMH server collected in-app analytics data on the use of the video game, such as the number of times participants opened the video game, number of times they used each component of the video game, and time spent engaged in those exercises. The app also collected general metadata about the device, such as the device model and operating system. Participants were asked to connect to a Wi-Fi network at the end of the 2 weeks of the study to transfer the analytic data onto the CAMH server.

Analysis

Quantitative data were analyzed using SPSS (version 25). The SUS questionnaires in the follow-up survey was analyzed using scoring guidelines provided by the US Department of Health and Human Services [32]. Scores for each question were converted into a new number, summed, and then multiplied by 2.5 to obtain a score between 0 and 100, which informed the usability of the video game. Descriptive statistics are used to report sociodemographic characteristics, usability, and engagement. The PSS-10 was analyzed by first reversing scores for four of the positive items on the scale and then summing across all 10 items to obtain a score between 0 and 40 for each participant. A paired-samples t test was then used to compare subjective stress at baseline and after 2 weeks of trialing the video game. The data from the app logs were exported, tabulated, and analyzed using descriptive statistics with tools from Microsoft Excel.

Qualitative data analysis for the study involved an iterative, team-based process. Transcribed interviews were entered into NVivo 12 for qualitative data management and analysis. Interview transcripts were read multiple times by two research staff to achieve immersion prior to code development. One author (AG) crafted the initial codebook, and then AG and AS jointly coded the first four transcripts to refine the codebook and defined the codes through consensus. Two other transcripts were coded independently by AG and AS and the calculated interrater reliability was 80.2%. Remaining transcripts were independently coded either by AG or AS. Data were analyzed using thematic analysis [33]. A deductive approach was utilized to identify the coding scheme for the transcripts, which allowed for the development of codes corresponding to the components of usability and stress management.

We first analyzed our quantitative data, which helped to inform some of the probes we used when conducting the interviews. After we analyzed the interviews, we merged the results from both analyses (quantitative and qualitative) to provide a full interpretation of participants’ perceptions of the video game.

Results

Participants

A total of 185 individuals contacted the research team after coming across the advertisement for the study (Figure 1). Eighty-nine individuals were screened for eligibility and the remaining 96 individuals were unreachable after the initial contact. A total of 32 participants completed the study by trialing the app for 2 weeks and completing the baseline assessment, follow-up survey, and qualitative interview. Participants’ sociodemographic characteristics and descriptive statistics for all baseline variables are presented in Table 1.
**Figure 1.** CONSORT flow diagram modified for non-randomized trial design.

- **Enrollment**
  - Assessed for Eligibility (n=89)
  - Excluded (n=53)
    - Not meeting inclusion criteria (n=27)
    - Declined to participate (n=2)
    - Other reasons (n=24)
      - Recruitment in age and gender groups fulfilled (n=18)
      - Did not sign consent form (n=6)
  - Allocation
    - Allocated to the Legend of Evoxia app for 2 weeks (n=36)
      - Received allocated intervention (n=33)
      - Did not receive allocated intervention (n=3)
    - Baseline survey completed (n=32)
      - Perceived Stress Scale-10 scale completed (n=30)
  - Follow up
    - Lost to follow-up (n=0)
    - Discontinued intervention (n=1)
      - 1 = Withdrew
  - Analysis
    - Survey and interview data analyzed (n=32)
      - Perceived Stress Scale-10 scale completed (n=28)
      - Systems Usability Scale completed (n=32)
    - In-app analytic data analyzed (n=30)
      - Missing in-app analytic data (n=2)
Table 1. Baseline characteristics of participants (N=32).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-28</td>
<td>10 (31)</td>
</tr>
<tr>
<td>29-39</td>
<td>10 (31)</td>
</tr>
<tr>
<td>40-50</td>
<td>5 (16)</td>
</tr>
<tr>
<td>51 or older</td>
<td>7 (22)</td>
</tr>
<tr>
<td>Most comfortable speaking English</td>
<td>32 (100)</td>
</tr>
<tr>
<td><strong>Birthplace</strong></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>20 (63)</td>
</tr>
<tr>
<td>Outside Canada</td>
<td>12 (37)</td>
</tr>
<tr>
<td><strong>Racial or ethnic group</strong></td>
<td></td>
</tr>
<tr>
<td>East Asian (eg, Chinese, Japanese, Korean)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>South Asian (eg, Indian, Pakistani, Sri Lankan)</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Black-Caribbean (eg, Barbadian, Jamaican)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Indian-Caribbean (eg, Guyanese with origins in India)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Latin American (eg, Argentinean, Chilean, Salvadoran)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>White-European (eg, English, Italian, Portuguese, Russian)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>White-North American (eg, Canadian, American)</td>
<td>11 (34)</td>
</tr>
<tr>
<td>Do not know/prefer not to answer</td>
<td>2 (6)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Woman-cisgender (assigned female at birth and has gender identities as woman)</td>
<td>17 (53)</td>
</tr>
<tr>
<td>Man-cisgender (assigned male at birth and has gender identities as man)</td>
<td>14 (44)</td>
</tr>
<tr>
<td>Nonbinary (gender identity does not align with a binary understanding of gender as man or woman)</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Sexual orientation</strong></td>
<td></td>
</tr>
<tr>
<td>Asexual</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Gay</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Heterosexual (straight)</td>
<td>24 (75)</td>
</tr>
<tr>
<td>Pansexual</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Do not know/prefer not to answer</td>
<td>2 (6)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single (never married)</td>
<td>21 (66)</td>
</tr>
<tr>
<td>Married or in a domestic partnership</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Separated or divorced</td>
<td>3 (9)</td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Trade, technical or vocation school, apprenticeship training, or technical CEGEP(^a)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Diploma from community college, preuniversity CEGEP, or nonuniversity</td>
<td>8 (25)</td>
</tr>
<tr>
<td>University degree</td>
<td>14 (44)</td>
</tr>
<tr>
<td>Graduate degree (MSc, MBA, PhD, etc)</td>
<td>5 (16)</td>
</tr>
<tr>
<td><strong>Total family income (CAD $)(^b)</strong></td>
<td></td>
</tr>
<tr>
<td>0-29,999</td>
<td>5 (16)</td>
</tr>
<tr>
<td>30,000-59,999</td>
<td>13 (41)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Participants, n (%)</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>60,000-89,999</td>
<td>7 (22)</td>
</tr>
<tr>
<td>90,000-119,999</td>
<td>3 (9)</td>
</tr>
<tr>
<td>120,000-149,999</td>
<td>1 (3)</td>
</tr>
<tr>
<td>150,000 or more</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Do not know/prefer not to answer</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>

**Self-reported physical health status**
- Excellent, very good, good: 24 (75)
- Fair: 4 (13)
- Poor: 3 (9)
- Prefer not to answer: 1 (4)

**Self-reported mental health status**
- Excellent, very good, good: 17 (53)
- Fair: 12 (38)
- Poor: 2 (7)
- Prefer not to answer: 1 (3)

**Used tobacco products (cigarettes, chewing tobacco, cigars, etc) in the past month**
- No: 28 (88)
- Yes: 4 (12)

**Used codeine or oxycodone in the past month**
- No: 32 (100)
- Yes: 0 (0)

**Drank more than 5 alcoholic beverages on one occasion in the past month**
- No: 28 (88)
- Yes: 4 (12)

**Used marijuana, cannabis, or hashish in the past month**
- No: 26 (81)
- Yes: 6 (19)

**Perceived Stress Scale score**
- Low stress (0-13 points): 5 (17)
- Moderate stress (14-26 points): 19 (63)
- High stress (27-40 points): 6 (20)

**Level of agreement with the following statement: “I am confident that I can reduce my stress using the video game”**
- Very strongly agree or strongly agree: 10 (31)
- Neither agree nor disagree: 17 (53)
- Strongly disagree or disagree: 5 (16)

---

Use of Video Game

In-app analytic/usage data were collected from 31 of the 32 participants. Analytic data from one participant were missing as they did not connect to a Wi-Fi network to transfer the data onto the server. Of the 31 participants, a few participants’ data on time spent within the video game were inaccurate due to app issues and were therefore omitted from the analysis where applicable.

During the 2 weeks participants were asked to use the video game, it was used a mean of 6 times (SD 8.75, range 1-47; n=31) and for an average of 21 hours (SD 33, range 0-147 hours; n=30).

---

\(^a\)CEGEP: Collège d'Enseignement Général et Professionnel; public general and vocational college unique to the province of Quebec.

\(^b\)1 CAD=US $0.79.
In terms of the CBT features included in the video game, participants interacted with the characters in the video game an average 24 times (range 0-171) and spent an average of 10 minutes (SD 7.33; n=28) on the game. Participants completed exercises related to cognitive restructuring (wererabbits) an average of 10 times (range 1-48) for an average of 9 minutes (SD 11.25; n=28). The mindfulness exercise (the breathing sphere) was used an average of 4 times (range 0-18) for an average of 10 minutes (SD 20.04; n=30). The average usage of the behavioral activation activities (journaling) was approximately 4 times (range 0-27) and participants spent an average of 40 minutes (SD 184.37; n=30) on these activities. On average, males and people over the age of 50 years used the video game more than people under the age of 50 years. The frequency of participant interaction with specific activities is shown in Table 2 by age and in Table 3 by gender.

Table 2. Analytic data of video game usage in sessions by age group.

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Participants, n</th>
<th>Total sessions of app usage</th>
<th>Journal sessions</th>
<th>Guided breathing activity sessions</th>
<th>Educational module sessions (ie, “cognitive monsters”)</th>
<th>Interaction with characters sessions</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-28</td>
<td>10</td>
<td>2.9 (1.29)</td>
<td>1.1 (1.73)</td>
<td>1.5 (1.58)</td>
<td>4.5 (3.54)</td>
<td>8.7 (5.12)</td>
</tr>
<tr>
<td>29-39</td>
<td>9</td>
<td>5.6 (3.50)</td>
<td>2.6 (3.40)</td>
<td>4 (5.66)</td>
<td>14.6 (16.32)</td>
<td>19.7 (20.14)</td>
</tr>
<tr>
<td>40-50</td>
<td>5</td>
<td>4 (2)</td>
<td>3.4 (2.19)</td>
<td>4.8 (2.77)</td>
<td>10.6 (4.77)</td>
<td>18.4 (12.54)</td>
</tr>
<tr>
<td>50+</td>
<td>7</td>
<td>13.3 (17.1)</td>
<td>9 (10.02)</td>
<td>6 (5.45)</td>
<td>14.3 (13.3)</td>
<td>48.4 (57.06)</td>
</tr>
</tbody>
</table>

Table 3. Analytic data of video game usage in sessions by gender.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Participants, n</th>
<th>Total app usage sessions</th>
<th>Journal sessions</th>
<th>Guided breathing activity sessions</th>
<th>Cognitive monsters sessions</th>
<th>Interaction with characters sessions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>13</td>
<td>7.7 (12.18)</td>
<td>4.5 (7.48)</td>
<td>4.2 (5.2)</td>
<td>4.5 (3.54)</td>
<td>13.2 (14.18)</td>
</tr>
<tr>
<td>Female</td>
<td>17</td>
<td>5.1 (5.83)</td>
<td>3.1 (4.55)</td>
<td>3.1 (3.69)</td>
<td>8.2 (9.23)</td>
<td>14.1 (14.26)</td>
</tr>
</tbody>
</table>

Participants’ comments during the interviews shed some light on the variability observed in the use of the video game. It is possible that participants who used the game more frequently did so because it was relatable to their circumstances: “I mean, it’s pretty relatable” (Female, age 25). “…you could see areas of where it would apply to any anyone, you know?” (Male, age 72).

They also mentioned that they liked the diversity of the characters and could relate to the scenarios being presented:

Like, for example, when I was talking to the lady and she was explaining how they couldn’t have visited her for a while…her family members. It did come like it’s something that I correlate to my own story… I did come to realize that, hey you know what? It’s not me only. Different people are going through different troubles in their life under this pandemic and obviously…different people are being affected in a different way. [Male, age 28]

However, participants who did not use the game very frequently thought that the content and design did not apply or seem relevant to them:

I mean, you know a lot of times it didn’t apply to me as a person. I guess I would have liked something where it was more…I know you can’t do it, but more of a live chat where I’m saying, I’m feeling this way, and then it would be more like…okay let’s see what we can do to help you, you know what I mean? So more of that versus the stock, kind of, things and stuff. Like to appeal to me as an adult, you know? And depending on the age category that this is being marketed to, I mean, if it’s a younger, yeah, it would be fine as is, totally, you know? But people that are older, like myself, have dealt with plenty as most older people have that…people as they’ve gotten older have. I just want more challenges so I really would have to think and strategize and think, okay, this is what I would do and if I want to be positive and, you know…um, and I want to conquer the negativity this is what I got to do, you know? [Female, age 54]

I noticed that there was a theme just related to COVID there in it…and some of it is relatable and some of it isn’t…I think there was a bit of a limitation in that feature. Like when going back to work and putting myself and there or sending kids to school. Like those don’t apply to me so… [Male, age 28]

Participants also mentioned that they enjoyed being able to select their avatars and make the avatar look like them, and they liked the diversity (n=15) of the avatar options:

I mean, that was the first thing that I did when I opened the app. Um, I really… I enjoyed that probably the most right at the beginning…I enjoyed having my little character, and it looked like me, running around the island. [Female, age 31]

I really liked the diversity in the other avatars that were there. So to be able to customize my own avatar,
I feel like that’s nice and like that’s a bonus. ...make it a male or a female, you know, make it a different skin color, be able to wear a different color of clothes ‘cause, you know, like I feel like colors also calm me down. So if I see a lot of bright colors, I don’t like it. I like it light coloring. So, I would definitely personalize it to like a white or something like that to just, again, calm me down and like, you know, I can release my stress basically. [Female, age 25]

Several participants (n=20) also mentioned they would have used the video game more often if there was more variety in the activities, if the activities were more interactive (n=10), and if there were additional levels (n=10). Participants recommended having increased complexity in the video game in terms of unlocking levels and having a sense of progression over time with the advancing levels (n=10):

Uh, but I think it could improve if there were more stress related exercises. More like that breathing exercise. That helped me... to bring down my stress, to you know, have my, um, let’s say my breath more normal. It helped me to relax but ...it’s like okay, what else? I want to learn another exercise and there are no more exercises. [Age 50]

The star system made no sense to me. It seemed pointless. I just need progression. I just need to continue going forward. Um, I’m not into stuff...or just like constantly battling the rabbits, getting knocked down. I think there’s eight or nine of them on that little island, and you bring them back down to normal rabbits, you turn off the app, you open it back up, and they’re all back there...kind of deterrent. So just some sort of forward progress. [Male, age 30]

Usability of the Video Game

After 2 weeks of using the video game, participants reported a mean SUS score of 73 (SD 17; median 76, IQR 43-95; N=32). Almost two-thirds of the participants (21/32, 66%) scored greater than 68 on the SUS tool, indicating a score above average. Specifically, the majority of the participants (28/32, 88%) found the video game easy to use and believed that most people can learn to use the video game quickly. The majority of the participants did not find the video game to be too complex (26/32, 82%) or cumbersome (24/32, 75%). The video game scored lower on being inconsistent to use (63%, 20/32) and being well-integrated (17/32, 53%). Participants were divided on how often they would like to use the video game; 28% (9/32) of participants reported they would like to use it frequently, 34% (11/32) disagreed with this statement, and 38% (12/32) were neutral.

When we asked participants about the usability of the video game during the interviews, the responses echoed the quantitative findings; the majority of participants reported that the video game was easy to use (28/32, 88%) and easy to learn (28/32, 88%).

However, many participants shared some functionality issues with the video game, which could explain why it scored lower in the SUS scale with being consistent to use and with being well-integrated. The most common complaint was the login process. Nineteen participants (out of the 32 we interviewed) mentioned experiencing issues with the password and login process. There was some indication the preference would be to have a login and password that could be easily remembered or saved; the experience of having to copy and paste the password limited their ease of access to the video game. Participants mentioned that immediate access would be preferable during times of stress:

...the annoying part was at...it doesn’t save your username and password...because the password is like this long thing, I had to keep copying and pasting it...and then the username, I just had to like remember it and that that like turned me off from using it. Like if it if it saved your login, that’d be much easier; like when you’re stressed, you can just click on it and go in. But then it stresses you more out to have to go into your notes on your phone and copy and paste the password. [Female, age 23]

Another common complaint was not being able to find instructions on how to navigate the video game and a lack of detailed descriptions of the features:

So, for me, it would have been helpful if maybe there was some signs or labels, um, or arrows or something like that to kind of help me move around the app so I could go back to these favorite things that I like to do. [Hmm, hmm] uh, ‘cause I found...I did get kind of lost a couple times. [Female, age 31]

These complaints were expressed by participants across all age groups and genders as well as stress levels.

Another finding from the interviews was that many participants were unaware or were unable to find certain features of the video game. For example, a number of participants mentioned that they would have liked to customize some aspects of the video game, including changing the music, joystick, and timing for the breathing sphere, which were all features that were already present. Therefore, the video game settings were not visible or readily accessible to the participants.

The SUS result showing that participants were divided in how frequently they would like to use the video game was partially explained by how they perceived the design and why they were using the video game.

In terms of the design, some participants expressed that they found the design appealing (n=17) while others did not (n=15). Their like or dislike of the design was linked with how frequently they would like to use it. Of those who liked the design, they found the video game to be “creative,” “appealing to the eye,” and “liked the 80s vibe, the nostalgic, happier times.” Participants who did not like the appearance of the app remarked that it was not sophisticated, “rudimentary,” “amateur,” and not “polished.” Two participants thought that the characters needed to be more realistic in 3D and less pixelated and clunky.

I liked the cartoon aspect. ...there’s a lot of different games and apps that are so focused on their graphics...that it’s just like it’s too overplayed. I liked
the kind of like fantasy world. I like the cartoony stuff. It is...it just sets a different tone. You know that you are not necessarily yourself and you get like a break from, uh, reality type thing. So it’s just...I like that concept. I liked the outlook and the way everything was laid out...So it was good. [Male, age 30]

But they look...I mean, I prefer a little bit more intensity in the character...just more advanced looking, you know, in terms of the character designs...they have little...kind of jaggedy. Like, because of the way it’s designed, the characters. I just prefer it being a better...better in quality, I guess...of design...it looks too...like not current, you know, in terms of design, um, and that’s the coding, I guess. I just want them to look more sophisticated and more modern, even though it’s a it’s a quaint village. It’s just the coding, uh, the programming of it... [Female, age 54]

We found that participants’ experiences with the video game varied depending on their motivations for using it. For example, those who specifically sought to explore strategies for addressing stress and anxiety (n=23) found that certain features were useful or helpful in dealing with their stress, or if it was not useful, that it was a feature that could potentially be useful to others. For those who were curious or interested in the gaming aspect (n=7), we found that they did not engage with the features to any great extent and therefore did not like the features or find them to be useful.

...definitely I liked the fact that the...it is in the format of a game, uh, which I can control. Um, the other feature I really liked was how it would give me different stress coping methods or like different techniques, um, to try out and see if it can really help me with stress management...cause, as I said, you know, um, the reason of feeling stress was, you know, when you’re alone in COVID, you don’t get to go out with your friends. So I guess I was...with the use of app, I was using it as a friend. [Hmm, hmm] um, to kind of have conversations with those different, um, you know...the people that were in the app and, uh, just exploring the different areas and, you know, exploring what activities are in built in the app... But, yeah, overall, it’s a great, creative app, which will...I feel will really help out, um, people in terms of stress management. [Female, age 25]

Several participants (n=15) said they may reengage if improvements were made, including more interactions, better defined goals, and having more levels:

Well to be honest, if it is kept as is, I’ll be honest with you I don’t think so I’ll be using it much. Maybe once in a blue moon but obviously if the app is updated and like I said you have more interaction and the overall aspect feels more connected, sure like maybe even once a day I wouldn’t mind just for like two or three minutes in between breaks just to have refreshing change in scene basically. [Male, age 28]

...I didn’t continue to engage because it would just say the same thing. I think that if they said something different, like depending on the day of the week, and they had like more things to say, then I would go to them... [Female, age 23]

Perceived Stress

Twenty-eight out of the 32 participants completed the PSS at baseline and follow-up. To compare the baseline PSS score to the follow-up PSS score, we conducted a paired t test using SPSS.

Results indicate that there was a significant difference in the participants’ PSS score at baseline compared with that at the 2-week follow-up ($t_{27}=3.628$, 95% CI 2.785-6.430; $P=.001$; Table 4). The mean difference between baseline and follow-up PSS score was a decrease of 4.1 points and a medium effect size of $d=0.67$.

However, results from the question “To what extent do you think this app reduced your anxiety?” showed that most participants found the app to be neutral in reducing anxiety with a mean score of 4.59 (SD 2.769, range 0-10)

---

**Table 4.** Perceived Stress Scale scores at baseline and follow-up (n=28).

<table>
<thead>
<tr>
<th>Time point</th>
<th>Mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>22.14 (6.19)</td>
<td>10-33</td>
</tr>
<tr>
<td>2-week follow-up</td>
<td>18.04 (6.08)</td>
<td>6-29</td>
</tr>
</tbody>
</table>

**During the interviews, some participants thought that the video game was “great” for “winding down” and found that the video game offered a distraction (n=5), particularly from everyday life, and the gaming feature was engaging.

...like it was too obvious that it was, you know, um, not a game. There was, you know, very like okay, all right, this is an educational thing. This isn’t actually meant to be fun. It’s just trying to teach you something...like I didn’t read it in depth. I was more okay with, you know, a quest for me or are you going to give me an item or something like that. So, I clicked through it and I didn’t get anything, so I think that was it. like I’m not really getting much out of this. [Male, age 30]
In the interviews, participants suggested that the “breathing sphere” had the most direct impact on their stress reduction (n=13), and that it was a skill they incorporated into their lives, even when they did not use the video game. The other features seemed to help in terms of providing a distraction.

When you breathe in and then it will shrink in size indicating when to breathe out. I think that was probably, in terms of stress reduction...that was probably the most important feature of the whole app because that was when I could feel that, okay, this is really designed to help me in terms of stress levels. And I think that was probably my favorite feature of the app as well. And, uh, I found it useful actually in that goal as well for reducing stress. Maybe not a...maybe not too much but a little bit it did...I feel reduce a little bit of my stress. [Male, age 39]

...the breathing exercise just kind of helped me focus and it did a really good job with me using that app and not being distracted with other stuff in the room and helping me slow my breathing down and take some deeper breaths. It seemed to kind of relax my body quite a bit, which was nice. ... even though I wasn’t using it, what I remembered was the breathing and then...I was deepening my breathing and kind of doing slow breathing. So it was the one that impacted me the most even when I wasn’t using the app, I remembered about it and I did deeper breathing, slowing breathing. So it reduced my stress the most. [Female, age 31]

While there was recognition of the cognitive restructuring and community support in the video game through combating the wererabbits and interaction with the characters, respectively, only a few participants specifically mentioned that they found it to be effective in addressing their stress. Others found it to be a fun, distracting activity.

I think one of my favorites was probably like the understanding yourself through the characters and, um, and how psychology was kind of integrated into the storyline like for example, cognitive restructuring. That’s something I knew of but I didn’t know what it was called like it just made me realize and getting to know myself better and the way I think. And putting the name to that and that was interesting. But, um, at the...in terms of the interactions themselves and, and the tips that they provide, they were useful in understanding your feelings. [Male, age 28]

...the six monsters that...evolved from rabbit...and they kind of like, uh, represent...stressful ideas that you may have, uh, psychologically. So in this case, you are able to try to correct your thoughts in order to relieve the pressure. So I think in this way...I mean the steps seem very good...when I to try to fight each of the monsters into rabbits, I find that there’s actually kind of thoughts and family experience about how hard it is. But in that case those are other stressful situations but once you fight the monsters you’ll be able to find your correct thoughts I believe and they help you to relieve your stress. So those are the useful steps. I think it’s very good for young people and the older people if they are very stressful. [Male, age 25]

There were also various perspectives about behavioral activation features, which included the journal and goal-setting exercises. Some participants (n=16) thought that the features were helpful and that it helped them reflect and reduce their stress:

I could look back and see what I wrote and just like, oh yeah, that was kinda crappy that day...Or maybe cause it was raining out and it minus two and I was just not happy or whatever. But, yeah, I could reflect on the past journals which was helpful. I found that more kind of helpful than maybe writing for the day although when I wrote for the day, I would write all like...like that’s where I’d write everything, so I was kinda dark. Like, I wasn’t like looking optimistic...if I was negative, I’d blurt it all out. If it was, uh...you know, if I was mad at somebody I’d blurt it all out like I didn’t hold back so that was the place to do it rather than, you know, carrying it with me. So, yeah. Oh, yeah. It did. It helped me [with stress], uh...yeah. There was stuff I wrote, and I’d look back and go yeah, okay I keep saying I’m going to do this so now I gotta do this. You know, so it challenged me. Yeah. The whole put up or shut up kinda thing. Right? Um, I found that was good [goal-setting] because I put some stuff on there that I never really have done recently in the last...not just COVID, just in my life so I thought, you know, no I’m going to write things in there that I’m going to maybe make a life changing, you know...like just to try and alter my whole mindset so, uh, yeah I found it...I mean I’m still...there’s still a couple of goals that I haven’t hit but I’m keeping them there just to, you know, maybe one day I’ll be able to get past it. [Male, age 56]

Most participants who did not use behavioral activation features (the journal) thought that it could potentially be helpful to others:

So I would say I didn’t use it. I wasn’t too frequent in using it. But they were okay. Like there’s nothing wrong with them when they’re just for other people. I personally don’t use journals and like activity. Like I don’t really note things down like that...uh, like in a book or somewhere, so on a...I mean it in in one way you could say that that really didn’t attract my attention either. [Male, age 39]

Discussion

Principal Findings

This manuscript describes the development and usability of a video game designed to help people reduce their stress during COVID-19 by gamifying CBT features. A variety of clinical recommendations were derived from the whiteboard consultations, where the results directly informed the game content, including having exercises related to behavioral activation, cognitive restructuring, mindfulness, and community supports. Further, the developers were mindful about developing a game that did not have addictive qualities, followed strict
privacy requirements, did not involve an intent to commercialize (in order to maximize uptake and help as many people as possible), and was developed with inclusivity and ethical standards. Having these features in place might help with the adoption and longevity of the video game following the pandemic [34]. In particular, ensuring privacy concerns were met and that the video game was not addictive were particularly important, since several researchers have highlighted the need to enhance security and raised concerns on unhealthy use of technology in digital games related to mental health [35-37].

This study showed that most participants used the video game an average of six times, and the mean usability score was 73 on a scale of 0 to 100 as measured by the SUS. This SUS score corresponds to being “good,” as proposed by Bangor et al [38]. These findings are similar to other digital interventions addressing stress [39-42] and are encouraging, since Champion et al [42] found that improvements in stress can be achieved through short-term engagement (an average of six times) with a mindfulness-based cognitive therapy mobile app. Participants echoed some of the quantitative findings in the interviews, saying that the video game was easy to use, but mentioned a few functionality features that could be improved. They also mentioned they would have used it more often if there were more features.

In terms of stress reduction, this study showed that there was a significant difference in the participants’ PSS scores at baseline (mean 22.14, SD 6.187) compared with those at the 2-week follow-up (mean 18.04, SD 6.083; t\(_{27}=3.628, P=.001\)). The mean difference between the baseline and follow-up PSS score was a decrease of 4.1 points and a medium effect size of \(d=0.67\). This mean difference in PSS score is similar to the results found in other studies examining the effectiveness of mobile-based stress management apps [42-46]. Likewise, the findings from this study add to the existing array of literature that have demonstrated video games such as the Legend of Evelys to be effective in lowering psychological stress and improving mood [17,18,47-49]. Participants mentioned that using the video game distracted them from their daily stressors, and that the mindfulness exercise was particularly useful at moments of stress.

The usability results are encouraging and warrant further study on the real-world effectiveness of the video game.

Limitations

This study had several limitations. First, the sample size for the study was small. We recruited a minimum of 3 and a maximum of 5 participants in each age and gender group, with the exception of males aged 40-50 years, where we were unable to recruit any participant. For the purpose of assessing usability of the video game, studies have demonstrated that most usability problems are detected with three to five users [50]. As a result of the small sample of participants, we were limited in our ability to stratify the findings by age, gender, and other variables of interest. Second, there was no control condition, which limits our ability to understand if any changes in the PSS score are due to using the video game rather than other factors. While we assessed participants’ self-reported stress at baseline, we did not account for any past or current COVID-19 exposure and its possible impact on stress. However, the majority of the participants reported experiencing moderate to high level of stress at baseline (25/30, 83%), which may be attributed to the impact of the pandemic on their mental health. Furthermore, we excluded individuals reporting any other psychiatric illness. It is important to note that the purpose of this study was to examine if people would use the video game and their perceptions on playing it as a stress reduction strategy. Assessing the effectiveness of the video game as a stress reduction strategy was beyond the scope of this study. Third, it should be noted that 66% (21/32) of participants were single (never married), which is higher than the case reported in Ontario’s 2016 census [51]. Similarly, compared to the 2016 census [51], a larger proportion of participants in this study had a college or university degree. Another limitation is the limited period that the video game was tested by each participant; however, given that the video game had a short storyline and only four CBT features to test, the time was likely of sufficient length.

Conclusion

Through this collaboration and development of the video game, we have established that it is possible to gamify CBT exercises to address stress while also establishing an inclusive, secure, and ethical design that is inclusive of users with different abilities. Participants used the video game an average of six times over a span of 2 weeks. The findings demonstrated good usability of the video game and significant reduction in users’ perceived stress within this short time frame. While we recognize video games as a promising strategy to help people with their stress and anxiety, we have also identified several limitations of the study that limit our ability to fully understand its impact on stress reduction. As a next step, further study is needed to examine the real-world effectiveness of the Legend of Evelys in reducing anxiety.
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Multimedia Appendix 1

Screenshot of the Legend of Evelys app showcasing user interactions with characters in the video game.
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Multimedia Appendix 2

Screenshot of the Legend of Evelys app showcasing the cognitive restructuring activity where users encounter a fight with a “cognitive monster”.
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Abstract

Background: During the COVID-19 pandemic, to prevent the spread of the virus, federal regulatory barriers around telemedicine were lifted, and health care institutions encouraged patients to use telemedicine, including video appointments. Many patients, however, still chose face-to-face (f2f) appointments for nonemergent clinical care.

Objective: We explored patients’ personal and environmental barriers to the use of video appointments from April 2020 to December 2020.

Methods: We conducted qualitative telephone interviews of Mayo Clinic patients who attended f2f appointments at the Mayo Clinic from April 2020 to December 2020 but did not utilize Mayo Clinic video appointment services during that time frame.

Results: We found that, although most patients were concerned about preventing COVID-19 transmission, they trusted Mayo Clinic to keep them safe when attending f2f appointments. Many expressed that a video appointment made it difficult to establish rapport with their providers. Other common barriers to video appointments were perceived therapeutic benefits of f2f appointments, low digital literacy, and concerns about privacy and security.

Conclusions: Our study provides an in-depth investigation into barriers to engaging in video appointments for nonemergent clinical care in the context of the COVID-19 pandemic. Our findings corroborate many barriers prevalent in the prepandemic literature and suggest that rapport barriers need to be analyzed and problem-solved at a granular level.

(JMIR Form Res 2022;6(5):e37012) doi:10.2196/37012
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Introduction

Telemedicine consists of using technology and telecommunication infrastructure to deliver health care–related services remotely. Options for telemedicine include speaking to a health care provider live over a phone or video call and sending and receiving messages using a secure online messaging platform (eg, a patient portal) [1]. Before the COVID-19 pandemic, use of telemedicine and video appointments, in
particular, was minimal. At the onset of the pandemic, however, regulatory barriers limiting reimbursement for telemedicine were lifted [2] to increase consumer and provider willingness to use telehealth options that would have the potential to improve patients’ access to care, reduce demand for overburdened emergency health services, limit potential disease exposure, and minimize the need for scarce personal protective equipment [3]. Despite efforts by health care systems to promote telemedicine during the pandemic, many patients still chose face-to-face (f2f) appointments for nonemergent and noninterventional clinical care [4]. This qualitative study examined patients’ perceived and environmental barriers to the use of telemedicine during the COVID-19 pandemic from April 2020 to December 2020.

A systematic review conducted before the pandemic indicated that non-English speaking patients living in low socioeconomic status neighborhoods were significantly less likely to choose a video visit. Other barriers to adopting telemedicine found that top barriers included lack of reimbursement by insurance companies, patient reluctance to engage with technology, low levels of digital literacy, and a lack of access to internet and digital devices [5]. Although insurance companies and the federal government mitigated the lack of insurance coverage for video visits shortly after the pandemic began [6], other personal- (eg, age, gender, digital skills, and knowledge) and environmental-level (eg, where the person lives, internet access, support, household size, set-up) barriers during the pandemic require investigation. We focused on personal and environmental factors that might have affected patients’ willingness or ability to use telemedicine, opting to conduct a qualitative study because little is known about how the pandemic may have shifted patients’ perceptions of telemedicine. Our results will inform strategies to support the future use of telemedicine.

Methods

Participants

We used a stratified, purposeful sampling strategy [7] to identify participants using the Mayo Clinic electronic health record. The eligibility criteria were (1) age greater than 18 years as of April 2020; (2) established patient at Mayo Clinic Midwest (Rochester or Mayo Clinic Health System), Florida, or Arizona; and (3) attended f2f appointments at the Mayo Clinic but did not utilize Mayo Clinic video appointment services from April 2020 to December 2020. Our goal was to include an equal number of participants by race, sex, location (Midwest, Florida, and Arizona), and outpatient primary care practice and psychiatry. We chose to focus on both primary care and psychiatry as they are settings where patients visit for health maintenance monitoring and medical management that are nonemergent, are noninvasive, and include a broad number of medical and psychiatric conditions, therefore making them suitable for a video appointment. We were especially interested in psychiatry patients and those seeking mental health care due to mounting evidence showing that anxiety and stress have increased significantly among these patients during the COVID-19 pandemic [8]. We estimated we would need about 36 interviews (12 interviews per Mayo Clinic enterprise location) to achieve data saturation whereby no new themes are being identified [9-11]. Furthermore, the goal of our purposeful sample was to glean rich in-depth information from individual interviews, and we plan to use our results to design and subsequently administer a quantitative survey assessing barriers [12]. To assess saturation, we reviewed interviews completed on an ongoing basis to assess if we were capturing an adequate range of patient experiences with our interviews.

Participants’ resident zip code was used to determine rurality based on Rural-Urban Commuting Area (RUCA) codes. For this study, we defined rural as RUCA 4-10 (vs urban if RUCA=1-3) [13]. Zip code data also allowed us to use the 2015 American Community Survey to estimate median household income as a surrogate marker for participants’ socioeconomic status [14,15].

Study Procedure

Eligible patients were recruited via email, the Mayo Clinic Patient Portal, telephone, and mail. Social media ads were also posted on Mayo Clinic’s Facebook and Twitter accounts so patients could call to participate in the study. Patients who responded were enrolled in the study after being screened via phone and deemed eligible. Patient recruitment ended when we met the target sample size of 36 participants. Once consent was obtained, participants completed semistructured interviews via telephone, and interviews were digitally transcribed. Transcriptions were then verified for accuracy by 2 study team members (NMR, IWW). After completing the interview, participants were provided with a US $25 remuneration in the form of a cash card. Interviews were conducted between July 2021 and September 2021.

Ethical Approval

This study was approved by the Mayo Clinic institutional review board (21-00452).

Semistructured Interviews

We developed a semistructured interview guide that was pretested with volunteers (nurses, providers, and study staff) for duration, flow, and content. The interview guide was developed by the authors (PS, PS, TAB, CAP) and sought to elicit the following domains based on our study objectives: (1) COVID-19 experience that shaped the decision to engage in f2f appointments, (2) perceived benefits of f2f appointment and barriers to video visits, and (3) recommendations to increase future use of video appointments (see Multimedia Appendix 1). Interviews lasted approximately 45 to 60 minutes and were conducted in English by 3 study team members (NMR, IWW, and LMW). The interviews were highly flexible with probes for elaboration and clarification to obtain detailed accounts. This type of interview is advantageous when limited knowledge exists about the phenomena of interest [10,11].

Qualitative Analysis

QSR NVivo software, version 10 [16], helped facilitate response-theme generation with codes and categories based on themes emerging from the interviews. Two study team members (PS2 and ARS) coded responses together, discussing any coding discrepancies until reaching consensus and consulting a third
study member (PS1) when necessary [17]. We extracted themes for analysis with code endorsement or elaboration in several interviews. In addition to open coding, we conducted planned comparisons by sex, age, and clinic site.

**Results**

**Participant Characteristics**

The final study sample was composed of 36 participants who attended f2f appointments during the April 2020 to December 2020 period of the pandemic. The median age of participants was 60 (SD 14.31) years. Of the 36 participants, 12 resided in the Midwest, 12 resided in FL, and 12 resided in AZ. Our sample of participants was diverse in gender (16 women and 20 men), race (21 White, 11 Black, 2 biracial, and 2 Asian), and education (15 with a bachelor degree, 13 with a graduate degree, 3 with some college degrees, 2 with associate degrees, and 1 with some school). All the participants had English as their preferred language. Most participants (32/36, 89%) were urban residents, and the estimated median household income was US $75,417 (IQR $61,730-$91,045).

**COVID-19 Experiences That Shaped the Decision to Engage in F2F Appointments**

We found that nearly all participants adhered to some degree of COVID-19 safety precautions. For example, 1 participant stated the following:

> Well, the only thing is, we just were following the rules of wearing facemasks and not dealing with crowds and things like that. That was the change, but other than that. We got our shots as quickly as we could during the time. We would continuing go shopping and things like that but using the precautions of six-foot distances and different—whatever was recommended at that time.

Only 2 participants expressed skepticism about the pandemic: one concerning the severity of COVID-19 infections and the other doubting the information related to COVID-19 through authorities and news media. For example, a White, male participant with some college credit mentioned:

> I did get COVID personally. I didn't feel that it was that bad. It was no worse than any other illness that I've had before like getting the flu...I guess I don't feel like that the illness affected me in any way, shape, or form, or anything that I know. I don't really believe that it's as serious as the media or anybody makes it out to be. I personally had it. My entire family had it. I know dozens of people that have had it, and no one even went to the doctor for it.

Nearly all participants expressed that they felt safe from COVID-19 infection when attending f2f appointments. However, a few participants stated they would prefer a video appointment if infection rates were high in their area.

All participants conveyed a general trust in the Mayo Clinic, implying that the institutional guidelines limiting the number of persons in the patient waiting rooms and the patient screening of COVID-19 symptoms entering the hospital made them feel safe attending f2f appointments. Participants emphasized that personally adhering to masking and social distancing guidelines also made them feel safe attending in-person appointments at the Mayo Clinic. For example, a White, male participant with a bachelor’s degree stated:

> I never thought about delaying care. I always felt safe coming to the clinic. I think about it even then when Mayo required masks. It’s like, well, yeah, it relieves you a little bit...Well, if we need to go, well, we’ll go. We felt safe. I think if I see the rate—if the rates went [up] or it’s been getting bad, I would prefer to use a virtual appointment if I could.

**Patient Perceived Barriers to Video Appointments**

We identified 9 major themes within this domain that are reported subsequently: (1) f2f rapport, (2) f2f diagnostic and therapeutic advantages, (3) habit, (4) privacy and internet security, (5) digital literacy, (6) internet access, (7) bodily intimacy, (8) billing, and (9) patient portal. The corresponding quotes related to themes can be found in Table 1.
Table 1. Overview of thematic barriers to video appointments, with representative quotes.

<table>
<thead>
<tr>
<th>Barrier and subdivision</th>
<th>Representative quotes from participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Face-to-face rapport</strong></td>
<td></td>
</tr>
<tr>
<td>Personality</td>
<td>• “Just the comfort level. If we just met with somebody, it’s so much easier to explain.” [57-year-old Asian man, Midwest]</td>
</tr>
<tr>
<td></td>
<td>• “I can express myself more, maybe, with her [provider], with her [provider] questions and answers and whatever when I’m there.” [82-year-old White woman, AZ]</td>
</tr>
<tr>
<td></td>
<td>• “I think video visits are just not personal enough. They can see maybe a hundred people on video a day.” [60-year-old African American man, AZ]</td>
</tr>
<tr>
<td></td>
<td>• “You just have a little screen to look at…I’m old fashioned I suppose.” [57-year-old White man, Midwest]</td>
</tr>
<tr>
<td>Visual emphasis</td>
<td>• “...I’m a visual person. I have to see for talking to—I prefer that rather than doing—I know it would have been too, but it’s just not the same as things upfront and person to me.” [70-year-old African American woman, AZ]</td>
</tr>
<tr>
<td></td>
<td>• “I just like to look in the eyes and be there when the provider’s talking to me versus doing it on the video.” [72-year-old White man, FL]</td>
</tr>
<tr>
<td></td>
<td>• “Actually, seeing the person.” [67-year-old African American man, FL]</td>
</tr>
<tr>
<td>Auditory emphasis</td>
<td>• “When I want to go see the doctor, I want to speak to my doctor.” [30-year-old White man, Midwest]</td>
</tr>
<tr>
<td></td>
<td>• “When I go for a visit to my doctor, I like to speak to my doctor, I’m old. I’m not into all these texting people, phoning people. I like to talk to people. That gets the true picture of who they are when you sit and talk to them.” [60-year-old African American man, AZ]</td>
</tr>
<tr>
<td>Therapeutic emphasis</td>
<td>• “I like my doctor a lot, and I just thought I’d feel better if I could be there and visit with her [provider], especially when I started getting depressed.” [82-year-old White woman, AZ]</td>
</tr>
<tr>
<td></td>
<td>• “It’s the physical medicine doctor, and we’re about seven years apart in age. I’ve known her for perhaps five years, and the two of us just click, and I talk to her [provider] on the phone sometimes, but seeing the actual person, your friend, your doctor, that tends to be a comfort to me.” [40-year-old White woman, Midwest]</td>
</tr>
<tr>
<td></td>
<td>• “I wanted to see her [provider] in person because also, then I could briefly talk to her about more personal things just for briefly, not for a mental health visit, but in a way it was a tiny mental health visit too.” [73-year-old White woman, AZ]</td>
</tr>
<tr>
<td>Face-to-face therapeutic advantages</td>
<td>• “I believe when you’re looking at somebody from a distance of feet, your understanding of basic condition is much better than across a screen. Simple things like ADHD patients, I was talking to my cousin who’s a psychiatrist, he thinks he thinks just the way the person sits, or moves, or fidgets, and the things like that you get a lot of—an experienced doctor can make out those things that are unwritten. You miss those signals when you’re across the screen.” [57-year-old Asian man, Midwest]</td>
</tr>
<tr>
<td></td>
<td>• “I’ve been to appointments with just a regular routine physical where my doctor’s seen something that I didn’t see.” [30-year-old White man, Midwest]</td>
</tr>
<tr>
<td></td>
<td>• “For some of my appointments, I think they’re okay, but when somebody needs to really check out what’s going on inside, I think a person-to-person is much better.” [61-year-old White man, FL]</td>
</tr>
<tr>
<td></td>
<td>• “The other thing is, given that this was an orthopedic complaint, I felt that there would probably be limitations to what could be observed, diagnosed, etcetera over a zoom call, and in fact, I ended up being fitted with a brace there for a few weeks during that appointment, which would have been offered if it was something.” [36-year-old White man, Midwest]</td>
</tr>
<tr>
<td>Habit</td>
<td>• “Yeah, because I was going to see a psychiatrist...I would say it was probably just out of routine.” [50-year-old African American man, Midwest]</td>
</tr>
<tr>
<td></td>
<td>• “Other than just being new to me—I’ve never done it that way, so I guess that initial change to doing it with that method. Yeah, other than just being new to me, I’d be open to it.” [48-year-old White man, Midwest]</td>
</tr>
<tr>
<td>Privacy and security</td>
<td>• “...when you’re on a computer, you have no idea who could be listening or who it could be—who could hear you or see your or whatever. There’s a security risk there too, and not on the hospital’s end, but on your personal computer’s end or phone or whatever. There’s always a slight security risk.” [30-year-old White man, Midwest]</td>
</tr>
<tr>
<td></td>
<td>• “I know that I would feel very, very private with it the other way. I’m not sure who would be listening to me otherwise.” [76-year-old White woman, FL]</td>
</tr>
<tr>
<td></td>
<td>• “I think that’s a wonderful platform for it, if we’re staying on top of the security, the information security, but there’s enough times that you just got to have that capability to be seen in-person.” [36-year-old White man, Midwest]</td>
</tr>
<tr>
<td></td>
<td>• “to do a telemedicine visit with a psychiatrist, I had absolutely no place in my home away from my husband to have a private conversation…For me, my husband was—it’s hard to believe that a well-educated woman, like me, I mean, I always vowed this would never happen, but I couldn’t even have my door closed to my room while I am on the phone or doing anything.” [73-year-old White woman, AZ]</td>
</tr>
</tbody>
</table>
**Barrier and subdivision** | **Representative quotes from participants**
--- | ---
**Digital literacy** | • “First of all, I would’ve had to have my daughter come and help me if the appointment was online.” [82-year-old White woman, Arizona]
• “The barriers are we aren’t set up for it here at the house. I personally struggle with the technology probably more than somebody almost 73 should.” [72-year-old White man, FL]
• “I’m an older person, but people who are older than me have a problem using computers sometimes. It’s more a mental thing than anything. I think they don’t want to learn computers or do anything with them.” [66-year-old White woman, AZ]

**Internet access** | • “I do not have internet, and as a matter of fact, I’m standing in the one place on my property where I have service right now.” [30-year-old White man, Midwest]
• “Yeah, ’cause some places it may take them a while to link up, and by the time they send it, it’s dead.” [62-year-old African American man, Midwest]
• “The internet connection living in a rural area is a harder thing. We use a DSL line, so it is supposedly high-speed internet over a phone line, but it’s really not high speed, and a lot of the video sorts of things, the few times I did have to do Zoom calls for work or other social clubs, etcetera, part of my unsatisfaction with it was just that it was choppy, cutting out, etcetera, a lot.” [36-year-old White man, Midwest]

**Body intimacy** | • “Well, yeah, there are a couple I would prefer face-to-face. One of them is urology… I would prefer that because I’ve had surgery in that area, and I would prefer talking face-to-face.” [84-year-old African American man, AZ]
• “I really don’t want to point the camera in some places that you need to point in a doctor’s visit.” [62-year-old American Indian man, AZ]

**Billing** | • “I don’t know that I would be comfortable getting charged the same amount if it was a telehealth appointment versus face-to-face.” [55-year-old White man, Midwest]
• “Well, what they need to do for billing is they need to know a hundred percent whether the insurance covers it or not before do it. The thing about it, I should not pay 240$ for something and come to find out my insurance paid for it.” [60-year-old African American man, AZ]

**Patient portal difficulties** | • “Well, I guess it comes on where you have to put in your password or whatever. That’s where I’m stuck. I don’t know what I’m doing wrong. I just have trouble.” [82-year-old White woman, AZ]
• “If you’re depending entirely on a phone, it’s harder because it’s a little screen. Then you have to get into the app, you have to type it with two fingers. Not everybody is good with that.” [57-year-old Asian man, Midwest]
• “I had some confusion trying to find the link to get to Zoom.” [54-year-old White woman, Midwest]
• “It’s just that it’s that technology barrier, and there’s so many people on the wrong side of that barrier right now that I think the patient portal is just—it’s not—I don’t want to say useless, but it’s not the right way to handle the situation.” [30-year-old White man, Midwest]
• “I just loathe the portal, and even if I type in emails I get back these cryptic answers from who knows who it is in the department, and I end up calling picking up the phone and waiting and waiting and discussing it…the information doesn’t make sense, and to me it’s more stressful than just waiting for my appointment...” [71-year-old White woman, FL]
• “I didn’t know that I needed to download Zoom, so that was a barrier before the appointment. It was not a seamless link from your portal.” [53-year-old White woman, FL]

**Recommendations for improving telehealth appointments**

**Initial visits face-to-face; follow-ups on video** | • “It helps if you have one physical visit. For example, if you’re seeing somebody for the very first time, and you’ve never met them before, it might help that first visit is in-person...Because that way you’ve actually met. You’ve made eye contact once. Your comfort level has gone up a little bit. Now to conduct a second, third or follow-up calls on video might be a good idea.” [57-year-old Asian man, Midwest]
• “Maybe have the initial visits face-to-face and then subsequent visits over video.” [54-year-old White woman, Midwest]
• “…If I knew the provider, if I felt confident that the provider knew about the condition we were talking about, I think it would be idea for some follow ups.” [36-year-old White man, Midwest]

**Recommendations to help those with low digital literacy or limited internet access** | • “Just making sure that their systems are not bloated or bogged down to the point that if you are talking to a person that has DSL internet or even dial-up, you get out into the really rural areas where you don’t have cables for traditional high-speed internet, and that’s still a common reality in Minnesota and Wisconsin.” [36-year-old White man, Midwest]
• “Maybe you guys do this already but make sure that make people aware that they can do that [receive help setting up telehealth appointments], and that people do that all the time. There’s help available to help get you set up. Once they do one and it goes well, I’m sure they would do it again.” [66-year-old White woman, Midwest]
F2F Rapport
One of the most frequently mentioned barriers to engaging in video appointments was what we have coined “f2f rapport” (ie, the feeling that the typical flow of a social encounter or empathetic connection with a patient’s provider is disrupted in a video appointment). Further, 4 subdivisions of this barrier were identified based on the way it was expressed: visual, personability, auditory, and therapeutic.

Visual
Many participants suggested that not seeing one’s provider properly negatively affects rapport. These participants tended to be older patients. On further probing, several participants elaborated that it was the feeling of visual connection that is being lost during the video appointments.

Personability
Several participants expressed that video appointments lacked the “personal touch” of an f2f appointment and emphasized a higher level of comfort with their provider that allowed them to share their concerns more readily. These themes tended to cross all types of visits (primary care and psychiatry).

Therapeutic
Across psychiatry and primary care appointments, several participants stressed that they considered an f2f appointment therapeutic and appreciated engaging in f2f interaction with their provider, especially due to the social isolation and loneliness brought on by the COVID-19 Pandemic.

Auditory
A relatively small number of participants conveyed the f2f barrier in auditory terms. This was approximately half as common as expressing this barrier in visual terms. Participants emphasized their preference to “talk” or “speak” with their doctor and hear them directly rather than through a computer or smart device speaker.

F2F Diagnostic and Therapeutic Advantages
Many participants believed that, although their medical concerns could be addressed virtually, seeing their provider f2f would confer a diagnostic and therapeutic benefit (ie, participants felt that care they received in person would be superior to that received virtually). Furthermore, several participants called attention to the fact that physical examinations often discover unanticipated issues that would not be discovered over video.

Habit
Several participants expressed that their preference for f2f appointments was due to habit, routine, or preference for familiarity (ie, because they were not used to video appointments, had always done f2f appointments, and therefore implicitly felt more comfortable in f2f appointments).

Privacy and Internet Security
Several participants expressed a wide variety of concerns relating to patient privacy that can be categorized along 2 lines: fear of who might be listening in on either end of a video appointment and fear of who otherwise might have access to the content of a video appointment. The latter concern typically related to patient concern for compromise of the security of their internet connection. This concern was expressed in both psychiatry and primary care appointments.

Digital Literacy
Another common barrier was a lack of digital literacy. Numerous participants expressed concern that their lack of skill in operating technology prevented them from feeling comfortable utilizing video appointments. Moreover, many participants who themselves felt comfortable with technology expressed concern that elderly family members would struggle. Participants who communicated low digital literacy were overwhelmingly elderly or rural residing. In addition, with only one exception, participants with low digital literacy did not feel comfortable with or regularly use the patient portal—a prerequisite for using video appointments. Some elderly participants noted that they generally depend on a family member to help them use technology (ie, a digital navigator), mostly their children, and this person is not always present and available to help.

Internet Access
Internet access was primarily a barrier to engaging in video appointments if the participant was from a rural area. All participants who identified themselves as rural residing conveyed that internet access was a barrier to engaging in regular video appointments.

Bodily Intimacy
A few participants mentioned that they felt uncomfortable exposing certain parts of their body over video or in uploading photographs of private parts. Concerns of this kind were limited to the patients who scheduled appointments with their primary care physicians for urological, gynecological, and dermatological problems.

Billing
Several participants expressed concerns with how billing would be handled and conveyed that this constituted a barrier to engaging in video appointments. The participants conveyed that uncertainty about co-pays and how much expense the insurance company would cover created a barrier to video appointments. Furthermore, a few participants expressed that they would be uncomfortable being charged the same amount for a video appointment, feeling they were being provided a lower level of service compared to an in-person visit.

Patient Portal
Participants were also asked about their experiences with the patient portal, because the ability to use the portal is required to participate in video appointments. Most participants used the portal and found it to be mostly user-friendly, though participants who expressed they had low digital literacy nearly all struggled with the portal or did not use it. A few participants had trouble accessing the teleconferencing application required for video appointments from the portal. Most concerns with the patient portal, however, were particular to single patients and not recurrent. These individual concerns were highly reminiscent of low digital literacy concerns.
Patient Suggestions for Increasing Utilization of Video Appointments

Few participants had suggestions to offer. However, the recurrent theme among those who did was that video appointments were inappropriate for the first appointment with a new provider but acceptable for follow-up visits once rapport had already been established. A few participants noted the need for an institutional digital navigator who could immediately provide assistance if they are not able to connect to their provider virtually.

Discussion

Principal Findings

Our qualitative study provides information on personal and environmental factors that affected patients’ choice to not use video appointments during the COVID-19 pandemic within a large multistate institution for nonemergency and noninterventional outpatient clinical care. This preliminary study qualitatively explores patients’ telemedicine perceptions including barriers. Our findings will help inform the development of a large-scale survey that will guide future targeted interventions to increase the utilization and ease of use of telemedicine services.

The accumulated evidence from the early period of the COVID-19 pandemic (when this study was designed) showed that people had several misconceptions about the spread of COVID-19 [18] as a result of misinformation spread through social media platforms and other outlets. For example, some people believed COVID-19 was just a severe common cold without significant mortality [19]. In addition, before the development of vaccines, erroneous claims of achieving herd immunity by exposure to the virus were made [20]. Through the questions within domain 1 of our study, participants were prompted to talk freely about their COVID-19–related beliefs and perceptions and if those beliefs affected their decision to participate in f2f appointments. Our study is the first to explore such an association qualitatively. The results of our study indicate that the COVID-19 misconceptions may not have played a role in participants’ decisions to engage in f2f appointments. All participants in our study followed institutional and federal measures to mitigate the spread of COVID-19 during f2f clinical encounters, which probably motivated them to continue with f2f clinic care.

Within the second domain, we explored barriers associated with video appointments and factors that led participants to continue engaging in f2f appointments during the pandemic. We were interested if historical barriers to video appointments continued to exist during the pandemic. Like studies before the pandemic [5], our results indicate that participants who reported digital access and digital literacy as barriers to engaging in telemedicine were mainly older adults. Studies conducted before the pandemic highlighted that older adults struggled more with a poorly designed end user interface such as small text and computer screens and other digital skill tasks (scrolling down a menu tab, familiarity with a patient portal, or accessing a video conference link via the patient portal), which was supported by the participants in our study. These findings add to the existing body of literature and demonstrate that digital barriers (broadband access, digital literacy, and poor end user interface) continued to exist during the pandemic. Therefore, people with interrupted and limited digital access, such as those living in rural areas and those with limited digital literacy, such as older adults, may have no choice but to rely on traditional health care delivery methods such as f2f appointments. However, prepandemic studies have shown that older adults have demonstrated willingness to engage in technology and participate in telemedicine programs if the noted barriers are addressed [21,22]. Therefore, we propose a clinical practice change of assessing the digital competency of every patient so that digital solutions can then be applied based on the identified problem area. For example, people with no broadband access could be referred to a nearby free public hotspot or Wi-Fi access while also highlighting strategies to reduce privacy and data security concerns. We believe that those with limited digital literacy could be connected with institution digital navigator or support [23].

Lack of rapport has been highlighted in prior studies as a barrier to engaging in telemedicine care across different demographic subgroups [24]. Through the qualitative nature of our research, we present new findings by exploring this barrier in-depth with respect to patient sensory inputs and perceived therapeutic satisfaction with telemedicine care. This granular categorization reflects the diversity in which participants perceive lessened feelings of personability or connection with the clinician in video appointments. The most common subdivision of the “lack of rapport” category was the visual emphasis, followed by personability, then therapeutic, and finally auditory. We anticipate that these subcategories may not work in isolation and often interact with one another to define patient experience and perception. For example, patients who have trouble visualizing or hearing their clinician may report poor personal connection (personability). Future studies using quantitative approaches could explore how these subdivisions interact with one another.

More importantly, the unique nature of each subcategory, as highlighted in our results, has practical implications and suggests that attempts to alleviate the “lack of rapport” barrier cannot be one-size-fits-all. Accordingly, we recommend that digital access solutions be investigated to ameliorate rapport-related concerns. For example, digital navigators could provide and help patients use loaner devices with higher resolution screens, superior audio quality, or better internet connectivity to reduce latency and delays during video visits. Yang and colleagues [25] studied the implementation of loaner smartphone devices to patients who did not have smartphones; however, only 72% returned the loaned smartphone within a 30-day window. Future research is necessary to assess the feasibility of this approach for health care delivery. Together, these efforts could help reduce the awkwardness or degree of disruption to the flow of a conversation between patients and providers and increase the degree to which patients feel they can generate social rapport with their providers over video appointment.

Our results indicate that another common barrier to engaging in video appointments was perceived f2f therapeutic advantages.
Participants believed their clinician would render better care in person (f2f) than over video. Participants pointed out that video appointments cannot replicate their perceived benefits of physical exams during f2f appointments. Assessing “lack of rapport” and “f2f therapeutic advantages” themes together, it can be inferred that patients perceive a video appointment as a subpar experience (ie, of lower value, either monetarily or therapeutically, or diagnostically than an f2f interaction). Without providing exact reasons, several participants believed that psychiatry was an environment better suited to video appointments. Participants could be inferring that psychiatry, unlike many other specialties, does not use physical exams to the same extent, thus limiting its translation more effectively into a virtual format. The participants, however, did not elaborate if they would be comfortable discussing sensitive and personal topics in psychiatry via video.

On the contrary, participants were hesitant to engage in video appointments when they had dermatological, gynecological, or urological concerns. Several participants communicated that they needed to be examined in person and struggled with the possibility of using uploaded photographs of problem areas or exposing such sites to their webcams for providers to view. As highlighted by a few participants, this barrier could be due to concerns about privacy and security as well as awkwardness and discomfort related to exposing more intimate body parts over video or uploading a photograph of the intimate body area. Although it seems probable that awkwardness and discomfort are the reasons driving the expression of this barrier, it is also possible that the security or privacy barrier is at least compounding the concern if not occasionally replacing it. Moreover, concerns about security are potentially compounded by patient discomfort with the possibility, no matter how remote, of others gaining access to images of their bodies. Many patients expressed data privacy and security concerns when engaging in video visits, which has been highlighted as a barrier in the prepandemic literature [26]. Health care institutions need to vet their technological collaboration to assure patients by demonstrating the best practices regarding patient information privacy, data transfer, and storage [27]. A patient concerned about internet security for telemedicine from their end (user Wi-Fi or internet safety) could be connected to the digital navigator within the institution to assist patients.

Limitations and Strengths
As this was a qualitative study, our findings cannot be generalized beyond our purposeful sample. However, we opted for a purposeful selection to ensure that we interviewed a diverse group of patients who would express a wide range of views. The study sample was from Mayo Clinic patients; therefore, the participant’s perception of a “safe environment” may not be transferred to other institutions. Additionally, we asked patients to recall a health care experience that had occurred almost a year prior. Hence, it is possible that their recollections and details about events could be biased or incorrect. To help ease such a concern, we did verify eligibility and the existence of an f2f appointment via the medical record. Even though we tried to enroll the participants from diverse backgrounds, most of the participants in our study had bachelor degrees and higher education, which adds to education bias.

Our study’s primary strength was the use of qualitative means to gain a thorough, rich, in-depth understanding of participants’ perceptions relating to barriers to health care and telemedicine during the COVID-19 pandemic. We underscore that such qualitative exploration is a necessary precursor to further investigation by more rigorous, quantitative means. As a next step, we plan to develop a quantitative survey using a larger and more representative sample to determine the extent to which our findings can be generalized.

Conclusion
Our study provides an in-depth investigation into barriers to engaging in video appointments for nonemergent clinical care. Limited f2f rapport, poor digital access and literacy, and concerns about privacy and security continued to be significant factors for patients not engaging in video appointments during the pandemic. Most importantly, this study highlighted that rapport-related concerns need to be looked at and problem-solved based on individual needs. Considerable clinical practice changes are required in the future at the institutional and policy level to encourage patients to engage in virtual care.
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Abstract

Background: Although the benefits of yoga are well established across the world, there are limited studies exploring the long-term interrelation between yoga, meditation, and health. Specifically, there is limited research exploring the differences in health-related quality of life (HRQOL) among regular meditators and nonmeditators.

Objective: This study explored the differences in 7 domains of HRQOL (including quality of life, ability to adopt a healthy lifestyle, ability to relax, frequency of nervousness and stress, coping with day-to-day stress, workplace productivity, and staying healthy during the COVID-19 pandemic) among practitioners of yoga and meditation.

Methods: A cross-sectional, online survey was distributed to all members who participated in a 100-day yoga and meditation program, culminating in the International Day of Yoga event, organized by the Heartfulness Institute in partnership with the Central Council for Research in Yoga and Naturopathy, Ministry of Ayush, SVYASA Yoga University, and Patanjali Yoga Institute, India. The program consisted of daily virtual yoga, meditation, and speaker sessions. The data were analyzed by nonparametric Mann-Whitney U test and Kruskal-Wallis tests for continuous variables and chi-square test for categorical variables.

Results: A total of 3164 participants from 39 countries completed the survey. Mean age was 33.8 (SD 13.6) years. The majority of the participants were female (n=1643, 52%) and students (n=1312, 41.5%). Regular yoga and meditation practice was associated with a positive impact on all 7 domains of HRQOL (Mann-Whitney P<.05 and χ²P<.05). Notably, experienced Heartfulness (≥2 years) meditators reported better outcomes in all the domains of HRQOL as compared to those not currently practicing this form of meditation and participants with ≤1 year of Heartfulness meditation experience (P<.05).

Conclusions: This is one of the first cross-sectional studies to explore HRQOL outcomes among participants of a 100-day virtual yoga and meditation program. Overall, a yoga and meditation practice was found to be an effective tool for promoting HRQOL. Regular yoga and meditation practice was associated with factors promoting health and well-being, with long-term meditation practice associated with increased benefits.

(JMIR Form Res 2022;6(5):e37876) doi:10.2196/37876
KEYWORDS
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Introduction
The COVID-19 pandemic is an unprecedented crisis, the effects of which have been felt globally [1-3]. In March 2020, there were 372,757 reported cases from 170 countries, followed by a rapid rise in cases and geographical spread, with over 440 million people affected by COVID-19 globally as of February 2022; during the past 2 years, the pandemic caused disruptions in physical, mental, and emotional health, severely impacting health-related quality of life (HRQOL) [4-6]. HRQOL is an individual’s or a group’s perceived physical and mental health over time [7]. It is an important measure used to assess the impact of diseases or disabilities on the physical, mental, and social domains of population health [8]. A growing body of evidence suggests the current pandemic has had a substantial negative impact on various dimensions of HRQOL, thus highlighting the need to prioritize both mental and physical health dimensions in these challenging times [9-11].

Prior literature has suggested the practice of yoga and meditation can significantly improve an individual’s HRQOL [12-14]. Yoga, a mind-body practice that includes a combination of physical poses, regulated breathing, and meditation, is one of the world’s most popular practices for general well-being [15]. Yoga and meditative practices are an effective intervention for chronic health conditions including diabetes, cardiovascular disease, metabolic syndrome, and cancer [16,17]. Furthermore, the practice is beneficial in decreasing inflammation and improving immune system function, favorably affecting mental health by reducing depression and anxiety [18-24]. Although the benefits of yoga and meditation are well established around the world, there are limited studies exploring the long-term interrelation between yoga, meditation, and health [14]. Specifically, there is limited research exploring the differences in HRQOL among meditators and nonmeditators. The aim of this study was to explore the differences in 7 domains of HRQOL (quality of life, ability to adopt a healthy lifestyle, ability to relax, frequency of nervousness and stress, coping with day-to-day stress, workplace productivity, and staying healthy during the COVID-19 pandemic) among individuals who participated in a 100-day virtual yoga and meditation program, culminating in the International Day of Yoga event.

Methods
Study Design
This is a cross-sectional study that included participants aged ≥18 years from 39 participating countries. The online survey was administered to all participants registered for the International Day of Yoga event, organized by the Heartfulness Institute in partnership with the Central Council for Research in Yoga and Naturopathy (CCRYN), Ministry of Ayush, SVYASA Yoga University, and Patanjali Institute, India. Individuals included in the study (1) were at least 18 years of age, (2) had internet access and the ability to complete an online survey either in English or Hindi, and (3) had registered to participate in a 100-day virtual yoga and meditation program. Participants for the event were recruited by multiple channels including social media, partner organizations, and word of mouth. All participants completing the survey and consenting to the use of data for research purposes were included in the analysis. Ultimately, 3164 participants were included in the analysis.

Intervention
The virtual 100-day yoga and meditation program ran from March 14, 2021, through June 21, 2021. The event was telecasted on YouTube and social media pages including Facebook. The program was facilitated by certified yoga and Heartfulness meditation trainers and consisted of live yoga asanas (postures) in the tradition of Ashtanga yoga, meditation, and speaker sessions. Asana sessions consisted of breathing exercises (pranayama), sun salutation (surya namaskar), yoga practice (beginner, intermediate, and advanced levels as the program progressed), and meditation sessions. Meditation sessions were based on Heartfulness practices. Participants were requested to sit comfortably with eyes closed and gently focus their attention on the source of light within their heart. Participants were asked to simply tune into their hearts and be open to any experience they may have as opposed to trying to visualize the light. If their attention drifted, participants were advised to gently redirect their attention toward their heart. This form of meditation practice has been studied in multiple settings, demonstrating favorable outcomes on burnout, sleep, loneliness, heart rate variability, and emotional well-being [25-33]. Further, speaker sessions included subject matter experts on yoga and meditation from around the world who spoke about topics including but not limited to history of yoga, yoga for unity and well-being, effect of yoga on different systems in the body, benefits of meditation, and research in yoga. The duration of the daily sessions was approximately 1 hour.

Survey Instrument and Data Collection
The survey was designed using standardized scales for well-being–related measures along with questions on demographics and patterns of yoga and Heartfulness meditation practice and administered as a Google Form. The survey was developed in partnership with the CCRYN, Ministry of Ayush, Government of India, to ensure representation of global yoga and meditation practices. Administered in both English and Hindi languages, the survey consisted of 20 items and was divided into three parts: (1) participant demographics including age, gender, country of residence, and occupation, (2) regularity of yoga practice and duration of meditation practices, and (3) HRQOL questions rated on a scale from 0-10 on quality of life, ability to adopt a healthy lifestyle, coping with day-to-day stress, workplace productivity, and staying healthy during the COVID-19 pandemic. Further, a Likert scale was used to assess the domains of ability to relax and frequency of nervousness and stress. Data were collected over a 2-week period.
Ethical Considerations
This study was cross-sectional in nature and was conducted as a program evaluation. As such, it was exempt from institutional review board approval. However, informed consent and password protection for data collection were included. This e-survey design was reported using the CHERRIES (Checklist for Reporting Results of Internet E-Surveys) guidelines [34]. Participation was voluntary and included signing an electronic informed consent form prior to accessing the survey questionnaire.

Cost to Participants
Participants did not incur any costs associated with the event and did not receive any incentives for study participation. All participants received a certificate of participation from the Heartfulness Institute, India, at the end of the program.

Data Analysis
Survey results were cleaned to identify miscoded, missing data and outliers. Data were entered in Microsoft Excel and analyzed using SPSS (version 22; IBM Corp). Descriptive statistics (frequencies, percentages, and standard deviations) were obtained to describe the demographic data, yoga and meditation practice patterns, and attendance across the 100-day virtual yoga event. Participants were asked to report on the frequency of yoga to examine its relation to HRQOL. The differences in HRQOL among participants who practiced yoga regularly was compared against participants not practicing yoga regularly. Similarly, participants were asked to report on their experience with Heartfulness meditation and duration of practice in years. The differences in HRQOL among participants who practiced Heartfulness meditation regularly (≥2 years) were compared against participants with less experience with this form of meditation (≤1 year) and participants who had previously tried this form of meditation but were not currently practicing. Kolmogorov-Smirnov normality test showed that most data were not normally distributed. Thus, Mann-Whitney U test and Kruskal-Wallis tests were used for continuous variables and chi-square test was used for categorical variables. Further, a post hoc analysis of continuous variables was conducted to examine differences in HRQOL within the Heartfulness meditation practitioner group. A P value of <.05 was considered statistically significant throughout the analysis.

Results
Overview
Participants’ demographic characteristics are described in Table 1. Of the 3164 participants included in the analysis, the majority were female (n=1643, 51.93%) and students (n=1312, 41.47%). Participants’ mean age was 33.87 (SD 13.61, range 18-80) years. Of the 39 countries that participated in the program, most of the participation was from India (n=3020, 95.45%), followed by the United States (n=29, 0.92%) and United Arab Emirates (n=17, 0.53%). Of 3164 participants in the sample, 1647 (52.05%) were regular yoga practitioners, and 1517 were categorized as nonregular yoga practitioners (47.95%). Further, 64.89% (n=2053) reported experience with Heartfulness meditation practice and 35.11% (n=1111) did not practice Heartfulness meditation. Among the Heartfulness meditation practitioners, 38.28% (n=786) reported ≤1 year of practice, 59.28% (n=1217) had practiced for ≥2 years, and 2.44% (n=50) of participants reported not currently practicing this form of meditation.
Table 1. Population demographics (N=3164).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1520 (48.04)</td>
</tr>
<tr>
<td>Female</td>
<td>1643 (51.93)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.03)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Heartfulness meditation group</td>
<td>33.87 (SD 13.61)</td>
</tr>
<tr>
<td>Non–Heartfulness meditation group</td>
<td>34.53 (SD 14.46)</td>
</tr>
<tr>
<td><strong>Frequency of yoga practice, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Regular yoga practitioner</td>
<td>1647 (52.05)</td>
</tr>
<tr>
<td>Nonregular yoga practitioner</td>
<td>1517 (47.95)</td>
</tr>
<tr>
<td><strong>Meditation group, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Heartfulness meditation group</td>
<td>2053 (64.89)</td>
</tr>
<tr>
<td>Non-Heartfulness meditation group</td>
<td>1111 (35.11)</td>
</tr>
<tr>
<td><strong>Years with Heartfulness meditation group, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>≤1 year</td>
<td>786 (38.28)</td>
</tr>
<tr>
<td>≥2 years</td>
<td>1217 (59.28)</td>
</tr>
<tr>
<td>Not currently practicing</td>
<td>50 (2.44)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>1312 (41.47)</td>
</tr>
<tr>
<td>Government and public sector services</td>
<td>404 (12.77)</td>
</tr>
<tr>
<td>Professionals (engineers, legal, human resources, etc)</td>
<td>400 (12.64)</td>
</tr>
<tr>
<td>Others</td>
<td>360 (11.38)</td>
</tr>
<tr>
<td>Health care professionals</td>
<td>243 (7.68)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>211 (6.67)</td>
</tr>
<tr>
<td>Self-employed, entrepreneurs, business</td>
<td>206 (6.51)</td>
</tr>
<tr>
<td>Farmer</td>
<td>15 (0.47)</td>
</tr>
<tr>
<td>Armed forces</td>
<td>13 (0.41)</td>
</tr>
<tr>
<td><strong>Country, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>3020 (95.45)</td>
</tr>
<tr>
<td>United States</td>
<td>29 (0.92)</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>17 (0.54)</td>
</tr>
<tr>
<td>Canada</td>
<td>10 (0.32)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>9 (0.28)</td>
</tr>
<tr>
<td>Malaysia, France, Oman</td>
<td>8 (0.25)</td>
</tr>
<tr>
<td>Ukraine, Mauritius</td>
<td>5 (0.16)</td>
</tr>
<tr>
<td>Brazil</td>
<td>4 (0.13)</td>
</tr>
<tr>
<td>Australia, Germany</td>
<td>3 (0.09)</td>
</tr>
<tr>
<td>Austria, China, Indonesia, Iran, Ireland, Italy, Kuwait, Qatar, Uzbekistan</td>
<td>2 (0.06)</td>
</tr>
<tr>
<td>Argentina, Bahrain, Belarus, Bhutan, Denmark, Hong Kong, Japan, Kenya, Nepal, Mexico, Panama, Philippines, Portugal, Romania, Russia, Spain, Sri Lanka, Venezuela</td>
<td>1 (0.03)</td>
</tr>
</tbody>
</table>
Program Engagement
A total of 3164 individuals completed the survey and reported an average participation rate of 71 (SD 32) days. Most participants (n=1684, 53.22%) attended daily yoga and meditation sessions throughout the 100 days.

Effect of Yoga on HRQOL
Participants who practiced yoga regularly reported a statistically significantly higher positive impact on all domains of HRQOL as compared to participants who were not regular yoga practitioners, including quality of life (U=924263.5, P<.001), ability to adopt healthy lifestyle (U=915778.500, P<.001), coping with day-to-day stress (U=898958.000, P<.001), improving work productivity (U=908140.500, P<.001), and staying healthy during the COVID-19 pandemic (U=896486.500, P<.001; Table 2). Further, regular yoga practitioners had a greater ability to relax (df=3, P<.001) and experienced lower frequency of nervousness and stress (df=3, P<.001) as compared to nonregular yoga practitioners (Table 3).

Table 2. Effect of yoga on health-related quality of life.

<table>
<thead>
<tr>
<th>Health-related quality of life characteristic</th>
<th>Mann-Whitney U test</th>
<th>Wilcoxon W</th>
<th>Z statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of life</td>
<td>924263.500</td>
<td>2075666.500</td>
<td>-13.381</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adopting healthy lifestyle</td>
<td>915778.500</td>
<td>2067181.500</td>
<td>-13.814</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Coping with day-to-day stress</td>
<td>898958.000</td>
<td>2050361.000</td>
<td>-14.424</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Improving workplace productivity</td>
<td>908140.500</td>
<td>2059543.500</td>
<td>-14.016</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Staying healthy during the COVID-19 pandemic</td>
<td>896486.500</td>
<td>2047889.500</td>
<td>-15.060</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Effect of Heartfulness Meditation on HRQOL
Notably, regular Heartfulness meditation practitioners reported a higher statistically significant impact on all HRQOL domains: quality of life (U=993578, P<.001), ability to adopt healthy lifestyle (U=1012703.500, P<.001), coping with day-to-day stress (U=984983, P<.001), improving work productivity (U=998981.500, P<.001), and staying healthy during the COVID-19 pandemic (U=995166.500, P<.001; Table 4). Further, the Heartfulness meditation practice group had a greater ability to relax (df=3, P<.001) and experienced a lower frequency of nervousness and stress (df=3, P<.001) as compared to the non-Heartfulness meditation group (Table 5).

Table 3. Effect of yoga on health-related quality of life.

<table>
<thead>
<tr>
<th>Health-related quality of life characteristic and category</th>
<th>Regular yoga practitioners, a n (%)</th>
<th>Nonregular yoga practitioners, b n (%)</th>
<th>P value c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ability to relax</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Applies to me very much</td>
<td>789 (47.91)</td>
<td>478 (31.51)</td>
<td></td>
</tr>
<tr>
<td>Applies to me to a considerable degree</td>
<td>391 (23.74)</td>
<td>600 (39.56)</td>
<td></td>
</tr>
<tr>
<td>Applies to me to some degree</td>
<td>212 (12.87)</td>
<td>258 (17)</td>
<td></td>
</tr>
<tr>
<td>Does not apply to me</td>
<td>255 (15.48)</td>
<td>181 (11.93)</td>
<td></td>
</tr>
<tr>
<td>Frequency of nervousness and stress</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Applies to me very much</td>
<td>98 (5.95)</td>
<td>94 (6.19)</td>
<td></td>
</tr>
<tr>
<td>Applies to me to a considerable degree</td>
<td>172 (10.44)</td>
<td>212 (13.97)</td>
<td></td>
</tr>
<tr>
<td>Applies to me to some degree</td>
<td>650 (39.47)</td>
<td>561 (36.99)</td>
<td></td>
</tr>
<tr>
<td>Does not apply to me</td>
<td>727 (44.14)</td>
<td>650 (42.85)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Effect of Heartfulness meditation on health-related quality of life.

<table>
<thead>
<tr>
<th>Health-related quality of life characteristic</th>
<th>Mann-Whitney U test</th>
<th>Wilcoxon W</th>
<th>Z statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of life</td>
<td>993578.000</td>
<td>1611294.000</td>
<td>-6.329</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adopting healthy lifestyle</td>
<td>1012703.500</td>
<td>1630419.500</td>
<td>-5.538</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Coping with day-to-day stress</td>
<td>984983.000</td>
<td>1602699.000</td>
<td>-6.700</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Improving workplace productivity</td>
<td>998981.500</td>
<td>1616697.500</td>
<td>-6.083</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Staying healthy during the COVID-19 pandemic</td>
<td>995166.500</td>
<td>1612882.500</td>
<td>-6.491</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Table 5. Effect of Heartfulness meditation on health-related quality of life.

<table>
<thead>
<tr>
<th>Health-related quality of life characteristic and category</th>
<th>Heartfulness meditation group, <em>a</em> n (%)</th>
<th>Non–Heartfulness meditation group, <em>b</em> n (%)</th>
<th><em>P</em> value <em>c</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ability to relax</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Applies to me very much</td>
<td>866 (42.18)</td>
<td>401 (36.09)</td>
<td></td>
</tr>
<tr>
<td>Applies to me to a considerable degree</td>
<td>572 (27.86)</td>
<td>418 (37.62)</td>
<td></td>
</tr>
<tr>
<td>Applies to me to some degree</td>
<td>303 (14.76)</td>
<td>170 (15.31)</td>
<td></td>
</tr>
<tr>
<td>Does not apply to me</td>
<td>312 (15.20)</td>
<td>122 (10.98)</td>
<td></td>
</tr>
<tr>
<td>Frequency of nervousness and stress</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Applies to me very much</td>
<td>94 (4.58)</td>
<td>69 (6.21)</td>
<td></td>
</tr>
<tr>
<td>Applies to me to a considerable degree</td>
<td>195 (9.5)</td>
<td>131 (11.79)</td>
<td></td>
</tr>
<tr>
<td>Applies to me to some degree</td>
<td>807 (39.31)</td>
<td>488 (43.93)</td>
<td></td>
</tr>
<tr>
<td>Does not apply to me</td>
<td>957 (46.61)</td>
<td>423 (38.07)</td>
<td></td>
</tr>
</tbody>
</table>

*P* value: Significant differences within the groups were observed through a Kruskal-Wallis test. The test indicated that quality of life ($H=77.33$, *P*<.001), adopting a healthy lifestyle ($H=55.54$, *P*<.001), coping with day-to-day stress ($H=61.78$, *P*<.001), improving workplace productivity ($H=67.64$, *P*<.001), and staying healthy during the COVID-19 pandemic ($H=64.79$, *P*<.001) differed between at least one group within the Heartfulness meditation practice group. Post hoc analysis revealed that there was a higher HRQOL for all domains observed for participants with ≥2 years of meditation practice as compared to the other two groups (*P*<.001; Table 6).

Effect of Years of Heartfulness Meditation Practice on HRQOL

Participants were categorized in three groups based on their response to the number of years of experience with Heartfulness meditation practice: (1) not currently practicing but had previously tried the form of meditation, (2) ≤1 year, and (3) ≥2 years of meditation practice. A total of 1217 participants (59.28%) reported ≥2 years of Heartfulness meditation experience, 786 (38.28%) reported ≤1 year of Heartfulness meditation experience, and 50 (2.44%) reported having previously tried this form of meditation but not currently practicing it.
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Table 6. Post hoc analysis within the Heartfulness meditation practice group.

<table>
<thead>
<tr>
<th>Health-related quality of life domain and comparison between groups with different years of Heartfulness meditation experience</th>
<th>Mean difference (group 1 – group 2)</th>
<th>SE</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Confidence interval</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of life</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not currently practicing vs &lt;1 year</td>
<td>−.38682</td>
<td>.23217</td>
<td>.10</td>
<td>−.8421</td>
<td>.0685</td>
<td></td>
</tr>
<tr>
<td>Not currently practicing vs ≥2 years</td>
<td>−.56687</td>
<td>.22970</td>
<td>.01</td>
<td>−1.0173</td>
<td>−.1164</td>
<td></td>
</tr>
<tr>
<td>&lt;1 year vs not currently practicing</td>
<td>.38682</td>
<td>.23217</td>
<td>.10</td>
<td>−.0685</td>
<td>.8421</td>
<td></td>
</tr>
<tr>
<td>&lt;1 year vs ≥2 years</td>
<td>−.18005</td>
<td>.07284</td>
<td>.01</td>
<td>−.3292</td>
<td>−.0372</td>
<td></td>
</tr>
<tr>
<td>≥2 years vs not currently practicing</td>
<td>.56687</td>
<td>.22970</td>
<td>.01</td>
<td>.1164</td>
<td>1.0173</td>
<td></td>
</tr>
<tr>
<td>≥2 years vs &lt;1 year</td>
<td>.18005</td>
<td>.07284</td>
<td>.01</td>
<td>.0372</td>
<td>.3229</td>
<td></td>
</tr>
<tr>
<td>Adopting healthy lifestyle</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not currently practicing vs &lt;1 year</td>
<td>−.40880</td>
<td>.23458</td>
<td>.08</td>
<td>−.8688</td>
<td>.0512</td>
<td></td>
</tr>
<tr>
<td>Not currently practicing vs ≥2 years</td>
<td>−.55673</td>
<td>.23208</td>
<td>.02</td>
<td>−1.0119</td>
<td>−.1016</td>
<td></td>
</tr>
<tr>
<td>&lt;1 year vs not currently practicing</td>
<td>.40880</td>
<td>.23458</td>
<td>.08</td>
<td>−.0512</td>
<td>.8688</td>
<td></td>
</tr>
<tr>
<td>&lt;1 year vs ≥2 years</td>
<td>−.14793</td>
<td>.07360</td>
<td>.04</td>
<td>−.2923</td>
<td>−.0367</td>
<td></td>
</tr>
<tr>
<td>≥2 years vs not currently practicing</td>
<td>.55673</td>
<td>.23208</td>
<td>.02</td>
<td>.1016</td>
<td>1.0119</td>
<td></td>
</tr>
<tr>
<td>≥2 years vs &lt;1 year</td>
<td>.14793</td>
<td>.07360</td>
<td>.04</td>
<td>.0367</td>
<td>.2923</td>
<td></td>
</tr>
<tr>
<td>Coping with day-to-day stress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not currently practicing vs &lt;1 year</td>
<td>−.44081</td>
<td>.23341</td>
<td>.06</td>
<td>−.8986</td>
<td>.0169</td>
<td></td>
</tr>
<tr>
<td>Not currently practicing vs ≥2 years</td>
<td>−.59947</td>
<td>.23092</td>
<td>.009</td>
<td>−1.0523</td>
<td>−1.466</td>
<td></td>
</tr>
<tr>
<td>&lt;1 year vs not currently practicing</td>
<td>.44081</td>
<td>.23341</td>
<td>.06</td>
<td>−.0169</td>
<td>.8986</td>
<td></td>
</tr>
<tr>
<td>&lt;1 year vs ≥2 years</td>
<td>−.15866</td>
<td>.07323</td>
<td>.03</td>
<td>−.3023</td>
<td>−.0500</td>
<td></td>
</tr>
<tr>
<td>≥2 years vs not currently practicing</td>
<td>.59947</td>
<td>.23092</td>
<td>.009</td>
<td>.10523</td>
<td>1.0500</td>
<td></td>
</tr>
<tr>
<td>≥2 years vs &lt;1 year</td>
<td>.15866</td>
<td>.07323</td>
<td>.03</td>
<td>.0500</td>
<td>.3023</td>
<td></td>
</tr>
<tr>
<td>Workplace productivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not currently practicing vs &lt;1 year</td>
<td>−.32921</td>
<td>.23048</td>
<td>.15</td>
<td>−.7812</td>
<td>.1228</td>
<td></td>
</tr>
<tr>
<td>Not currently practicing vs ≥2 years</td>
<td>−.60412</td>
<td>.22803</td>
<td>.008</td>
<td>−1.0513</td>
<td>−1.569</td>
<td></td>
</tr>
<tr>
<td>&lt;1 year vs not currently practicing</td>
<td>.32921</td>
<td>.23048</td>
<td>.15</td>
<td>−.1228</td>
<td>.7812</td>
<td></td>
</tr>
<tr>
<td>&lt;1 year vs ≥2 years</td>
<td>−.27491</td>
<td>.07231</td>
<td>&lt;.001</td>
<td>−.4167</td>
<td>−.1331</td>
<td></td>
</tr>
<tr>
<td>≥2 years vs not currently practicing</td>
<td>.60412</td>
<td>.22803</td>
<td>.008</td>
<td>.1569</td>
<td>1.0513</td>
<td></td>
</tr>
<tr>
<td>≥2 years vs &lt;1 year</td>
<td>.27491</td>
<td>.07231</td>
<td>&lt;.001</td>
<td>.1331</td>
<td>.4167</td>
<td></td>
</tr>
<tr>
<td>Staying healthy during the COVID-19 pandemic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not currently practicing vs &lt;1 year</td>
<td>−.50092</td>
<td>.21232</td>
<td>.02</td>
<td>−.9173</td>
<td>−.0845</td>
<td></td>
</tr>
<tr>
<td>Not currently practicing vs ≥2 years</td>
<td>−.71803</td>
<td>.21006</td>
<td>.001</td>
<td>−1.1300</td>
<td>−.3061</td>
<td></td>
</tr>
<tr>
<td>&lt;1 year vs not currently practicing</td>
<td>.50092</td>
<td>.21232</td>
<td>.02</td>
<td>.0845</td>
<td>.9173</td>
<td></td>
</tr>
<tr>
<td>&lt;1 year vs ≥2 years</td>
<td>−.21711</td>
<td>.06662</td>
<td>.001</td>
<td>−.3478</td>
<td>−.0865</td>
<td></td>
</tr>
<tr>
<td>≥2 years vs not currently practicing</td>
<td>.71803</td>
<td>.21006</td>
<td>.001</td>
<td>.3061</td>
<td>1.1300</td>
<td></td>
</tr>
<tr>
<td>≥2 years vs &lt;1 year</td>
<td>.21711</td>
<td>.06662</td>
<td>.001</td>
<td>.0865</td>
<td>.3478</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Values in italics are statistically significant.
Discussion

Principal Findings

Overall, this study showed that a regular yoga and meditation practice was associated with factors promoting health and well-being, with long-term meditation practice associated with increased benefits. This study is one of the first cross-sectional studies to analyze the effects of a 100-day virtual yoga and meditation program and has 3 key findings. First, the demographic results suggest most practitioners are female and students/educated. Our findings corroborate those of other studies in several countries such as the United Kingdom, United States, and Australia, where yoga and meditation practitioners were mostly female and educated [35-38]. Although those studies reported an average age between 39-41 years, this study, in contrast, had a younger population with an average age of 33.8 years and mostly student participants. These findings concur with recent studies in the Indian setting reporting that students and a younger population make up most participants for yoga events [39,40]. Recent literature has reported an increased interest among young people in India to incorporate yoga as part of their fitness regimen [40]. Nevertheless, we speculate the larger participation from India in this global event, as compared to other countries, is because of the broader presence of the event organizers (Heartfulness Institute, CCRYN, Ministry of Ayush, SVYASA Yoga University, and Patanjali Yoga Institute) in India.

Second, participants were highly engaged throughout the program period, given that 100 days of yoga and meditation is a substantial time commitment. A notable average participation rate of 71 days (SD 32), with 53.22% attending sessions every day for 100 days, suggests that participants were willing to engage in an online activity to enhance their well-being. Limited research exists to compare engagement rates of programs centered around International Yoga Day events with previous literature [39,40].

Third, results examining the effect of yoga demonstrated that regular practice had a statistically significant positive impact on all 7 domains of HRQOL. Similar results have been reported by several studies examining the effect of yoga on mental and physical health [40]. There is overwhelming evidence indicating that the frequency of yoga practice positively predicts its health benefits [35,36,38,41,42]. Another important finding of this study was that meditation had a statistically significant positive impact on all the HRQOL domains (P<.05). Interestingly, participants with ≥2 years of experience reported a higher impact on all domains of HRQOL as compared to participants with ≤1 year of meditation practice. The findings imply that sustained practice may cumulatively increase the benefits for well-being. This contrasts with a recent study that found no association between years of meditation practice and mental well-being [42]. Nevertheless, findings from this study concur with previous literature suggesting a positive correlation between perception of health, well-being, and years of meditation practice [43-45].

Limitations

Although this study provided new evidence about characteristics of yoga and meditation practitioners in a 100-day virtual yoga and meditation program, there were several limitations. The data were cross-sectional in nature; therefore, causality cannot be inferred. A priority for future research includes using longitudinal designs to examine the causal relationship between meditation practice and key outcomes of interest of the study. Moreover, all participants included in the evaluation self-selected to participate in the program. This may have contributed to a potential inclusion bias of those with an interest in yoga and meditation. Further, 100 days of yoga is a substantial time commitment and such a program may have limited active participation from a broader population (eg, full-time employees). Additionally, there was an uneven distribution of members from participating countries and findings of the study may be generalizable only to Heartfulness meditation practitioners.

Conclusion

This is one of the first cross-sectional studies to analyze the effects of a 100-day virtual yoga and meditation program. Overall, a yoga and meditation practice was found to be an effective tool to promote HRQOL. Regular yoga and meditation practice was associated with factors promoting health and well-being, with long-term meditation practice associated with increased benefits.
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Abstract

Background: When the first COVID-19 cases were noticed in China, many racist comments against Chinese individuals spread. As there is a huge need to better comprehend why all of these targeted comments and opinions developed specifically at the start of the outbreak, we sought to carefully examine racism and advocacy efforts on Twitter in the first quarter of 2020 (January 15 to March 3, 2020).

Objective: The first research question aimed to understand the main type of racism displayed on Twitter during the first quarter of 2020. The second research question focused on evaluating Twitter users’ positive and negative responses regarding racism toward Chinese individuals.

Methods: Content analysis of tweets was utilized to address the two research questions. Using the NCapture browser link and NVivo software, tweets in English and Spanish were pulled from the Twitter data stream from January 15 to March 3, 2020. A total of 19,150 tweets were captured using the advanced Twitter search engine with the keywords and hashtags #nosoyunvirus, #No soy un virus, #ChineseDon’tComeToJapan, #racism, “No soy un virus,” and “Racismo Coronavirus.” After cleaning the data, a total of 402 tweets were codified and analyzed.

Results: The data confirmed clear sentiments of racism against Chinese individuals during the first quarter of 2020. The tweets displayed individual, cultural, and institutional racism. Individual racism was the most commonly reported form of racism, specifically displaying physical and verbal aggression. As a form of resistance, Twitter users created spaces for advocacy and activism. The hashtag “I am not a virus” helped to break stereotypes, prejudice, and discrimination on Twitter.

Conclusions: Advocacy efforts were enormous both inside and outside the Chinese community; an allyship sentiment was fostered by some white users, and an identification with the oppression experienced by the Chinese population was expressed in the Black and Muslim worldwide communities. Activism through social media manifested through art, food sharing, and community support.

(JMIR Form Res 2022;6(5):e29183) doi:10.2196/29183
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**Introduction**

**Background**

The SARS-CoV-2 (COVID-19) outbreak increasingly generated a sense of xenophobia and hate crimes in Asian communities across the world [1-4]. Some survey-based research has highlighted a positive association between the outbreak of COVID-19 and discrimination experienced among Asians, specifically Chinese individuals [5,6]. In the United States, many racist and xenophobic incidents, notably verbal abuse and physical attacks, have been explicitly on display [5]. Moreover, 1 out of 4 participants in a survey conducted with 1904 Chinese individuals living overseas across 70 countries reported having experienced discrimination amid the pandemic, such as forced layoff, discrimination in rental housing, and abuse in the public arena [7]. In addition, a rising level of a collective sentiment of backlash and racism is manifested in the digital world, such as anti-Chinese hashtags and the use of hateful language [8-11].

In response to racist attacks and stigmatization, Asian groups in France began to use a new hashtag on Twitter, #JeNeSuisPasUnVirus, to engage in telematic activism. As social media provide permanent access to the discussion of topics related to racism, this hashtag promoting activism was rapidly translated into different languages such as English, Spanish, and Chinese (#ImNotAVirus, #NoSoyUnVirus, and #我不是病毒, respectively). The use of these hashtags led to a rapid evolution of discourses and debates on Twitter, unfolding many racial attacks and advocacy efforts toward Chinese individuals. As some existing research suggests, Twitter is a good communication tool to understand public sentiment and behaviors surrounding racial issues triggered by COVID-19 [12-14].

Accordingly, the aim of this study was to investigate the types of racism that developed amid the beginning of the COVID-19 outbreak and how people reacted toward these discourses on Twitter. Analyzing public reactions at the first phase of the pandemic can enable predicting racism and discriminatory actions toward certain ethnic groups in a future pandemic. Based on Tatum’s theory [15], we elaborate an aims to describe approach to conceptualize racist online discourses.

**Historical Racism and Oppression Faced by the Chinese**

Racial discrimination against Chinese individuals is not a new phenomenon. In the 19th century and the first half of the 20th century, the Chinese became underpaid small business owners in the Americas. In the host society, they were segregated in Chinatowns and experienced constant harassment from white Americans [16]. As a result, the term “yellow peril” was used to describe Chinese migrants as a threat to the white civilization [17]. Australia also prohibited Chinese migrant laborers from entering the country and denied them a civic status, as they were seen as fierce competitors to local economies. These events were rooted again in white supremacist cultural ideas [18]. A relevant date in history was 1882, when the Chinese Exclusion Act was approved in the United States. This new order explicitly denied access to all Chinese laborers from the country considering their race and ethnicity. Due to China’s restriction of labor migration, the US government recruited cheap laborers from other Asian countries such as Japan, India, Korea, and the Philippines; however, this resulted in new waves of racial exclusion [19]. In the second half of the 20th century, with the arrival of migrants from the global South, there has been a rise of xenophobia toward Chinese migrants in Europe. In Great Britain, Chinese individuals were considered as “Red threats,” “Blue ants,” and “laundry-lords” [17]. In Italy, the Chinese have been stereotyped as “making too much noise” and “stealing jobs from locals,” which has provoked a hostile sentiment toward the Chinese diaspora [20]. After the severe acute respiratory syndrome (SARS) outbreak in 2003, the Chinese experienced discrimination in many countries such as Canada, the United States, and the United Kingdom [21,22]. With the outbreak of COVID-19, these racial dynamics might increase. A recent study analyzed the role of stigmatizing words on Twitter during the first quarter of 2020 [9], showing that the novel respiratory virus was predominantly called the “Chinese virus.” Other nomenclatures such as “Wuhan coronavirus” or “China coronavirus” were constantly used, which acted as an accelerator for stigmatization, bias, and backlash.

**Tatum’s Antiracist Theorization**

In the present study, Twitter messages (tweets) were classified into different typologies of racism to understand how systems interplay during the outbreak of COVID-19–related anti-Chinese attacks. In this regard, alongside the historical context displayed, Tatum’s [15] theorization is a social justice–oriented framework that strengthens social and political leaders’ capacity to put in motion antiracist social policies and practices considering all possible levels of oppression. With the collection of a variety of tweets, it is possible to gain a better understanding of the social implications of racism and the antiracist practices to anticipate. The main important themes found in the study were individual racism (divided by active racism and inactive racism forms), cultural racism, and institutional racism. Individual racism has been defined as all beliefs of prejudice, power balances, attitudes, and actions that support and perpetuate racism between individuals [15]. Cultural racism is based on cultural images and messages that affirm whites’ assumed superiority. By contrast, institutional racism represents the network of institutional structures, policies, and practices that create advantages and benefits for whites, while maintaining discrimination, oppression, and disadvantage for people from targeted racial groups [23].

Bell [24] explains that some individuals overtly use racism. In acts of overt racism, the oppressor is aware of the use of prejudice and discrimination. Racism can occur on an unconscious level and can be both active and passive [23]. Tatum [15] uses the terms “active racism” and “inactive racism” to talk about this level of consciousness, adapting the concept to having an explicit or an implicit goal to racism. In particular, active racism comprises all of the intentional actions with a stated or explicit goal to maintain a system of racism and the oppression of those in targeted racial groups [15]. One of the main beliefs for perpetuating active racism is that white individuals are superior to other ethnic groups in terms of culture and values [23]. Inactive racism is defined as beliefs, attitudes, and actions that actively contribute to the maintenance of racism.
without openly using violence or oppression [15]. In other words, inactive racism is maintained through attitudes, beliefs, and behaviors that support the system of racism, racial prejudice, and racial dominance [23]. Inactive racism has also been termed “passive racism.” Tatum [15] conveyed that some clear examples of this phenomenon are seen when a racist joke is told and receptors laugh, when conversations on difficult race-related issues are silenced, or when Black candidates are eliminated in hiring processes.

With respect to cultural racism, Tatum [15] supports the idea that we cannot always identify who is responsible for an individual act, as society is behind the maintenance of certain prejudices and stigmas. Other authors such as Wijesinghe et al [23] added that the conceptualization of cultural racism needs to include the notion of inferiority or devaluation. They further argued that institutional racism is often confused by “rights” and the system of advantages created for white individuals [23].

Social Media Activism and Advocacy

Hashtag activism is a new term that was coined to describe protests on social media. Users can report their personal history or make social and political claims by tweeting, retweeting, or commenting on others’ tweets [25]. For example, the #BlackLivesMatter movement triggered by the death of George Zimmerman in 2012 rapidly evolved into demonstrations in the virtual space. Similarly, during the initial phase of the COVID-19 pandemic, various racial attacks toward the Chinese were reported around the globe. Consistently, Twitter users utilized the hashtags #JeNeSuisPasUnVirus and #I’mNotAVirus as an attempt to unfold the existing racist practices. To the best of our knowledge, this is the first study to directly focus on the racist discourse toward the Chinese ethnicity, along with actual advocacy and activism actions displayed on Twitter during the COVID-19 outbreak.

The aims of this study were to describe (1) which type of racism was displayed against Chinese individuals amid the COVID-19 outbreak (first quarter of 2020), and (2) how Twitter users reacted to news, posts, and tweets that had a positive or negative sentiment toward Chinese individuals.

As a hypothesis, it was expected that due to the worldwide situation of discrimination and hate against the Chinese during the new coronavirus outbreak in Wuhan, tweets in the first quarter of 2020 would exhibit verbal and physical aggression forms of racism against Chinese individuals (ie, individual racism with an emphasis on active racism). We further hypothesized that even with the racist dialog exposed on Twitter, users would paradoxically create advocacy and activism spaces on this social media platform.

Methods

Design

Content analysis of tweets was utilized to address our aims. Content analyses transform the symbolic content of a document, such as words and images, into a systematic set of categories and codes [26].

Data

Collection of Tweets

Using the NCapture browser link and NVivo software, tweets in English and Spanish were pulled from the Twitter data stream from January 15 to March 3, 2020. A tweet is a limited virtual message of 280 words [26]. Twitter is a microblogging site in which users engage in real-time messages and can connect with other users by following the feed of other user accounts [26]. A total of 19,150 tweets were captured using the advanced Twitter search engine with the keywords and hashtags #nosoyunvirus, #imNotAVirus, #ChineseDon’tComeToJapan, #racism, “No soy un virus,” and “Racismo Coronavirus.” From the full Excel data set, 1173 tweets were repeated and consequently excluded. A total of 17,575 tweets were not related to our research questions’ topics. After reading all of the tweets, an exclusion criteria checklist was created to tag the tweets (1) not considering the coronavirus outbreak; (2) not related to Chinese and Asian discrimination; and (3) targeting other topics such as immigration in the United States, worldwide politics, new scientific facts related COVID-19, and general opinions about the pandemic and the disease. Finally, 402 tweets were included and coded by three researchers.

Themes

The main subcodes for active racism include physical aggression, verbal aggression, change in relationships, rejection, and bullying. Relevant codes for inactive racism were prejudices, rumors, and jokes. Separately, a new category termed “internalized domination” emerged.

For the second aim, gauging Twitter users’ reactions to the anti-Chinese sentiment, the main topics of discussion were advocacy and activism. Different subcodes for advocacy emerged, including Black and Muslim identification with Chinese discrimination; white allyship; and the break of stereotypes, prejudice, and discrimination as a form of advocacy using Twitter. In an activism effort, subcodes such as an antiracist fight were revealed. We also detected some tweets related to unintentionally internalized racist discourses by certain Chinese individuals.

Ethical Considerations

No application for an ethical review board assessment was submitted as the study only involved preanalysis of secondary data with no identifying information.

Coding of Tweets

For the validity of the data process, a codebook based on axial coding was developed, along with instructions on how to use the code and the associated definitions. Before beginning the process, two research team meetings were necessary to determine and clarify the meaning of the codes and the coding strategy. The idea was to be immersed in an intense analysis surrounding a few specific sets of codes and categories, and to preserve selectiveness [27]. The research team reviewed the tweets using an inductive approach to finalize the codebook. As theories were identified behind the tweets, definitions included relevant racism conceptual frameworks, specifically based on Tatum’s [15] concepts. Memos were also used in the
analysis processes to improve the gathering of information. Table 1 provides the relevant codes and their definitions.

Once all of the tweets were coded, the codes were compared between two researchers to discuss possible conflicts using a Google Sheet. In the case of disagreement, each remaining tweet was coded independently again by at least two members of the team. Differences were reconciled through discussion between the two coders until reaching 100% agreement. The rate of code conflict was 38/402 (9.4%) tweets for research question 1 and 23/402 (5.7%) tweets for research question 2. To estimate the intercoder reliability, we selected a strategy of group consent rather than statistical consent. Group consent was based on establishing an agreement between coders during the decision-making process and in-depth discussions of the tweets’ content.

Table 1. Relevant codes, subcodes, and definitions.

<table>
<thead>
<tr>
<th>Codes and subcodes</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Active racism</strong></td>
<td></td>
</tr>
<tr>
<td>Physical aggression</td>
<td>Behavior causing or threatening physical harm toward others, including hitting, kicking, biting, using weapons, and breaking toys or other possessions</td>
</tr>
<tr>
<td>Verbal aggression</td>
<td>Message that attacks self-concept, including insults or name-calling, shouting, teasing, and mockery (eg, “yellow peril” or “Alerte Jaune”)</td>
</tr>
<tr>
<td>Change in relationships</td>
<td>Change in relationships in a negative/derogatory manner; always takes into consideration that the prior established relationship was based on respect</td>
</tr>
<tr>
<td>Rejection</td>
<td>Refusing someone for being Chinese without a previous relationship</td>
</tr>
<tr>
<td>Bullying</td>
<td>Harm, intimidation, or coercion of an individual in the school context</td>
</tr>
<tr>
<td><strong>Inactive racism</strong></td>
<td></td>
</tr>
<tr>
<td>Prejudice</td>
<td>Preconceived judgment or opinion, usually based on limited information</td>
</tr>
<tr>
<td>Rumors</td>
<td>Actual circulating story of uncertain or doubtful truth</td>
</tr>
<tr>
<td>Jokes</td>
<td>Use of humor to maintain racism</td>
</tr>
<tr>
<td><strong>Cultural racism</strong></td>
<td>Cultural images and messages that assumed superiority of whites and the assumed inferiority of Chinese individuals, along with negative stereotypes as oversimplified generalizations about the Chinese</td>
</tr>
<tr>
<td>Institutional racism</td>
<td>The network of institutional structures, policies, and practices that create advantages and benefits for whites and disadvantage for targeted racial groups, including the Chinese</td>
</tr>
<tr>
<td>Internalized domination</td>
<td>Members of the agent group (whites) accept their socially superior status as normal and deserved</td>
</tr>
<tr>
<td>Advocacy</td>
<td>Twitter users consciously defending an idea or a purpose; being involved in an activity or action with the idea of influencing social change</td>
</tr>
<tr>
<td>White ally</td>
<td>White person who actively works to eliminate racism in social media</td>
</tr>
<tr>
<td><strong>Advocacy</strong></td>
<td></td>
</tr>
<tr>
<td>Asian food sharing</td>
<td>Food sharing in the community to defend the cause that Chinese individuals are not viruses</td>
</tr>
<tr>
<td>Community support</td>
<td>Supporting through hug performances and donations</td>
</tr>
<tr>
<td><strong>Engage in racist discourse</strong></td>
<td></td>
</tr>
<tr>
<td>Intentionally racist</td>
<td>When the message is communicated with the explicit goal to hurt or harm another person</td>
</tr>
<tr>
<td>Unintentionally racist</td>
<td>Online messages where the communicator is not aware that their arguments have a racist impact</td>
</tr>
<tr>
<td>Strategically racist</td>
<td>Using discourse to make a point that is part of a broader argument designed to persuade the public or gain political support but is still racist</td>
</tr>
</tbody>
</table>

Results

Research Question 1: Racism Toward the Chinese Amid the COVID-19 Outbreak

Overview

A total of 402 tweets displayed some racist content. To address our first aim, we considered whether the racism occurred at the individual, cultural, or institutional level. With Tatum’s [15] conceptualization in mind, the vast majority of tweets showed individual racism (100 tweets) and cultural racism (41 tweets), whereas institutional racism tweets were limited (9 tweets). Table 2 summarizes the codes obtained, which are described in further detail below.
<table>
<thead>
<tr>
<th>Codes and subcodes</th>
<th>Example tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual racism (n=100)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Active racism (n=68)</strong></td>
<td></td>
</tr>
<tr>
<td>Physical aggression (n=39)</td>
<td>Also seeing some news reports that people who are definitely “Not Racist” around the world are attacking Asian people who are not from China, because #COVID19 started in China. #Racism</td>
</tr>
<tr>
<td>Verbal aggression (n=28)</td>
<td>Yesterday when I was in this small town, several people referred to us “Coronavirus”. When they realized we understood Spanish, they stopped chatting... Then, they rationalized their actions by claiming that they didn’t say anything about.</td>
</tr>
<tr>
<td>Change in relationships (n=3)</td>
<td>Due to perpetuation of #racism like this, my 13 yr old + teammate endured the Judge of their #debate round avoid her assigned seat next to them for a seat across the room from them.</td>
</tr>
<tr>
<td>Rejection (n=23)</td>
<td>I did a test on the bus the other day, I was sneezing all the time on the trip, no one told me off, but as soon as Asians are associated with any symptoms people turn away #auspol #AuspolSoCorrupt.</td>
</tr>
<tr>
<td>Bullying (n=5)</td>
<td>This is Constantine, a Chinese student studying in Oz. He was recently beaten up and verbally abused with #racism all cuz he spoke #Chinese. The racial hysteria as a result of the #CoronavirusOutbreak has made this country unsafe for students.</td>
</tr>
<tr>
<td><strong>Inactive racism (n=32)</strong></td>
<td></td>
</tr>
<tr>
<td>Prejudice (n=15)</td>
<td>Let’s be clear. #COVID2019 or #coronavirus is not the common cold. It is not carried by solely asians. It is a huge threat but this does not mean we should stop supporting Asian businesses. I will be having Chinese food for lunch. #racism #fearmongering</td>
</tr>
<tr>
<td>Rumors (n=14)</td>
<td>Just lost a few brain cells listening to that ‘instagram influencer’ on your Thurs show. Also, is it not reasonable to assume that those working in /patronizing Chinese restaurants have increased chance of traveling or being in contact with persons traveling to China? #racism?</td>
</tr>
<tr>
<td>Jokes (n=5)</td>
<td>What I enjoy best is the concept: I catch the virus and then become entirely immune, so I can travel about Wuhan liking Chinese and everything will be OK!</td>
</tr>
<tr>
<td><strong>Cultural racism (n=41)</strong></td>
<td></td>
</tr>
<tr>
<td>Journalist photos (n=12)</td>
<td>The @nypost once again demonstrated their poor journalistic standards by placing a picture of asians in Flushing with their article regarding the first confirmed case of the corona virus. #coronavirus #Coronavirusny #WorldHealthOrganization #nypost #racism</td>
</tr>
<tr>
<td>Yellow peril (n=2)</td>
<td>None of that shields me or anyone else. I’ m still just a target because I’ m east Asian. #JeNeSuisPaSUnVirus #ImNotAnInfluenza #Coronavirus #COVID19 ‘They yelled Coronavirus’ – East Asian attack victim speaks of fear</td>
</tr>
<tr>
<td>Institutional racism (n=9)</td>
<td>What’s scary is that just because Mexico has 4 confirmed cases of Coronavirus, Trump wants to close down the border, meanwhile the US has 74 confirmed cases of Coronavirus, so if anything Mexico should close down their border. #coronavirus #TrumpVirus #racism #COVID19US</td>
</tr>
<tr>
<td>Internalized domination (n=6)</td>
<td>I’ m just saying. If this virus started in Europe or America from some Caucasian folks, y’ all wouldn’t say a thing to attack them physically or verbally #coronavirus #COVID2019 #racism</td>
</tr>
</tbody>
</table>

**Individual Racism**

**Active Racism**

Instances of individual racism were broken down into active racism and inactive racism (Table 2). A total of 68 tweets exhibited active racism, characterized by the main subcodes physical aggression, verbal aggression, change in relationships, rejection, and bullying.

Manifestations of physical aggression were diverse and included attacking, assaulting, and beating: “He is an Italian-Chinese man who was violently assaulted for racial reasons.” Some tweets exhibited a combination of physical aggression and verbal aggression in their content, underlying how physical and verbal aggressions go hand-in-hand (n=14):

> A student in Great Britain was physically attacked by a group of people yelling him “#coronavirus” and...

> “I don’t want #coronavirus here”. This is the outcome. This #racism is no longer a joke

Verbal aggression was frequent, especially name-calling. The most commonly used insults were “Corona” and “Coronavirus,” although allegations such as “Yellow peril,” “Yellow Alert,” and “Yellow Face” also manifested:

> Yesterday when I was in this small town, several people referred to us “Coronavirus”. When they realized we understood Spanish, they stopped chatting... Then, they rationalized their actions by claiming that they didn’t say anything about

Change in relationships as part of active racism was also evident: “An Asian-Australian woman whose family has been in this city for a long time: I had a friend who rejected to have a drink with me.” Verbal aggression was also associated with this behavior:
As much as I admire this guy, this was a mistake. I’m sure he’s regretting it, but let’s deal with it. He’s not the only one. People are refusing to get their meals at Chinese restaurants, Chinese children are being segregated at their educational centers, and so on....

This type of rejection was also frequent in the medical field, including rejecting doctors that appear to be Asian: “Patients at an Australian hospital are rejecting to be treated by Asian doctors, because they are afraid of getting #COVID19.” Chinese restaurants also lost business:

_On my way home tonight, all take-aways were crowded except the three Chinese restaurants. “Next people will quit eating pasta!” I told to my daughter._

Ok, be cautious. This is just obvious racism.

Manifestations of active racism in the school context were also present. Signs of bullying such as intimidation, coercion, and harmful behaviors were detected:

_A Chinese student living in Australia was recently attacked and verbally abused with racism because he spoke Chinese. The Coronavirus outbreak has generated racial panic, making our country dangerous for students. Please, donate._

Bullying was also associated with rejection in certain cases such as Chinese children being segregated in educational centers (Table 2).

Inactive Racism

Inactive racism denoted the use of prejudice, the promotion of “rumors,” and racism through disrespectful “jokes” (Table 2).

The concept of “I am not a virus” emerged from the idea that wearing a mask is having the virus. On Twitter, the mathematical form “ASIAN+MASK=VIRUS” is recurrent to explain prejudice. The hashtag “I am not a virus” appeared to break this prejudice or as a form of advocacy:

_I got these from a New Zealend webpage section. It is racist to refuse to breathe the same air as Asian people when making an assumption that Chinese are infected based off a five second glimpse._

During the first quarter of 2020, rumors about Chinese individuals started to appear. Several untruthful stories were circulating, such as that all Chinese individuals have the virus and that they are dangerous:

_A twitter user assumes only that Coronavirus primary affects Asians, so he is unconcerned. The racism and cruelty are always a thing. Moreover, his president informed him it will be gone by April so he is just counting down days until it's done._

More specifically, rumors affected Chinese individuals who work in Chinese restaurants, as there was a rumor about Chinese employees getting coronavirus: “It is not congruent to assume that those working in Chinese restaurants have increased chance of traveling or being in contact with people who are traveling there.

Rumors about the Chinese eating pets were also frequent. One Twitter member attempted to educate users on this rumor:

_It's time to address the notion that people in China eat their pets. It has been stated to me since I was a child, but this is not true; this practice does not exist in China, and only occurs in really poor areas. Chinese are humans, and they also have pets._

Some individuals used harmful jokes to attack Chinese individuals. An example is provided: “What I enjoy best is the concept: I catch the virus and then become entirely immune, so I can travel about Wuhan liking Chinese and everything will be OK!”

Cultural Racism

Cultural racism was exhibited in general messages, but also through the subcodes journalism photos and promoting “Yellow Peril” stereotypes (Table 2): “It appears that other ethnicities enjoy bat soup as well. Please don’t make a racial attack on them right now. This Twitter user prefers them to be fresh.”

The journalism photos code was used when detecting photos and images in the public media that contained discriminative or prejudiced content toward Chinese individuals. For instance, some Twitter users denounced: “Why every Western media always utilizes images of Asians when they announce that coronavirus has been detected in Europe?” In this regard, the journalism photos code complemented the advocacy code: “The @nypost once again proved their terrible journalistic standards by accompanying an article on the first confirmed case of the corona virus with a photo of Asians in New York State.”

Specifically, subcodes on how journalism photos reflect a cultural racist image (ie, Chinese people wear masks because they are infected) can be appreciated regularly during this period. Another important subcode was yellow peril, as this historical idea strongly persisted during the first quarter of 2020 on different cultural racist tweets:

_Thank you to these specific Twitter users for inviting me to speak on this fantastic podcast regarding the coronavirus outbreak and racism. The COVID-19 racism is just one manifestation of Australia's long-standing yellow peril and anti-Chinese sentiment._

Institutional Racism

Institutional racism was less frequently mentioned, with a total of 9 tweets pointing to this problem. The institutional racism issue was generally brought up indirectly: “Universities have already lost 100,000 Chinese students; if Indian parents learn of this, they may withdraw the remaining 100,000 students.”

Internalized Domination

Six tweets demonstrated the existence of internalized domination. The following comment reflects how a white US Twitter user indirectly treats Chinese and Iranian individuals as inferior:
It's funny how the death rate from the coronavirus is higher in heavily inhabited POC [people of color] areas like Iran and China. However, in nations where Whites are the majority, such as the United States and Italy, the rate is quite low.

Another tweet was found in which a user expressed a sentiment of superiority of Black individuals to Asians:

I witnessed a black man abusing an elderly Chinese man. Many Black folks have historically waved the flag in support of anti-racist causes. This time, though, Black people are against Asians.

However, internalized domination was also criticized by another Twitter user: “How come you don’t think about how much your predecessors suffered because of prejudice when you do the same to other races?”

### Research Question 2: Advocacy and Activism Through Social Media

#### Advocacy

After confirming that racism was displayed on Twitter at different levels, we next inquired about the most common user responses to this racist sentiment on social media, as highlighted by the high number of tweets related to *advocacy and activism* (Table 3).

#### Table 3. Summary of tweets associated with advocacy and activism against Chinese racist sentiment.

<table>
<thead>
<tr>
<th>Code and subcode</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advocacy (n=298)</td>
<td>I don’t wanna be ‘that guy’ but...This is what I mean about the double standards of #racism. If a white person had written that about a black person then #Twitter would be in meltdown. Is #coronavirus #racist? Are #scientists racist? No? That Tweet is. #Equality is EQUAL.</td>
</tr>
<tr>
<td>White allies (n=33)</td>
<td>Please stop the #racism, #Xenophobia, and open hatred against Asians because of the #coronavirus. A virus is not and should not be a means to discriminate and Other human beings.</td>
</tr>
<tr>
<td>Black identification (n=12)</td>
<td>Some folks whose minds are so debased have started exhibiting stereotypical disposition towards Chinese whom at this critical time need the world’s support to overcome #coronavirus #CoronaUpdates #COVID-19 #racism #ourHealthMatters #stopracism #Health</td>
</tr>
<tr>
<td>Muslim identification (n=9)</td>
<td>#FreedomOfSpeech vs #Racism. #Sinophobia is the new #Islamaphobia or #AntiSeminitism</td>
</tr>
<tr>
<td>Activism (n=43)</td>
<td>#Coronavirus; #Wuhan natives in US unite to support their city during crisis New York people order fund raising for #medical supplies; But some NY Chinese encounter virus sparked #racism</td>
</tr>
</tbody>
</table>

Some subcodes help to understand who was involved in these advocacy efforts. The code “toward others” (149 tweets) helped to determine that not only Chinese individuals were involved in this process, but that non-Chinese individuals also advocated for racism experienced by the Chinese amid the coronavirus outbreak. Chinese users also advocated for themselves (64 tweets). In some cases, advocacy efforts were not only about oneself on an individual level (45 tweets), as some Chinese individuals included their Chinese community or Asian community as a whole in their advocacy tweets. The following tweet reflects the awareness of advocating against racism toward Chinese individuals:

The only actual threat of the coronavirus is the prejudice directed at any Asian person, which many people now believe is acceptable. While in the train, a woman films a racist coronavirus rant.

Most of the tweets with an advocacy goal were meant to break stereotypes, prejudice, and discrimination (Table 3):

In the wake of the #coronavirus outbreak, the Human Rights Commission has offered advice: wash your hands and avoid being #racist and #xenophobic. Coronavirus makes no distinction between your skin color, whether you are black or white. We need to pray for each other. #racism #blacklivesmatter

White allies played an active social media role to deconstruct ideas about the Chinese as viruses (33 tweets). As a team, we faced some difficulties in identifying a Twitter user’s nationality and/or ethnicity; if this information was not explicitly stated on their Twitter profile, we did not make any inferences. The same applied to the codes *Muslim identification* and *Black identification*:

People on my Facebook page believe that China produced the Coronavirus as a type of biological warfare. They cite SARS and avian flu as examples. Why would they do anything like that to their own economy? I’m starting to lose faith in human intelligence.

The Black identification code emerged as some Black Twitter members—who claimed their chosen identity in their Twitter profile—identified with the struggle of racism experienced by the Chinese amid the coronavirus outbreak. A total of 12 tweets were coded as Black identification: “Some people with degraded minds have started acting stereotypically against Chinese people who, at this vital time, they need the world’s support.”

A total of 12 tweets were coded as Black identification. An example is given: “Some people with degraded minds have started acting stereotypically against Chinese people who, at this vital time, they need the world’s support.”

A hypothesis that may need to be explored in future studies is the possible relationship between the discrimination faced by Black communities during the AIDS and Ebola outbreaks as a parallel to Chinese discrimination during the COVID-19 pandemic. Unfortunately, our study’s qualitative data were too vague to establish any solid relationship on why Black
individuals felt particularly empathetic with respect to Chinese racist attacks. Notably, in some countries, including the United States, a recent allyship has been exhibited with the hashtags #asians4blacks during the recent #blacklivesmatter movements in 2020. This code is thus a processor for the reciprocal allyship recently reported.

Muslims also appear to identify with the struggle of racism experienced by the Chinese amid the coronavirus outbreak (9 tweets). When a member of another group experienced oppression, empathy emerged with other communities: “I am mixed race (Arab) and Arabs are racist, they treat Black, desi, east & southeast Asians unrespectfully.”

**Activism**

A total of 298 tweets were coded as showing activism. Different types of actions were coded under Antiracist fight (n=43), including art creation, Asian food sharing, and community support through hug performances and donations (Table 3). In the following example, a Chinese student is asking for donations via GoFundMe. He was assaulted, and is asking for reparations denouncing his situation:

> A Chinese student living in Australia was recently attacked and verbally abused with racism because he spoke Chinese. The Coronavirus outbreak has generated racial panic, making our country dangerous for students. Please, donate.

The following initiative used art to combat racism:

> Online exhibitions, live museum visits, and special social media events are the answers that Iranian museums promoted to avoid COVID-19. We have initiated a movements against anti-Asian racism within the museums.

In Toronto, a food initiative to fight racism emerged:

> This is also true here in Toronto. I’ve recently made it a point to eat out and order takeaway from an Asian restaurant whenever possible. People will arrive at their favorite late-night eateries in the summer and be perplexed as to why they are closed.

Similarly, in the United States, a Twitter user was promoting eating Chinese food for lunch as the rejection against Chinese businesses increased:

> Let’s be clear about something. The coronavirus, also known as COVID-19, is not the same as the common cold. Not only Asians get them. It’s a significant threat, but it doesn’t mean we shouldn’t continue to support Asian businesses. For lunch, I’m going to get Chinese food. #fearmongering #racism.

**Racist Discourse on Twitter**

Apart from the advocacy tweets and activist actions against racism, there were also some tweets demonstrating racist discourse (n=13). Two tweets were intentionally racist and 11 tweets were classified as unintentionally racist. None of the tweets analyzed was codified as strategically racist, as the message is communicated with the explicit goal to hurt, harm, or discredit the Chinese community [28]: “Prepare for a Coronavirus pandemic around the World. Thank you, China. Up yours to everyone who claimed racism. Your hands will be stained with blood!”

By contrast, the following Twitter member engaged in unintentionally racist discourse, as they were not aware or concerned that their arguments could have a racist impact [28]:

> People who believe that avoiding vulnerable or compromised communities is #racist deserve no respect. Why do you think prejudice evolved in humans? To keep themselves safe from something far worse! Everyone: To avoid a plague, avoid sick individuals like the plague!

**Discussion**

**Principal Findings**

The present work investigated the typology of racism manifested against Chinese individuals amid the COVID-19 outbreak in the first quarter of 2020, and how Twitter users reacted toward racism against Chinese individuals on this specific social network. As main findings, the data support the presence of individual, cultural, and institutional racism against Chinese individuals. Individual racism was the most reported form of racism, especially conveying physical and verbal aggression. Positive reactions that supported the Chinese community were more widely shared. As a form of resistance against racism, Twitter users reacted by engaging in advocacy and activism within their social network. Advocacy was claimed with the hashtag “I am not a virus,” which served to break stereotypes, prejudice, and discrimination. Activism messages showed resistance through art, food sharing, and community support.

Notably, the interpretation of these findings are relevant at three levels: (1) Twitter messages can predict acts of racism and discrimination in advance; (2) Twitter posts help to detect different forms of racism, which works as a tool to fight racism per se; and (3) the online advocacy and allyship work conducted on Twitter can help to break stereotypes in the virtual environment and real world simultaneously. For this reason, the descriptive data provided in this study can strengthen social leaders’ capacity to predict racism in the public arena, and begin to implement policies and practices before acts of racism occur, taking into consideration a systematic level for each of the antiracist interventions.

Despite the limited literature on this topic, our study findings line up with the most recent work available [5,7,8,29]. Verbal abuse and physical aggression were the most common forms of racism identified during the outbreak of COVID-19. He et al [7] also found a range of discriminatory acts that varied from verbal abuse to violent attacks. Similarly, we found that discrimination against Chinese individuals occurred in different contexts, with narratives displaying racism on public transportation and schools being prominent. Criss et al [8] reported that racist statements covered overt and subtle expressions against Black, Latinx, and Chinese individuals. However, they did not analyze the direct impact of the COVID-19 outbreak targeting only Chinese individuals [8].

---
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Nevertheless this study and previous work showed that subtle, or inactive, forms of racism manifest in our communities.

Data from 2020 also suggest that Chinese individuals living abroad experienced stigmatization during the COVID-19 pandemic, ranging from overt racism to covert microaggressions [29]. We identified expressions of racism both in overt and subtle forms, including from international students, endorsing previous data regarding this topic. For example, as an overt manner of manifesting racism, Ma and Zhan [29] noticed that Chinese individuals reported verbal abuse, hearing “coronavirus” yelled at them. In our study, Chinese individuals also reported the same type of overt verbal aggression. It is also relevant to highlight that Criss et al [8] detected a vast number of stereotypes against Chinese individuals. Even though their study was not strictly targeted to understanding anti-Chinese racism during the COVID-19 outbreak, they found that the Chinese were highly stigmatized based on their physical features [29]. In our study, these manifestations on Twitter were also noted in the context of name-calling.

Abd-Alrazaq et al [30] analyzed tweets to identify the top concerns of Twitter users. Although the main topic of the study was not racism per se, this subject emerged indirectly as they found a clear increase of racism against Chinese individuals as a form of distress. Their data seem to align with the idea that the Chinese have been impacted by racism during the COVID-19 outbreak. Specifically, the current study demonstrates that racism against Chinese individuals during the COVID-19 outbreak was displayed in many manifestations, including physical, verbal aggressions, and bullying, as reported in past studies, and well-established relationships also changed. Rejection or refusing someone simply for being Chinese or Asian was also common. Rumors and jokes were actively present as a form of uncovered racism. Thus, this study denotes that racism occurs on a broad spectrum and at different system levels—individual, cultural, and institutional—and all forms must be considered.

One of this study’s main strengths is the use of Twitter as a social media network to analyze manifestations of racism against the Chinese amid the COVID-19 outbreak. Twitter was selected as it constitutes a developing setting in which racism and related stress manifest [9]. Twitter is also an important social media platform because it includes information for users to express their worries, opinions, and feeling about the pandemic [8]. Additionally, in recent years, most online social media movements and social forms of denouncement originated or were consolidated on Twitter (eg. #Blacklivesmatter, #sayhername, #asians4blacks).

Nevertheless, limitations should be considered when interpreting the results of this social media study. Although we aimed to analyze tweets in different languages, we were only able to focus on tweets in English and Spanish. As the process of intercoder reliability requires two or more researchers speaking the same language, we could not include tweets in Japanese, Chinese, German, Italian, or French. To prevent bias, we excluded the analysis of certain hashtags such as #ichbinkeinvirus, #jenesuispasunvirus, and #IoNonSonoUnVirus. Furthermore, a small number of tweets were not available (as some users erased a tweet or Twitter blocked specific messages). In this sense, some tweets no longer existed once captured by NCapture and put in the Excel sheet.

Another major point is that most of the studies on this topic tend to be general when using terminology related to racism. For example, the main goal of the study of Criss et al [8] was to evaluate how information about the virus originated and how fake news spread and fluctuated on Twitter along with its impacts. In their work, racism was a subjacent topic. In this sense, it was quite complex to find research that gathered information directly on racism, specifically against the Chinese, on Twitter during the COVID-19 outbreak. Similarly, the target population of related studies was also broader, and the methodology used varies from qualitative to quantitative designs. As the online hashtag “I am not a virus” was still new when we began this research, and we only analyzed tweets from January 15 until March 3, 2020, we cannot evaluate the connection with subsequent events.

Finally, it is important to mention that when some of the first COVID-19 cases were identified in Italy, discrimination against the Chinese had already been reported on Twitter. As the oppression increased against Chinese individuals, three tweets exhibited how some individuals developed an anti-Italian sentiment and discriminated against Italians during the novel coronavirus outbreak. However, we did not find instances of anti-Italian sentiment systematically in this research. Nevertheless, it is interesting to consider these types of tweets to understand how a group’s oppression can evolve to the oppression of another group during a pandemic. Future studies should take a closer look at this issue and how the relationship between communities evolves. Additionally, we noticed that the terminology used to define the different classifications of racism differs among authors. We used Tatum’s [15] conceptual framework to guide this study; however, no theoretical perspectives were explicitly identified in the other related articles reviewed. Given this situation, it would be convenient to begin theoretically based conversations between researchers to establish a common ground and standardized terminology for future studies.

Conclusions

Most of the tweets analyzed exhibited individual racism from January 15 to March 3, 2020. Specifically, physical and verbal aggressions were denounced during this period, with active forms of racism being more widespread. At lower intensity, rejection as an active form of racism was highlighted (eg, canceling taxi reservations only once seeing a person’s Chinese name or rejecting doctors that appear to be Asian in the medical field). The hashtag “I am not a virus” was used during the first quarter of 2020 as a form of antiracist advocacy. Twitter is used as a form of advocacy to denounce mainly physical and verbal aggressions. The hashtag “I am not a virus” helped break stereotypes, prejudice, and Twitter discrimination. Allyship relationships were also evident, including white, Black, and Muslim allyship. Activism through social media manifested through art, food sharing, and community support.

As social implications and considerations for the future, policies and practices must be concentrated on preventing physical
aggression and verbal abuse against the Chinese. This is necessary to fight racism considering the different systems implied, as antiracist interventions have to be targeted at the individual, cultural, and institutional levels. Covert manifestations are also present in society, and thus interventions in this direction must not be forgotten. Overall, this study highlights that Twitter could be a useful tool for advocacy and activism, helping to break stereotypes, prejudice, and discrimination at a population level. Thus, social interventions should consider both real life and cyberspace for antiracism education in the general population.
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