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Abstract

Background: Fitness trackers and smart watches are frequently used to collect data in longitudinal medical studies. They allow continuous recording in real-life settings, potentially revealing previously uncaptured variabilities of biophysiological parameters and diseases. Adequate device accuracy is a prerequisite for meaningful research.

Objective: This study aims to assess the heart rate recording accuracy in two previously unvalidated devices: Fitbit Charge 4 and Samsung Galaxy Watch Active2.

Methods: Participants performed a study protocol comprising 5 resting and sedentary, 2 low-intensity, and 3 high-intensity exercise phases, lasting an average of 19 minutes 27 seconds. Participants wore two wearables simultaneously during all activities: Fitbit Charge 4 and Samsung Galaxy Watch Active2. Reference heart rate data were recorded using a medically certified Holter electrocardiogram. The data of the reference and evaluated devices were synchronized and compared at 1-second intervals. The mean, mean absolute error, mean absolute percentage error, Lin concordance correlation coefficient, Pearson correlation coefficient, and Bland-Altman plots were analyzed.

Results: A total of 23 healthy adults (mean age 24.2, SD 4.6 years) participated in our study. Overall, and across all activities, the Fitbit Charge 4 slightly underestimated the heart rate, whereas the Samsung Galaxy Watch Active2 overestimated it (~1.66 beats per minute [bpm]/3.84 bpm). The Fitbit Charge 4 achieved a lower mean absolute error during resting and sedentary activities (seated rest: 7.8 vs 9.4; typing: 8.1 vs 11.6; laying down [left]: 7.2 vs 9.4; laying down [back]: 6.0 vs 8.6; and walking slowly: 6.8 vs 7.7 bpm), whereas the Samsung Galaxy Watch Active2 performed better during and after low- and high-intensity activities (standing up: 12.3 vs 9.0; walking fast: 6.1 vs 5.8; stairs: 8.8 vs 6.9; squats: 15.7 vs 6.1; resting: 9.6 vs 5.6 bpm).

Conclusions: Device accuracy varied with activity. Overall, both devices achieved a mean absolute percentage error of just <10%. Thus, they were considered to produce valid results based on the limits established by previous work in the field. Neither device reached sufficient accuracy during seated rest or keyboard typing. Thus, both devices may be eligible for use in respective studies; however, researchers should consider their individual study requirements.

(JMIR Form Res 2022;6(3):e33635) doi:10.2196/33635

KEYWORDS
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Introduction

Background

Wearables such as smart watches and fitness trackers enable data recording in real-life settings, where biomedical signals cannot be easily captured with conventional or clinical devices. They can provide unobtrusive, economic, high-resolution, longitudinal recording capabilities for various signals, including accelerometer and photoplethysmogram (PPG) data [1,2]. This makes them particularly interesting for use in longitudinal medical studies and biomedical research. Observational studies especially benefit from the unobtrusive and longitudinal recording characteristics of fitness trackers and wearables across a variety of medical disciplines [3-9]. In addition to clinical studies, fitness trackers are also usable in other applications. These include activity feedback, activity promotion, weight management, disease monitoring, disease diagnostics, stress and sleep monitoring, and health care surveillance [10-15].

An important prerequisite for the use of wearables in studies and connected applications is adequate accuracy and, thus, data quality. Without sufficient validation, the reliability of the recorded data is unknown, which is the case for many modern end consumer devices. Thus, stringent upfront validation is not only a necessity for meaningful research but also prospective applications.

Related Work

The Fitbit Charge HR series (Fitbit) is one of the most frequently validated devices. The study by Lee [16] reviewed the first device generation with 10 college students under free-living conditions. Each participant was asked to conduct normal day activities for 8 hours, and the heart rate (HR) was recorded and evaluated every minute against a Polar HR chest strap monitor. They concluded that the device was not accurate, with a mean absolute percentage error (MAPE) of 9.17% (SD 10.9%) when worn on the nondominant hand. Brazendale et al [17] evaluated the HR measurements of 39 children. The evaluation was performed on a per-minute basis, and the MAPE was reported as 6.9%. Thus, the authors concluded that wearable fitness trackers provide HR measurements comparable with a criterion field–based measure.

The data of 50 intensive care unit patients monitored over 24 hours were used for evaluation by Kroll et al [15]. They recorded HR values every 5 minutes and identified a median difference of 1 beats per minute (bpm) between the derived HR of the fitness tracker and the electrocardiogram (ECG)–derived HR.

A higher comparison frequency was chosen by Jo et al [18]. By measuring and comparing the HR every second, 24 participants completed a 77-minute protocol comprising several activities, including cycling, walking, jogging, running, and other sports exercises. A 12-lead ECG served as the criterion device. The authors reported a mean bias of −8.8 bpm and concluded that the device by Fitbit does not satisfy the validity criteria, particularly during higher exercise intensities.

The second release of the Fitbit Charge HR series was evaluated by Reddy et al [19], Thomson et al [20], and Benedetto et al [21], yielding different results on the device accuracy. To the best of our knowledge, the only validation study for Fitbit Charge 3 was performed by Mugggeridge et al [22], who stated that the Fitbit Charge 3 performed well only during resting and walking-like conditions but otherwise assessed the accuracy to be overall poor.

To the best of our knowledge, no validation studies on the Samsung Galaxy Watch Active series exist as of today. However, other Samsung smart watches have been validated in the past. The measurements of the Samsung Gear S were investigated by Wallen et al [23], with 22 participants in rest, walking, running, and cycling. Out of a total of 4 devices, Samsung Gear S demonstrated the greatest variability in HR measurements. Shcherbina et al [24] examined the Samsung Gear S2 among 6 other devices with 60 participants from diverse backgrounds, performing a range of activities, including sitting, walking, running, and cycling. Of the validated devices in the study, Samsung Gear S2 showed the highest overall error, particularly during sitting. In another study by El-Amrawy and Nounou [25], the device also showed the lowest error compared with 17 other devices and a clinical pulse oximeter as a criterion device.

Objective

The validation study presented here was conducted as an initial groundwork for a large-scale observational study in obstetrics. As a pilot study, we aim to assess the performance of the selected devices in a healthy population to initially determine eligibility for longitudinal medical studies in general. We were particularly interested in the performance and accuracy of HR measurements, which are analyzed in detail in the following sections. This work is the first to validate the Fitbit Charge 4 and Samsung Galaxy Watch Active2 (Samsung Group).

Methods

Overview

Details on the participants, experimental procedure, used devices, validation metrics, processing, and evaluation are outlined in the following sections. Where applicable and possible, we adhered to several common grounds, guidelines, and best practices for wearable HR validation, which have been published in the more recent past [2,12,26].

Ethics Approval

The study was approved by the ethics committee of Friedrich–Alexander Universität Erlangen-Nürnberg (106.13 B). The participants provided informed consent to participate.

Recruitment

Recruitment was conducted via mailing lists and direct contact. We were unable to perform a power calculation for sample size estimation as the selected devices have not been investigated in the past, and thus, no information on effect sizes or variances was available. Consequently, we aimed at a sample size of approximately 20 to 25 participants, which is in line with previous HR evaluation studies [18,19,22,27,28]. Exclusion criteria was a major underlying medical condition affecting the participants’ physical capability or increasing the risk of injury. Assessment was conducted using the Physical Activity
Readiness Questionnaire [29]. Ultimately, 23 participants were recruited.

**Devices and Gold Standard**

We aimed to investigate the accuracy of Fitbit Charge 4 and Samsung Galaxy Watch Active2. Fitbit Charge 4 was released in March 2020. According to the manufacturer, it has a battery runtime of up to 7 days, which makes it particularly interesting for longitudinal studies [30].

The Galaxy Watch Active2 is a smart watch using Tizen OS as the operating system. Its PPG sensor uses 8 photodiodes [31]. The smart watch is available in several sizes and editions; our study used a 40 mm–sized version without long-term evolution. Furthermore, the device is able to record the ECGs. It is possible to derive blood pressure measurements through the PPG sensor; an upfront validation with a blood pressure cuff is required beforehand, and it is recommended to repeat this validation every 4 weeks [32,33]. Tizen OS is extendable, and a documentation of several available application programming interfaces (APIs) to create custom applications and interact with the device is available on the web [34]. This includes functions for accessing nearly all the built-in sensors. The available functions are not limited to the reading of HR and RR intervals but also allow raw data access to nearly all built-in sensors, particularly the PPG sensor. These features make the device interesting for medical studies, as their own algorithms for data processing can be used.

A Mind Media NeXus-10 MKI (Mind Media BV) was used as the gold standard. The ECG Holter device is a certified medical device of class 2a (EU). Data are transferred in real time via Bluetooth to a computer running a manufacturer-supplied software called Biotrace+ (Mind Media) [35], which displays and allows the export of HR, heart rate variability, and ECG data.

**Study Procedure**

The study was conducted in an indoor laboratory environment on 7 different days between July 30, 2020, and September 21, 2020. As the data recording was conducted during summer without air conditioning, ambient temperatures were comparably high for Northern Bavaria, causing sweaty skin surfaces in some cases. This can induce additional noise, electrode loss, or affect the PPG signal measurement of wearable devices. After receiving information on the study procedure and aims, participants filled out the activity readiness questionnaire and respective consent forms. Participants were then supplied with the 2 wearable devices and were asked to place 1 device on each arm, ensuring that the sensor was in good contact with the skin and that the devices were fitted comfortably on the arms. The study adviser determined which device should be placed onto which arm, and devices were equally placed on the left or right arm across all participants. As the Fitbit app has a setting to determine whether the device is placed on the dominant or nondominant arm, this setting was configured accordingly by the study adviser based on the participant information. No such setting exists for the Galaxy Watch Active2. Subsequently, the Mind Media NeXus-10 MKI’s electrodes were placed in a lead two position. To reduce noise, electrodes were placed on the torso, not the extremities. As the Holter device was equipped with a handbag-like body strap, it was hung over the shoulder of participants to increase freedom of movement. This positioning method was supported by the manufacturer. Recording started at least 30 seconds after placement of the electrodes, ensuring sufficient time for adaption for both wearables and the ECG algorithms.

The participants conducted an experimental protocol covering 10 subsequent tasks. Each task lasted between 1 and 2 minutes. The protocol anticipated a total length of 15 minutes. The chosen activities originate from activity recommendations for women with pregnancies, who are the prospective target group in our anticipated larger study. Participants were asked to conduct activities at their own pace to resemble activities as they would be conducted free living by the target group. With transitions between the individual study protocol phases, the recordings had an average duration of 19:03 minutes. We tried to minimize transition or relaxation phases between activities to ensure that the respective HR levels were similar between adjunct activities. If minor slack times (usually <10 seconds) occurred between activities (eg, because of instructions by the study adviser or a move of position between activities), these slack times were not included in the individual activity analysis. Our overall goal was to initially start with resting and sedentary activities (seated rest, typing, laying down [left], and laying down [back]), then continually increase HR using low intensity (standing up and walking at a slow pace) and high intensity (walking at brisk pace, climbing stairs, and squat work out) activities. The full list of activities and tasks is presented in Table 1.
Table 1. List of conducted activities.

<table>
<thead>
<tr>
<th>Activities</th>
<th>Duration (minute)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seated rest</td>
<td>2</td>
<td>Sit comfortably on a chair while breathing normally, without any physical movements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Considered resting or baseline condition</td>
</tr>
<tr>
<td>Keyboard typing</td>
<td>1.5</td>
<td>Type a neutral text on a computer keyboard provided by the study advisor</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aims to assess the effects of hand movement without general body movement</td>
</tr>
<tr>
<td>Laying on left side</td>
<td>1.5</td>
<td>Lay on the left body side on a flat mattress</td>
</tr>
<tr>
<td>Laying on back</td>
<td>1.5</td>
<td>Turn and lay down fully on the back</td>
</tr>
<tr>
<td>Standing up</td>
<td>1</td>
<td>Stand up and maintain an upright position without movement</td>
</tr>
<tr>
<td>Walking at a slow pace</td>
<td>1</td>
<td>Walk slowly and naturally around the laboratory at one’s own pace</td>
</tr>
<tr>
<td>Walking at a brisk pace</td>
<td>2</td>
<td>Increase the walking speed to the maximum walking speed without running at one’s own pace</td>
</tr>
<tr>
<td>Climbing stairs</td>
<td>1.5</td>
<td>Climb stairs up and down at one’s own pace Simulation of a workout for a woman with pregnancy</td>
</tr>
<tr>
<td>Squat workout</td>
<td>1.5</td>
<td>Conduct squats at one’s own pace</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Simulation of a workout for a woman with pregnancy</td>
</tr>
<tr>
<td>Seated rest</td>
<td>1.5</td>
<td>Sit down directly after the workout, relax your breathing, and remain without motion.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aims to assess drastic changes in heart rate from high activity to rest</td>
</tr>
</tbody>
</table>

Data Recording and Processing

**Fitbit Charge 4**
To increase the sampling frequency of the Fitbit Charge 4, the device was set to the training mode before the first study run. This produced a HR measurement every 1 to 5 seconds, thus resulting in a sampling frequency between 0.2 and 1 Hz. As the fitness tracker is linked to a user account in Fitbit’s cloud, the data were accessed through the Fitbit Web API using representational state transfer queries and the Postman software. The API only provides access to HR measurements, and no PPG raw data or RR intervals are provided.

To compare data on a per-second basis, the HR values required upsampling. When not provided with a HR measurement every second, missing values were imputed using the next available HR value.

**Samsung Galaxy Watch Active2**
A custom application for Samsung’s Tizen OS was developed. The Human Activity Monitor API was used to retrieve HR and RR intervals. All retrieved data were saved in JSON format to files and downloaded to a computer. The Human Activity Monitor API provides HR and RR interval data with a sampling rate of 25 Hz (the provided callback function to the humanactivitymonitor.start function is called every 40 milliseconds). However, the data are inconclusive: the HR changes more frequently than physiologically explainable; that is, the API provides up to 5 HR changes (from 86 to 85 to 86 to 85 to 84) within a time frame as small as 300 milliseconds. At the same time, the reported RR interval occasionally remains unchanged over periods >10 seconds. Thus, we decided to sample the HR and RR interval data at 1 Hz. A minority of the data was sampled at a higher frequency and manually downsampling to 1 Hz.

**Mind Media NeXus-10 MKI**
The criterion device recorded ECG data at a sampling frequency of 256 Hz. Furthermore, it contained internal peak detection algorithms, also providing derived HR and RR interval data at 32 Hz. As stated before, data were transferred via Bluetooth from the Holter device to a computer running Mind Media Biotrace+. The data were then exported from the Mind Media Biotrace+ software as a CSV file. Activity sections were recorded and annotated by the study adviser during the study execution in software running on a laptop computer.

Owing to the nature of the study protocol, some activities were prone to noise. Particularly during squats and stair climbing, ECGs were sometimes noisy, and the manufacturer-supplied software was apparently unable to correctly identify R peaks, resulting in erratic and evidently wrong HR and RR interval data. This was particularly true for squat and stair-climbing activities.

To cope with this issue, the raw criterion ECG was again processed in Python, using the ECG function from the BioSPPY library [36]. Subsequently, the R peaks were manually revised by a human annotator and corrected. We then used a self-developed function to extract the HR from the RR intervals.

Finally, the data were downsampling to 1 Hz. If >1 HR value occurred during 1 second (as the HR was >60 bpm), the respective values were averaged.

**Data Exclusion**
Although manual data processing was applied to ensure high data quality, some recorded criterion ECGs were too noisy and...
unusable for comparison. Data were excluded if adequate criterion device recordings were unavailable but not if the measured data of the examined devices were evidently incorrect, as this situation could also appear in real-life use.

As a result, data of 3 participants (IDs 6, 8, and 23) had to be completely excluded. In addition, data of 2 participants were excluded for the squat and walking stairs activity (ID 5 and ID 7). After the squat activity, electrodes of 2 participants (ID 2 and ID 7) detached, and thus, no data were available. As stated before, a detailed overview of the conducted manual data correction and excluded activities of individual participants is provided in Table 2.

**Table 2.** Data exclusion and annotation.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Seated rest</th>
<th>Keyboard typing</th>
<th>Laying on left side</th>
<th>Laying on back</th>
<th>Standing up</th>
<th>Walking slow</th>
<th>Walking brisk</th>
<th>Stairs</th>
<th>Squats</th>
<th>Seated rest</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>2</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Excluded</td>
</tr>
<tr>
<td>3</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>4</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>5</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Excluded</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>6</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
</tr>
<tr>
<td>7</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Annotated</td>
<td>Original</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
</tr>
<tr>
<td>8</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
</tr>
<tr>
<td>9</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>10</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>11</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>12</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>13</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>14</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>15</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>16</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>17</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>18</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>19</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>20</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Annotated</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>21</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>22</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
<td>Original</td>
</tr>
<tr>
<td>23</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
<td>Excluded</td>
</tr>
</tbody>
</table>

aRepresents original data.
bRepresents manually annotated data.
cRepresents excluded activity participant combinations.

**Data Synchronization**

As the software of the validated fitness trackers is mostly closed source, their exact time measurement and determination mechanism are unknown. Furthermore, the on-device signal processing may cause additional delays. Therefore, we did not rely on exact time stamps for device synchronization but instead used another synchronization technique.

Synchronization of the signals was performed on the previously downsampled signals of all 3 devices (1 Hz, ie, 1 HR value per second). We conducted the synchronization between the individual validated devices and our HR reference by maximizing the Pearson correlation coefficient (PCC). The measurements were then shifted by the respectively determined time delays. This provided very similar and, in many cases, equal results to a shift through cross-correlation but showed better visual and metric results in a minority of edge cases.

**Statistical Analysis**

All statistical analyses were conducted in Python (version 3.8.7) on a Windows 10 machine using Numpy 1.19.5 [37], Scipy 1.6.0 [38], Pandas 1.2.0 [39], and Pingouin 0.3.11 [40]. Raw data and respective scripts are available from the authors upon request.

Absolute error analysis was conducted using the mean absolute error (MAE) and MAPE as key metrics. We defined MAE as
the average absolute distance between the HR of the validated device and the criterion device. MAPE is the percentage difference between the reference and the respective device values. The limits of agreement and mean error (bias) were derived from Bland–Altman plots, which also visually aided in the interpretation of the results. Correlation analysis was performed using the Lin concordance correlation coefficient (CCC), as suggested by Sartor et al [12,41,42]. PCC was additionally reported for completeness but not analyzed.

Table 3. Demographics and details of the participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, minimum</th>
<th>Values, maximum</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>20</td>
<td>36</td>
<td>24.2 (4.6)</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>156</td>
<td>193</td>
<td>175.7 (10.48)</td>
</tr>
<tr>
<td>Body weight (kg)</td>
<td>50</td>
<td>88</td>
<td>71 (12.75)</td>
</tr>
</tbody>
</table>

*aOne participant did not provide his or her date of birth.
*bOne participant did not provide his or her body weight.

**HR Measurement**

The key results of this validation study are summarized in Table 4. In total and across the entire experiment duration (ie, all activities), both devices achieved very similar values for MAE, MAPE, and PCC. Although the Fitbit Charge 4 slightly underestimated the HR by −1.66 bpm (bias), the Samsung Galaxy Watch Active2 overestimated the HR by 3.84 bpm (bias).

In resting and sedentary activities (seated rest, typing, and laying down) and slow walking, the Fitbit Charge 4 achieved lower absolute and absolute percentage error rates. During standing up and all other physical activities, the Samsung Galaxy Watch Active2 outperformed the Fitbit Charge 4.

A particularly high bias (ie, mean difference) was observed by the Fitbit Charge 4 during standing up (−7.95 bpm) and squats (−12.52 bpm). The Samsung Galaxy Watch Active2’s highest bias was measured during typing (8.63 bpm) and laying down on the left side (6.01 bpm).

The level of agreement of the Samsung Galaxy Watch Active2 is particularly broad during activities 1 to 5. The cause was a non- or excessive recorded HR in participant 20 during these activities, where the device recorded an average HR of 146, 148, 181, and 176 bpm. This HR trend is displayed in Figure 1. If this participant was excluded from the data analysis, the metrics drastically improved; MAE and MAPE were consistently lower than those of the Fitbit device for activities 1 to 5, and both widths of limits of agreement and bias were reduced significantly.

CCC was consistently higher in the Samsung Galaxy Watch Active2. Both devices achieved particularly low scores (<0.250) during typing and slow walking. The resting phase resulted in the highest individual activity of CCC in both devices.

Bland–Altman plots for both devices are shown in Figures 2 and 3. A large cluster of points in the top-right section of Figure 3 is particularly noticeable. These data points are a result of the previously mentioned mismeasurement of the Samsung Galaxy Watch Active2. If participant 20 is excluded from the data set, the respective cluster disappears from the plot.
Table 4. Validation metrics of heart rate measurements across different activities and devices.

<table>
<thead>
<tr>
<th>Activity (metrics)</th>
<th>Mind Media NeXus-10 MKI</th>
<th>Fitbit Charge 4</th>
<th>Samsung Galaxy Watch Active2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall (0)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values (bpm), mean (SD)</td>
<td>92.48 (22.34)</td>
<td>90.85 (18.75)</td>
<td>96.26 (22.55)</td>
</tr>
<tr>
<td>MAE (bpm)</td>
<td>N/A</td>
<td>8.589</td>
<td>8.13</td>
</tr>
<tr>
<td>MAPE</td>
<td>N/A</td>
<td>9.74</td>
<td>9.419</td>
</tr>
<tr>
<td>CCC</td>
<td>N/A</td>
<td>0.805</td>
<td>0.847</td>
</tr>
<tr>
<td>PCC</td>
<td>N/A</td>
<td>0.839</td>
<td>0.85</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>N/A</td>
<td>-1.66</td>
<td>3.84</td>
</tr>
<tr>
<td>LoA (bpm)</td>
<td>N/A</td>
<td>-26.75 to 23.43</td>
<td>-28.1 to 35.78</td>
</tr>
<tr>
<td><strong>Seated rest (1)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values (bpm), mean (SD)</td>
<td>75.65 (7.17)</td>
<td>78.75 (3.88)</td>
<td>79.89 (9.43)</td>
</tr>
<tr>
<td>MAE (bpm)</td>
<td>N/A</td>
<td>7.829</td>
<td>9.381</td>
</tr>
<tr>
<td>MAPE</td>
<td>N/A</td>
<td>11.801</td>
<td>12.013</td>
</tr>
<tr>
<td>CCC</td>
<td>N/A</td>
<td>0.203</td>
<td>0.508</td>
</tr>
<tr>
<td>PCC</td>
<td>N/A</td>
<td>0.257</td>
<td>0.556</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>N/A</td>
<td>3.36</td>
<td>4.41</td>
</tr>
<tr>
<td>LoA (bpm)</td>
<td>N/A</td>
<td>-18.98 to 25.70</td>
<td>-40.5 to 49.33</td>
</tr>
<tr>
<td><strong>Typing (2)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values (bpm), mean (SD)</td>
<td>78.53 (6.23)</td>
<td>79.44 (3.1)</td>
<td>87.32 (5.84)</td>
</tr>
<tr>
<td>MAE (bpm)</td>
<td>N/A</td>
<td>8.139</td>
<td>11.62</td>
</tr>
<tr>
<td>MAPE</td>
<td>N/A</td>
<td>11.24</td>
<td>14.815</td>
</tr>
<tr>
<td>CCC</td>
<td>N/A</td>
<td>0.057</td>
<td>0.207</td>
</tr>
<tr>
<td>PCC</td>
<td>N/A</td>
<td>0.094</td>
<td>0.211</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>N/A</td>
<td>0.79</td>
<td>8.63</td>
</tr>
<tr>
<td>LoA (bpm)</td>
<td>N/A</td>
<td>-1.96 to 22.14</td>
<td>-33.18 to 50.43</td>
</tr>
<tr>
<td><strong>Laying down (left; 3)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values (bpm), mean (SD)</td>
<td>73.57 (9.17)</td>
<td>75.25 (4.48)</td>
<td>79.74 (8.94)</td>
</tr>
<tr>
<td>MAE (bpm)</td>
<td>N/A</td>
<td>7.245</td>
<td>9.35</td>
</tr>
<tr>
<td>MAPE</td>
<td>N/A</td>
<td>9.938</td>
<td>11.901</td>
</tr>
<tr>
<td>CCC</td>
<td>N/A</td>
<td>0.382</td>
<td>0.624</td>
</tr>
<tr>
<td>PCC</td>
<td>N/A</td>
<td>0.507</td>
<td>0.663</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>N/A</td>
<td>2.13</td>
<td>6.01</td>
</tr>
<tr>
<td>LoA (bpm)</td>
<td>N/A</td>
<td>-17.49 to 21.75</td>
<td>-31.6 to 43.62</td>
</tr>
<tr>
<td><strong>Laying down (back; 4)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values (bpm), mean (SD)</td>
<td>68.49 (7.75)</td>
<td>68.51 (3.61)</td>
<td>73.52 (5.25)</td>
</tr>
<tr>
<td>MAE (bpm)</td>
<td>N/A</td>
<td>6.034</td>
<td>8.622</td>
</tr>
<tr>
<td>MAPE</td>
<td>N/A</td>
<td>9.062</td>
<td>11.242</td>
</tr>
<tr>
<td>CCC</td>
<td>N/A</td>
<td>0.249</td>
<td>0.554</td>
</tr>
<tr>
<td>PCC</td>
<td>N/A</td>
<td>0.358</td>
<td>0.609</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>N/A</td>
<td>0.03</td>
<td>4.82</td>
</tr>
<tr>
<td>LoA (bpm)</td>
<td>N/A</td>
<td>-16.62 to 16.67</td>
<td>-33.7 to 43.34</td>
</tr>
<tr>
<td><strong>Standing up (5)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Activity (metrics)</th>
<th>Mind Media NeXus-10 MKI</th>
<th>Fitbit Charge 4</th>
<th>Samsung Galaxy Watch Active2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values (bpm), mean (SD)</td>
<td>88.83 (11.76)</td>
<td>81.03 (6.69)</td>
<td>88.68 (9.14)</td>
</tr>
<tr>
<td>MAE (bpm)</td>
<td>N/A</td>
<td>12.25</td>
<td>8.976</td>
</tr>
<tr>
<td>MAPE</td>
<td>13.302</td>
<td>9.988</td>
<td></td>
</tr>
<tr>
<td>CCC</td>
<td>0.253</td>
<td>0.519</td>
<td></td>
</tr>
<tr>
<td>PCC</td>
<td>0.345</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>N/A</td>
<td>−7.95</td>
<td>0.52</td>
</tr>
<tr>
<td>LoA (bpm)</td>
<td>N/A</td>
<td>−37.83 to 21.93</td>
<td>−30.19 to 31.23</td>
</tr>
<tr>
<td>Walking slow (6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values (bpm), mean (SD)</td>
<td>86.24 (6.38)</td>
<td>87.3 (3.86)</td>
<td>90.99 (3.53)</td>
</tr>
<tr>
<td>MAE (bpm)</td>
<td>N/A</td>
<td>6.781</td>
<td>7.742</td>
</tr>
<tr>
<td>MAPE</td>
<td>N/A</td>
<td>8.118</td>
<td>9.046</td>
</tr>
<tr>
<td>CCC</td>
<td>N/A</td>
<td>0.15</td>
<td>0.18</td>
</tr>
<tr>
<td>PCC</td>
<td>N/A</td>
<td>0.188</td>
<td>0.24</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>N/A</td>
<td>1.2</td>
<td>4.94</td>
</tr>
<tr>
<td>LoA (bpm)</td>
<td>N/A</td>
<td>17.77 to 20.16</td>
<td>−15.45 to 25.34</td>
</tr>
<tr>
<td>Walking fast (7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values (bpm), mean (SD)</td>
<td>100.22 (6.64)</td>
<td>99.11 (4.42)</td>
<td>102.82 (4.92)</td>
</tr>
<tr>
<td>MAE (bpm)</td>
<td>N/A</td>
<td>6.094</td>
<td>5.829</td>
</tr>
<tr>
<td>MAPE</td>
<td>N/A</td>
<td>6.364</td>
<td>6.292</td>
</tr>
<tr>
<td>CCC</td>
<td>N/A</td>
<td>0.348</td>
<td>0.439</td>
</tr>
<tr>
<td>PCC</td>
<td>N/A</td>
<td>0.408</td>
<td>0.516</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>N/A</td>
<td>−0.98</td>
<td>2.86</td>
</tr>
<tr>
<td>LoA (bpm)</td>
<td>N/A</td>
<td>−20.68 to 18.73</td>
<td>−16.8 to 22.51</td>
</tr>
<tr>
<td>Stairs (8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values (bpm), mean (SD)</td>
<td>119.67 (13.83)</td>
<td>115.54 (9.45)</td>
<td>121.14 (10.19)</td>
</tr>
<tr>
<td>MAE (bpm)</td>
<td>N/A</td>
<td>8.811</td>
<td>6.879</td>
</tr>
<tr>
<td>MAPE</td>
<td>N/A</td>
<td>7.605</td>
<td>6.157</td>
</tr>
<tr>
<td>CCC</td>
<td>N/A</td>
<td>0.634</td>
<td>0.691</td>
</tr>
<tr>
<td>PCC</td>
<td>N/A</td>
<td>0.803</td>
<td>0.812</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>N/A</td>
<td>−3.99</td>
<td>1.28</td>
</tr>
<tr>
<td>LoA (bpm)</td>
<td>N/A</td>
<td>−25.61 to 17.63</td>
<td>−19.14 to 21.7</td>
</tr>
<tr>
<td>Squats (9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values (bpm), mean (SD)</td>
<td>129.05 (11.87)</td>
<td>116.6 (7.72)</td>
<td>130.26 (7.28)</td>
</tr>
<tr>
<td>MAE (bpm)</td>
<td>N/A</td>
<td>15.737</td>
<td>6.163</td>
</tr>
<tr>
<td>MAPE</td>
<td>N/A</td>
<td>11.976</td>
<td>5.51</td>
</tr>
<tr>
<td>CCC</td>
<td>N/A</td>
<td>0.29</td>
<td>0.61</td>
</tr>
<tr>
<td>PCC</td>
<td>N/A</td>
<td>0.335</td>
<td>0.668</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>N/A</td>
<td>−12.52</td>
<td>1.18</td>
</tr>
<tr>
<td>LoA (bpm)</td>
<td>N/A</td>
<td>−50.46 to 25.42</td>
<td>−20.55 to 22.92</td>
</tr>
<tr>
<td>Resting (10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values (bpm), mean (SD)</td>
<td>106.17 (16.79)</td>
<td>102.8 (11.25)</td>
<td>105.82 (14.12)</td>
</tr>
<tr>
<td>MAE (bpm)</td>
<td>N/A</td>
<td>9.612</td>
<td>5.618</td>
</tr>
<tr>
<td>MAPE</td>
<td>N/A</td>
<td>9.749</td>
<td>5.82</td>
</tr>
<tr>
<td>Activity (metrics)</td>
<td>Mind Media NeXus-10 MKI</td>
<td>Fitbit Charge 4</td>
<td>Samsung Galaxy Watch Active2</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------------</td>
<td>----------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>CCC</td>
<td>N/A</td>
<td>0.65</td>
<td>0.845</td>
</tr>
<tr>
<td>PCC</td>
<td>N/A</td>
<td>0.752</td>
<td>0.872</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>N/A</td>
<td>−3.45</td>
<td>−0.38</td>
</tr>
<tr>
<td>LoA (bpm)</td>
<td>N/A</td>
<td>−28.52 to 21.61</td>
<td>−15.75 to 15.00</td>
</tr>
</tbody>
</table>

\(^a\) bpm: beats per minute.  
\(^b\) MAE: mean absolute error.  
\(^c\) N/A: not applicable.  
\(^d\) MAPE: mean absolute percentage error.  
\(^e\) CCC: Lin concordance correlation coefficient.  
\(^f\) PCC: Pearson correlation coefficient.  
\(^g\) LoA: limits of agreement.

**Figure 1.** Heart rate measurement of participant 20. Samsung Galaxy Watch Active2 recorded no or excessive heart rate values during the first 5 activities.
Discussion

Comparison With Previous Work

Our study aimed to evaluate 2 consumer wearable devices in healthy participants over a range of activities. The results from our study indicate that both devices achieved a MAPE <10%. Although no previous work exists for the Samsung Galaxy Watch Active2, our results are somewhat in line with previous validation trials for the Fitbit Charge series.

A previous evaluation of the Fitbit Charge 3 by Muggeridge et al [22] used a notably different experimental protocol, emphasizing strenuous activities (with a focus on treadmill running, sprinting, and cycling). The authors report an overall MAPE of 7.37 (as compared with 9.74 in our study) and note that the device underestimates the HR by −7 bpm (here, −1.66 bpm). Overall, the study states that the Fitbit device performs poorly during high-intensity activities and results in a higher error in that area. In our study, the Fitbit device’s mean bias was highest while climbing stairs and squatting, with a bias of −3.99 bpm and −12.52 bpm, respectively.

Reviewing studies on the Fitbit Charge 2, underestimations of the HR have been reported by several other studies [19,21,43]. The study by Baek et al [44] only reported this underestimation in the <100 bpm category and an overestimation of >120 bpm. With respect to the MAPE, the study by Reddy et al [19] reported a value of 11.33%, and the study by Nelson et al [43] reported a value of 5.96% across all activities. Our measured CCC of 0.805 across all activities is lower than the CCC of 0.906 reported by Nelson et al [43] in a 24-hour period.

Measurement Validity

Different validation definitions exist in the literature. Some prior studies have used an error rate of +5% to −5% as a limit, as it “approximates a widely accepted standard for statistical significance […]” [24] and is “widely accepted” [19]. A limit of +10% to −10% is established by various organizations and
institutions and has been equally used by other validation studies [43]. The latter value is also proposed by previously mentioned validation guidelines [12] and thus, used for further reference in our work.

Similarly, different interpretations of correlation coefficients have been used in the literature. Owing to the large number of different definitions, ranging from a weak or poor interpretation starting between <0.2, <0.50, and <0.9 [23,43,45], we refrain from the use of an exact definition.

In our study and across all activities, both devices achieved a MAPE <10% and, per definition, produced valid results. With respect to individual activities, neither device produced valid results for seated rest and typing activities. Furthermore, the Fitbit Charge 4 did not record valid data for the standing up and squat activities, and the Samsung Galaxy Watch Active2 produced invalid results for laying down in either of the 2 evaluated positions.

Limitations

Participants and Demographic Structure

Our study mainly included healthy young participants aged between 20 and 36 years. Wearables may provide different validation results for older participants, particularly with respect to their skin properties and changes in the PPG curve. Furthermore, as most of our participants were local university students in middle Europe, Fitzpatrick skin types 1 to 3 were overrepresented in our study.

Selected Activities

The overall duration of individual activities was rather short, mostly because our aim was to set a low burden for study participation. Although the HR of all participants increased during the study duration (especially during the second half of the study), some participants may require a longer activity duration for optimal HR adaption. A shorter activity duration makes the collected data less meaningful and results in a lower number of recorded data points, thus decreasing statistical expressiveness.

As all activities were conducted consecutively and without breaks, splits between individual recorded activities always resulted in minor transitional phases. Some participants may react faster to the instructions of the study instructor than others. This leads to additional time slack between individual activities and may cause a slight metric profusion between the 2 subsequent activity metrics.

Laboratory Conditions and Environmental Factors

Although we aimed to replicate real-life activities as much as possible, our study was still conducted in a laboratory setting. Real-life use patterns may differ from those in our study and, as such, may have an impact on the accuracy of the investigated devices. Furthermore, our study was mostly conducted during warm summer days, and our laboratory was not equipped with air conditioning. Sweat is known to have an influence on ECG electrode conductance. It may also have an impact on PPG measurements by the examined wearable devices.

Data Annotation and Exclusion

Owing to various influencing factors—mainly ECG electrode loss, heat, selected activities, and other unknown skin factors—less data than anticipated were ultimately included in our study (20/23, 87% participants). A solid baseline (ground truth) was of the utmost importance in our study. Our manual data annotation of the criterion device data underlines this effort. As the annotation affects only the criterion device, it has no impact on the data recorded by the evaluated devices and, therefore, on future studies.

For participants 2, 5, and 7, only a subset of activities was validated in our statistical analysis (Table 2). Although the respective individual activity metric averages reported in Table 4 do not include data for the respective activities, we did not exclude these individual participants for the overall metrics. This may lead to a minor bias toward resting and sedentary activities, as activities with higher physical activities were more prone to noise and, thus, data exclusion. Metrics only show minor changes if the data of these participants are excluded from the overall metric. The overall Fitbit Charge 4 MAE changed from 8.589 to 8.614 upon exclusion, and the Samsung Galaxy Watch Active2 MAE increased from 8.13 to 8.429.

The inclusion of data of participant 20 is controversial. A main argument for potential exclusion is that the data are clearly erroneous, and such data would be equally excluded in the study settings. On the other hand, faulty recordings may also occur in real-life settings. Excluding the data would lead to a positive bias in favor of the Samsung Galaxy Watch Active2 and, thus, to a nonobjective comparison. Therefore, we decided to include these data.

Conclusions

We evaluated 2 previously unvalidated wearable devices by conducting a study featuring various activities and 23 participants. Throughout the entire experimental procedure, both devices achieved results just <10% MAPE and thus, presented acceptable HR measurement capabilities. The Fitbit Charge 4 outperformed the Samsung Galaxy Watch Active2 during resting and sedentary activities, and the Samsung device was more accurate during high-intensity activities. Neither device reached sufficient accuracy during seated rest and keyboard typing.

Our study was a prequel to a larger interdisciplinary study in obstetrics. Researchers should consider the intended use of wearable devices when reviewing validation studies and evaluating their respective findings with respect to their full requirements. This is not only the case for the experimental design but also for other aspects. Accuracy may not be the only decisive factor. Features such as raw data access, battery runtime, or additional sensors may be equally relevant for individual research.
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Abstract

Background: Individuals’ self-tracking of subjectively experienced phenomena related to health can be challenging, as current options for instrumentation often involve too much effort in the moment or rely on retrospective self-reporting, which is likely to impair accuracy and compliance.

Objective: This study aims to assess the usability and perceived usefulness of low-effort, in-the-moment self-tracking using simple instrumentation and to establish the amount of support needed when using this approach.

Methods: In this exploratory study, the One Button Tracker—a press-button device that records time stamps and durations of button presses—was used for self-tracking. A total of 13 employees of an academic medical center chose a personal research question and used the One Button Tracker to actively track specific subjectively experienced phenomena for 2 to 4 weeks. To assess usability and usefulness, we combined qualitative data from semistructured interviews with quantitative results from the System Usability Scale.

Results: In total, 29 barriers and 15 facilitators for using the One Button Tracker were found. Ease of use was the most frequently mentioned facilitator. The One Button Tracker’s usability received a median System Usability Scale score of 75.0 (IQR 42.50), which is considered as good usability. Participants experienced effects such as an increased awareness of the tracked phenomenon, a confirmation of personal knowledge, a gain of insight, and behavior change. Support and guidance during all stages of the self-tracking process were judged as valuable.

Conclusions: The low-effort, in-the-moment self-tracking of subjectively experienced phenomena has been shown to support personal knowledge gain and health behavior change for people with an interest in health promotion. After addressing barriers and formally validating the collected data, self-tracking devices may well be helpful for additional user types or health questions.

(JMIR Form Res 2022;6(3):e32704) doi:10.2196/32704
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Introduction

Personal Science
An increasing number of people collect data on personal health or lifestyle phenomena, such as physical activity levels, mood, or sleep quality, for the purpose of self-reflection or personal knowledge gain. This practice of self-tracking or self-quantification can be supported with technological instruments such as wearable devices or mobile apps [1]. Enhancing personal knowledge supports health maintenance and may facilitate behavioral change [2-4]. In a clinical context, self-tracked data may be used for shared decision-making because it can improve communication, enhance bilateral coordination of care, and boost patient engagement and sense of autonomy [5-7]. Effective self-tracking not only mediates personal health behavior but also holds promise as a complementary field of knowledge creation and discovery. As a data acquisition method, self-tracking is integral to participant-led research (PLR) and personal science [8-11]. In PLR and personal science, patients or participants transcend their traditional role as a source of data by initiating and conducting research projects themselves. This includes acquisition and reflection of personally relevant data by and for themselves. Such an active role of a patient or citizen leading their own research is what defines and also connects PLR and personal science.

Self-tracking
In self-tracking, objective measures of an increasing range of physiological and behavioral phenomena can be automatically and accurately recorded by wearable sensors incorporated in activity trackers, smart watches, or other self-tracking devices. However, tracking subjectively experienced phenomena that manifest as physical sensations such as different moods, stress, discomfort, pain, mental flow, thoughts, emotions, or social interaction remains challenging. Instruments aimed at tracking these subjective phenomena as a primary or secondary outcome measurement using empirical methods typically involve diary entry or experience sampling methods with prompted self-reports, which can lead to inaccurate data due to associated memory recall biases [12-14]. Alternative options for in-the-moment registration, such as paper-based tracking, involve high effort, which may impair sustained use. These barriers limit discovery using self-tracking of subjectively experienced phenomena. To overcome these barriers, self-tracking devices that facilitate low-effort, in-the-moment tracking have attracted research interest. A pilot study exploring the use of a smart button device for the purpose of self-tracking medication adherence found that participants generally considered the device acceptable to use, but the collected data had poor concordance with electronic data collection [15].

One Button Tracker and Objectives
In recent case studies, the use of One Button Tracker instrumentation was introduced to facilitate low-effort, in-the-moment self-tracking [16,17]. The One Button Tracker is a data acquisition instrument that allows users to track any subjectively experienced phenomenon in the moment it occurs with little effort by a push of the single button. The point in time and duration of the button press are recorded, and the acquired data points can be loaded into a web-based data analytics tool. There, the collected data are automatically displayed in a calendar overview and graphs showing hourly and weekly distribution of observations. In one study [16], a patient with posttraumatic stress disorder was able to learn about the nature of his symptoms and the conditions in which they would arise by tracking a subjectively experienced precursor to one of his symptoms. In another study [17], the One Button Tracker enabled the investigation of temporal dynamics of and relations between two different subjectively experienced symptoms (intrusions and ruminations related to posttraumatic stress disorder). These studies suggest that the One Button Tracker in combination with a web-based data analytics tool can support low-effort, in-the-moment self-tracking. However, this promise remains a matter of research. Therefore, this exploratory study has two aims: to assess the usability and perceived usefulness of the One Button Tracker as instrumentation and to establish the amount of support needed using this approach.

Methods

Study Design and Setting
In this pilot study, we used a mixed methods approach to assess the usability and perceived usefulness of low-effort, in-the-moment tracking using simple instrumentation and to evaluate the support needed to allow individuals to self-track effectively. The qualitative part of the study consisted of semistructured interviews exploring facilitators and barriers to the use of this self-tracking method, perceived positive and negative effects of its use, and participant views on the potential value of support during the self-tracking process. The quantitative data were generated through a usability survey. Data were collected from February to August 2020. Ethical approval was granted by the local medical ethics committee (Medisch Ethische Toetsingscommissie Oost-Nederland, review number 2019-6066) and standards for reporting qualitative research were followed [18]. All participants provided written informed consent before participating in the study.

Participants
Participants were recruited from an existing cohort of employees from Radboud University Medical Center (Radboudumc, Nijmegen, the Netherlands) enrolled in the hospital’s health promotion program Healthy Professionals. This program strives to educate employees on health and lifestyle topics to help them remain resilient and healthy in the rapidly changing health care environment [19]. This study was embedded within the Healthy Professionals program as self-tracking may aid participants in working toward their formulated lifestyle goals and because of the pioneering character of the program, which suited the explorative character of this study well. All 101 health care professionals enrolled in the program at the time of recruitment (May 2020) were invited to participate in the study by email. If they expressed interest, a researcher (AC) contacted them by phone to determine eligibility and answer any questions regarding the study’s protocol. Applicants were eligible if they were aged ≥18 years. They were excluded if they were not able...
to verbally communicate in Dutch or had cognitive dysfunction. We aimed to include 12-15 participants, which was deemed as sufficient for this exploratory study.

The One Button Tracker

For this study, we used a research prototype of the One Button Tracker, as depicted in Figure 1. The instrument was invented and developed by the coauthors JEL and TBC. The instrument is 41 x 31 x 12.5 mm in size, consists of a low-powered (3.3 V) press-button tracker within a 3D printed plastic casing, and can be charged via a USB port. When pressed, the device vibrates, thereby providing haptic feedback to the user. The point in time and duration of the button press were recorded. In the processing of the acquired data, these attributes can be used to distinguish between single, double, or more presses and shorter and longer durations of the presses, which can be used for different purposes depending on the user’s needs. The One Button Tracker has no wireless or internet connection to ensure privacy, and the user is in control of the acquired data. The time required for a user to record an observation using the instrument was <1 second.

Figure 1. One Button Tracker. It is a data acquisition instrument in a 3D printed plastic casing that can be charged via a USB port. It was designed to track any subjectively experienced phenomenon.

Data stored on the device can be accessed by connecting the One Button Tracker to a laptop or desktop computer via a USB connection. The stored data file containing timestamps and button press durations can be loaded into a web-based data analytics tool. There, the collected data are automatically displayed in an overview table. In addition, several graphs are created that portray the average number of button presses per hour, day, week, and month (examples of visualizations from the data analytics tool are shown in Multimedia Appendix 1).

Study Procedures

Participants were sent instructions on the use of the One Button Tracker and web-based data analytics tools by email. These detailed how to operate the device; explained its ability to distinguish between 1, 2, and 3 presses; and instructed participants to charge the device twice a week. In addition, the hyperlink to the web-based data analytics tool was provided, accompanied by written instructions in a step-by-step manner on how to transfer data to the tool. In an intake session, these instructions were restated, and remaining questions were answered.

Thereafter, participants worked toward a suitable personal research question with the help of a researcher (AC). If participants had already formulated questions related to their health promotion goals before the Healthy Professionals intake session, these questions were examined to determine their suitability. If formulating a question was revealed to be difficult, the researcher used open-ended questions to explore the knowledge gaps in the path toward their formulated health goals. A research question was deemed suitable if it related to the participants’ set health or lifestyle goals, was personally relevant, and was answerable by self-tracking a given phenomenon. Participants were strongly advised to pick a phenomenon that would result in ≥2 and ≤20 clicks per day to avoid tracking fatigue.

Subsequently, participants started the self-tracking process in which they used the One Button Tracker to actively track the chosen phenomenon for a minimum of 2 and a maximum of 4 weeks, depending on their research question and preferences. During this time, participants could view the collected data through the data analytics tool on their computer when desired. In case of problems, they could contact a technical support helpline by phone or email. In addition, we performed a weekly checkup by phone to answer any questions and gauge the use of the device. Any remarks regarding the One Button Tracker or the self-tracking process participants made in these calls were noted and added to the record for analysis.

When participants finished tracking, they handed the device back to the researchers. In individual interviews, their experiences using the One Button Tracker and doing self-tracking were explored. In these sessions, the data collected by the participants were loaded into the web-based data analytics tool and discussed. A research question was deemed suitable if it related to the participants’ set health or lifestyle goals, was personally relevant, and was answerable by self-tracking a given phenomenon. Participants were strongly advised to pick a phenomenon that would result in ≥2 and ≤20 clicks per day to avoid tracking fatigue.

Subsequently, participants started the self-tracking process in which they used the One Button Tracker to actively track the chosen phenomenon for a minimum of 2 and a maximum of 4 weeks, depending on their research question and preferences. During this time, participants could view the collected data through the data analytics tool on their computer when desired. In case of problems, they could contact a technical support helpline by phone or email. In addition, we performed a weekly checkup by phone to answer any questions and gauge the use of the device. Any remarks regarding the One Button Tracker or the self-tracking process participants made in these calls were noted and added to the record for analysis.

When participants finished tracking, they handed the device back to the researchers. In individual interviews, their experiences using the One Button Tracker and doing self-tracking were explored. In these sessions, the data collected by the participants were loaded into the web-based data analytics tool and discussed. Afterward, all data were deleted permanently. Following the interview, participants were asked to fill out the System Usability Scale (SUS) questionnaire to determine the usability of the One Button Tracker. Figure 2 provides an overview of the study’s timeline.

Figure 2. Study timeline.
Figure 2. Overview of the study’s timeline. Self-tracking was carried out by the participants for a duration of 2 to 4 weeks.

Data Collection
All semistructured interviews were conducted in July 2020 by a junior researcher (AC) with previous training in qualitative research. The interview guide was developed specifically for this study, drawing from insights from Li et al [20] and Almalki et al [21] regarding personal informatics systems. It included questions on participant expectations, their personal research question and approach, views of and experiences with the One Button Tracker and the web-based data analytics tool, and views of and experiences with self-tracking and support during this process (Multimedia Appendix 2). All interview questions were open-ended. In addition to these questions, participants were asked to grade the OBT on a scale from 1 (worst possible functioning) to 10 (best possible functioning).

During the interview sessions, we also collected demographic information, including birth year, education, and job description. We initially intended to interview all participants face-to-face at the participants’ location of choice. However, owing to COVID-19 restrictions, half of the interviews were conducted via the internet using Skype for Business (version 7.0.2676.1, 2018; Microsoft Corporation). All interviews were audio-recorded, transcribed clean verbatim, and anonymized.

Following the interview, participants completed a Dutch version of the SUS [22] (Multimedia Appendix 3). This short 10-item validated questionnaire is widely used to determine the usability of devices or systems. It asks participants to rate the truthiness of 10 statements concerning the device’s usability on a 5-point Likert scale.

Data Analysis
A total of 2 researchers (AC and FF) analyzed the anonymized transcripts independently using qualitative data analysis software (ATLAS.ti version 7.1; Scientific Software Development GmbH). They identified barriers, facilitators, and positive and negative effects of the use of the One Button Tracker for self-tracking. The identified codes were thoroughly discussed until consensus was reached. Remaining disagreements were discussed with a third researcher (TB). To determine if the sample size was sufficient to gain a comprehensive overview of participant experiences, code saturation was assessed after each third interview by examining whether any previously unnamed barriers and facilitators or effects were identified in the newly gathered data. We defined saturation as 3 subsequent interviews with no new factors.

Facilitators and barriers regarding the use of the One Button Tracker were categorized according to the Gagnon framework concerning determinants of adoption of information and communications technologies in health [23,24]. New barriers and facilitators were added to the framework. The Donabedian framework for the quality of health care was used to present all identified positive and negative effects [25]. This framework distinguishes structure (context in which health care is delivered), process (all actions that make up health care), and outcome (all effects on patients’ health). Dutch quotes and themes used in this paper were translated into English and checked by all authors.

Participants’ answers on the SUS were computed as described by Brooke et al [22], resulting in a score between 0 and 100. Scores were interpreted in accordance to Bangor et al [26], where with a score of ≤50.9, the usability of a device is deemed poor; with a score of >50.9, usability is deemed sufficient; with a score of >71.4, usability is deemed good; with a score of >85.5, usability is deemed excellent; and with a score of >90.9, usability is deemed the best imaginable.

Analysis and statistics were performed in the Radboudumc using SPSS (version 25.0; IBM). Normally distributed continuous variables are described using mean and SD. Median and interquartile values were shown in case variables were not normally distributed. Qualitative or categorical variables were described using frequencies and percentages.
Data Storage and Privacy

After each interview, the pseudonymized audio record was stored within the Radboudumc data storage environment until transcription was finished, in accordance with Dutch privacy law. After transcription and coding, the anonymized transcripts were archived according to the Radboudumc research policy.

Results

Participants

Of the 101 professionals who were invited to participate, 58.4% (59/101) actively declined. Provided reasons for not participating included no time, increased workload due to the COVID-19 pandemic (7/59, 12%), already able to reach health goals (3/59, 5%), not wanting to use this particular self-quantification system (3/59, 5%), changing jobs (2/59, 2%), and illness (2/59, 2%). A total of 13 professionals expressed interest and were included, resulting in a recruitment rate of 12.8% (13/101). Table 1 provides an overview of all participants’ characteristics.

Table 1. Participant characteristics (n=13).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>11 (85)</td>
</tr>
<tr>
<td>Male</td>
<td>2 (15)</td>
</tr>
<tr>
<td>Age (years), median (range)</td>
<td>56 (35-67)</td>
</tr>
<tr>
<td>Educational background, n (%)</td>
<td></td>
</tr>
<tr>
<td>Vocational</td>
<td>3 (23)</td>
</tr>
<tr>
<td>Applied sciences</td>
<td>6 (46)</td>
</tr>
<tr>
<td>Academic</td>
<td>4 (31)</td>
</tr>
<tr>
<td>Job type, n (%)</td>
<td></td>
</tr>
<tr>
<td>Management</td>
<td>7 (54)</td>
</tr>
<tr>
<td>Medical staff</td>
<td></td>
</tr>
<tr>
<td>Nursing and care</td>
<td>3 (23)</td>
</tr>
<tr>
<td>Medical doctor and specialists</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Staff, administration, or secretary</td>
<td>3 (23)</td>
</tr>
</tbody>
</table>

Self-tracking

All participants successfully formulated a personal research question and used the One Button Tracker for self-tracking. A total of 85% (11/13) of the participants made use of the device’s ability to distinguish between 1, 2, and 3 button presses. Some used this feature to indicate the intensity of the tracked phenomenon, where more presses indicated a stronger or more intense experience, whereas others assigned different relevant phenomena to different numbers of presses to explore their relationships. Table 2 provides an overview of all personal research questions and tracked phenomena. When participants were asked to restate their formulated personal question during the interviews, they often posed their focus as a behavioral goal or an aim, rather than as a (research) question.
Table 2. Topic, question, and description of the self-tracked phenomenon of each of the 13 participants’ personal research projects.

<table>
<thead>
<tr>
<th>ID</th>
<th>Topic</th>
<th>Personal research question</th>
<th>Phenomenon description</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>Creativity</td>
<td>How can I identify and facilitate creative moments in my day-to-day work?</td>
<td>1 press=creative moment; 2 or 3 presses=more intense experience</td>
</tr>
<tr>
<td>02</td>
<td>Snacking</td>
<td>How often do I snack?</td>
<td>1 press=snack</td>
</tr>
<tr>
<td>03</td>
<td>Stress</td>
<td>What factors influence my (experience of) heart palpitations?</td>
<td>1 press=palpitations; 2 or 3 presses=more intense experience (used diary to record contextual factors)</td>
</tr>
<tr>
<td>04</td>
<td>Stress</td>
<td>To what extent do I experience physical stress symptoms?</td>
<td>1 press=muscle tension; 2 presses=tensed breathing; 3 presses=cannot eat</td>
</tr>
<tr>
<td>05</td>
<td>Stress</td>
<td>What is for me the relation between stress and movement?</td>
<td>1 press=stress; 2 presses=moving a little; 3 presses=moving a lot</td>
</tr>
<tr>
<td>06</td>
<td>Hydration</td>
<td>How much do I drink and how does this relate to thirst?</td>
<td>1 press=thirst; 2 presses=drinking</td>
</tr>
<tr>
<td>07</td>
<td>Creativity</td>
<td>How can I get out of a rut, using music?</td>
<td>1 press=effective music-based intervention</td>
</tr>
<tr>
<td>08</td>
<td>Hydration</td>
<td>How much do I drink and how does this influence my headaches?</td>
<td>1 press=drinking; 2 presses=headache; 3 presses=pain killers</td>
</tr>
<tr>
<td>09</td>
<td>Drinking</td>
<td>How much coffee and wine do I consume?</td>
<td>1 press=cup of coffee; 2 presses=glass of wine</td>
</tr>
<tr>
<td>10</td>
<td>Wellness</td>
<td>At what times do I feel energetic?</td>
<td>More presses=feeling better; fewer or no presses=feeling worse</td>
</tr>
<tr>
<td>11</td>
<td>Disquiet and food</td>
<td>What is for me the relationship between mental unrest and thinking of food?</td>
<td>1 press=thinking of food; 2 presses=mental unrest</td>
</tr>
<tr>
<td>12</td>
<td>Fidgeting</td>
<td>Does my fidgeting habit follow a recognizable pattern, and how might knowledge of this pattern help me to fidget less?</td>
<td>1 press=fidgeting with fingers; 2 presses=touching face</td>
</tr>
<tr>
<td>13</td>
<td>Hydration and stillness</td>
<td>How much do I drink, and how can I intercept my working day with mindfulness exercises to improve stillness?</td>
<td>1 press=drinking; 2 presses=mindfulness exercise</td>
</tr>
</tbody>
</table>

The duration of the self-tracking projects ranged from 6 to 38 days, with a median of 23. Of the 13 participants, 3 (23%) deviated from the self-tracking period of 2 to 4 weeks. From these 13 participants, 1 (8%) ended the tracking project after 8 days because of a perceived lack of usefulness and high burden, another (1/13, 8%) ended the project after 6 days because she had answered her personal research question, and the last (1/13, 8%) extended the tracking period because of illness. During the tracking period, 54% (7/13) of the participants visualized the collected data using the web-based data analytics tool. Moreover, of the 13 participants, 2 (15%) used the tool for data interpretation, whereas the other 5 (38%) used it to check whether the One Button Tracker was still fully operational. Of the 6 participants who did not successfully load their data into the web-based tool, 1 (17%) intended to but encountered technical issues, whereas the others had no interest in viewing the collected data.

Technical Challenges

Of the 13 participants, 6 (46%) participants encountered technical difficulties during the tracking period. After troubleshooting, it turned out that a technical error had resulted in the loss of all software and data files. In 3 cases, no personal data were lost, as the technical error had occurred before self-tracking commencement. However, 23% (3/13) of the participants lost (a proportion of) their collected data when this transpired.

Multiple possible causes for this issue were identified. Of the 13 participants, 1 (8%) had accidentally connected the One Button Tracker to the hospital’s computers, which had been warned against in the written instructions, as this was known to elicit a faulty reset of the One Button Tracker. Another (1/13, 8%) participant inadvertently caused an error by incorrectly detaching the One Button Tracker from their PC. In other cases, the cause of the errors remained unclear. After consultation with the coauthors JEL and TBC, all One Button Trackers received a software update. From there on, no further technical issues with the One Button Trackers were encountered.

Qualitative Results

The interviews ranged from 15 to 56 minutes in length. Analysis of the interviews revealed 29 barriers and 15 facilitators, as well as 2 negatively and 12 positively perceived effects. Textbox 1 presents all identified barriers and facilitators. Textbox 2 presents an overview of the experienced effects. Data saturation could not be confirmed.
Barriers to and facilitators regarding the use of the One Button Tracker as a self-tracking instrument according to the Gagnon framework of determinants of adoption of information and communications technologies in health care. Barriers and facilitators are ordered in three categories (technological, individual, and external), including the number of participants who mentioned each identified barrier (B, n) or facilitator (F, n).

<table>
<thead>
<tr>
<th>Technological barriers and facilitators related to mobile health characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Design and technical concerns</td>
</tr>
<tr>
<td>• Unattractiveness of design (B, 1)</td>
</tr>
<tr>
<td>• Physical aspect of the device reminds user to track (F, 1)</td>
</tr>
<tr>
<td>• Data analytics tool’s visualizations are attractive (F, 1)</td>
</tr>
<tr>
<td>• Device is too small to be aware of (B, 1)</td>
</tr>
<tr>
<td>• Device’s button (cannot be pressed or [lack of] confirmation; B, 1)</td>
</tr>
<tr>
<td>• Device’s button (vibrations assure user of correct press; F, 1)</td>
</tr>
<tr>
<td>• Device is not compatible with operating system (B, 1)</td>
</tr>
<tr>
<td>• Disfunction not further specified (B, 1)</td>
</tr>
<tr>
<td>2. Perceived usefulness</td>
</tr>
<tr>
<td>• Set goal is personally important to user (F, 1)</td>
</tr>
<tr>
<td>• Lack of usefulness after research question has been answered (B, 1)</td>
</tr>
<tr>
<td>• No need to use device or dashboard (B, 4)</td>
</tr>
<tr>
<td>• Lack of confidence that research question will be answered (B, 1)</td>
</tr>
<tr>
<td>3. Perceived ease of use</td>
</tr>
<tr>
<td>• Device is handy (F, 3)</td>
</tr>
<tr>
<td>• Device is easy to use (F, 5)</td>
</tr>
<tr>
<td>• Carrying device is a bother: already have to bring a smartphone (B, 1)</td>
</tr>
<tr>
<td>• Challenging to transport the device, especially when the user has no pockets (B, 5)</td>
</tr>
<tr>
<td>• Visualizing the data in the data analytics tool involves too much effort (B, 3)</td>
</tr>
<tr>
<td>• User needs instructions on how to interpret the data analytics tool’s visualizations (B, 2)</td>
</tr>
<tr>
<td>• Fear to lose device (B, 1)</td>
</tr>
<tr>
<td>• Psychological stress of using the device is zero, which facilitates use (F, 1)</td>
</tr>
<tr>
<td>4. Privacy and security concerns</td>
</tr>
<tr>
<td>• Data cannot be removed accidently (F, 1)</td>
</tr>
<tr>
<td>• Good privacy protection when compared with other tools such as app (F, 1)</td>
</tr>
<tr>
<td>5. Satisfaction about content available (completeness)</td>
</tr>
<tr>
<td>• Lack of in-the-moment feedback (B, 1)</td>
</tr>
<tr>
<td>• Hard to determine when to use the device specifically with subjective phenomena (B, 1)</td>
</tr>
<tr>
<td>6. Content appropriate for users (relevance)</td>
</tr>
<tr>
<td>• Sense of failure each time a negatively judged phenomena is tracked (B, 1)</td>
</tr>
<tr>
<td>7. Accuracy</td>
</tr>
<tr>
<td>• User forgets to bring the device when on the move (B, 7)</td>
</tr>
<tr>
<td>• User forgets to track when device is out of sight (B, 1)</td>
</tr>
<tr>
<td>• User forgets to track when distracted by other activities (B, 1)</td>
</tr>
<tr>
<td>• Incorrect categorization of measure due to changes midactivity or midexperience (B, 1)</td>
</tr>
<tr>
<td>• Button cannot be pressed accidently (F, 1)</td>
</tr>
<tr>
<td>• User forgets device when clothes are regularly changed, for example, health care workers (B, 1)</td>
</tr>
</tbody>
</table>
 Individual barriers and facilitators: knowledge, attitude, and sociodemographic characteristics

1. Time issues
   - User is too busy to view the data analytics tool (B, 2)
   - Interpreting the data analytics tool visualizations is too time-consuming (B, 1)

2. Outcome expectancy
   - While working night shifts, life differs so substantially that tracking during these shifts does not lead to generalizable knowledge (B, 1)

3. Agreement with mHealth (welcoming or resistant)
   - Tracking is fun (F, 1)
   - Not motivated to use data analytics tool (B, 1)

External barriers and facilitators: social and training environment

1. Social pressure (associated with peers)
   - Device can be used unnoticed by others (F, 1)
   - Lack of use when other people are around (B, 1)
   - Less comfortable to use device among others: fear of having to explain him or herself or to disturb group progress (B, 1)

2. Training
   - Support and guidance during the process of designing a personal research question (F, 1)
   - No behavioral goal formally set in collaboration with researcher (B, 1)

3. Communication and collaboration effort
   - Regular checkups support user motivation (F, 1)

4. External environment
   - Research context elicits motivation (F, 2)
Positive and negative effects of the use of the One Button Tracker as a self-tracking instrument according to the Donabedian framework for quality of care. Effects are ordered in two categories (process and outcome) including the number of participants who mentioned each positive effect (P, n) or negative effect (N, n).

<table>
<thead>
<tr>
<th>Process</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Self-tracking process</td>
<td>1. Self-awareness</td>
</tr>
<tr>
<td>• It is enjoyable to consciously focus on</td>
<td>• Enhanced awareness of tracked experience</td>
</tr>
<tr>
<td>a certain experience or behavior (P, 2)</td>
<td>or phenomenon (P, 8)</td>
</tr>
<tr>
<td>• Tracking causes confrontation with</td>
<td>2. Personal knowledge</td>
</tr>
<tr>
<td>failure in the set goal (N, 1)</td>
<td>• (Objective) confirmation of existing</td>
</tr>
<tr>
<td>• The device causes annoyance (N, 1)</td>
<td>beliefs (P, 3)</td>
</tr>
<tr>
<td>2. Tracked personal data</td>
<td>• Gain of personal insights (P, 4)</td>
</tr>
<tr>
<td>• Gathered data can be related to lived</td>
<td>• Reassurance that user can take control</td>
</tr>
<tr>
<td>experiences (P, 3)</td>
<td>of own health (P, 1)</td>
</tr>
<tr>
<td>• The ability to differ between the number</td>
<td>3. Action</td>
</tr>
<tr>
<td>of presses facilitates a differentiated</td>
<td>• User is incentivized to turn goal</td>
</tr>
<tr>
<td>overview of the user’s progress (P, 1)</td>
<td>setting into action (P, 4)</td>
</tr>
<tr>
<td>• Data analytics tool visualizations</td>
<td>• Behavioral change (P, 4)</td>
</tr>
<tr>
<td>increase insight into temporal</td>
<td>• The device functions as an incentive</td>
</tr>
<tr>
<td>fluctuations in the tracked phenomenon</td>
<td>to perform the desired behavior (P, 3)</td>
</tr>
<tr>
<td>(P, 1)</td>
<td>• The device functions as a reinforcement</td>
</tr>
<tr>
<td></td>
<td>to put the gained insights into practice</td>
</tr>
<tr>
<td></td>
<td>(P, 3)</td>
</tr>
</tbody>
</table>

We identified a diverse number of barriers and facilitators that influence the uptake of the One Button Tracker. However, 3 aspects of the One Button Tracker’s usability were emphasized by participants. The user-friendliness of the device was one such aspect. Because of its small size and the simplicity of its design, the One Button Tracker was generally considered easy to use. Second, most participants thought of the One Button Tracker as easily portable, as users can carry the device with them in a trouser or shirt pocket. A third mentioned asset of the One Button Tracker was that its size facilitates pressing its button unseen by others, which was considered to be of added value:

> I could just quickly press it, use it unnoticed. So I er, I didn’t need to grab some clumsy-looking apparatus, “what have you got there?”. You can just nicely...just quietly press it. [Participant 03]

Although collecting personal data with the One Button Tracker was regarded to be convenient, there were certain aspects of the data collection process that participants viewed as possibly troublesome. Although the One Button Tracker was considered to be easily portable, it could be challenging for users to remember bringing the device when they were on the move. This effect was said to be more pronounced when participants’ clothing lacked pockets to transport the One Button Tracker. Even when participants brought the One Button Tracker with them, missed tracking points still occurred. Participants explained that they sometimes forgot to track experiences when distracted by other activities or when they had placed the One Button Tracker out of their line of sight. Because of these occurrences, of the 13 participants, 5 (38%) reported instances of missed or misregistered data points. However, even with these missed data points, the majority still felt that the collected data accurately represented their experienced reality:

> One time, I wasn’t wearing trousers with pockets. And then I realized, oh shoot, forgot it. No trousers, no tracker. [Participant 05]

Another factor of which the importance was emphasized is the availability of tailored support during the tracking process. Without guidance, it would be difficult to design a personally relevant research question and to select an appropriate phenomenon to track. Furthermore, some participants felt that the points of contact with the researchers during the weekly checkups facilitated a boost in motivation to persist in the tracking process. Appropriate support was also judged to be essential for correct interpretation of collected data presented in the web-based data analytics tool. Overall, 31% (4/13) of the
participants mentioned that they were interested in looking at their personal data but needed support interpreting the data visualizations. Some stated they thought connecting the device to their desktop and loading the collected data involved too much effort or was too time-consuming. All in all, support and guidance during all stages of the self-tracking process were judged as very important:

Well, I did see those graphs. And I did have a look at them, but I thought yeah, I’m going to need some explanation from you here, what you guys think of this. [Participant 03]

Participants experienced a range of effects to be the result of the use of the One Button Tracker for self-tracking. Although most of these effects were judged positively, of the 13 participants, 1 (8%) described that she experienced negative emotions throughout the tracking process. This participant had chosen to track a behavioral phenomenon that she wanted to perform less often, which resulted in a sense of failure each time this behavior was registered. As for positive effects, 62% (8/13) of the participants stated that the use of the One Button Tracker led to enhanced awareness of the tracked phenomenon. This facilitated an objective confirmation of existing beliefs but could also lead to the gain of entirely new personal insights. For 31% (4/13) of the participants, enhanced awareness and gained personal knowledge culminated in or contributed to behavioral change. Another important effect mentioned was the functioning of the One Button Tracker as an incentive for desired behavior. Participants explained that the device reminded them or even motivated them to act more in line with their stated behavioral goal:

Seeing that thing laying there, thinking oh right, oh I can do that now! That does have a certain action effect, so to speak. [Participant 06]

Quantitative Results

The One Button Tracker received a median grade of 7.5 (IQR 2.0) on a scale of 1 to 10, with individual grades ranging from 5 to 10. The SUS was completed by all participants. The median SUS score was 75.0 (IQR 17.50) out of a possible maximum score of 100, with individual scores ranging from 50.0 to 97.5. This corresponds to a percentile rank of 73% and indicates that the One Button Tracker’s usability can be considered as good usability [26,27].

Discussion

Principal Findings

In this study, we explored the potential of low-effort, in-the-moment self-tracking of subjectively experienced phenomena to support self-knowledge gain by focusing on one such option, the One Button Tracker.

All participants in this study successfully designed a personal research question in the context of a health promotion program and tracked one or more chosen phenomena with the device. The findings suggest that instrumentation options such as these can aid individuals in the pursuit of personal knowledge gain. However, such an approach may not suit everyone. Participants highlighted the user-friendliness of the One Button Tracker instrument; however, some barriers to swift data collection were also identified.

Participants generally considered the One Button Tracker as user-friendly, which was reflected by the median SUS score and grade the device received. However, technical issues encountered initially by some of the participants posed a risk to loss of the collected personal data, and with it, the instrument’s usability. Although such difficulties can occur in instruments that have not been tested extensively [15], problems of this type will have to be resolved through design testing before such self-tracking options are rolled out on a bigger scale [28,29]. Additional usability challenges associated with the physical design of the One Button Tracker, for instance, how to carry it when wearing clothes without pockets, were also a limitation.

Despite these barriers the One Button Tracker provided enhanced awareness and personal knowledge gain. Most participants felt using the One Button Tracker helped raise their awareness of the tracked phenomenon. They indicated that this awareness led to confirmation or gain of personal insights. This benefit was reported even though some participants experienced limited accuracy of the collected data caused by missed or misregistered observations. This suggests that high accuracy of the collected data may not be necessary to effectuate the positive effects, as almost all participants also reported instances of missed or misregistered data points. Further research is needed to evaluate how the accuracy of collected data might influence the quality of gained self-knowledge, a question that has been raised before [30], and how this quality might in turn influence users’ perceptions of health or health behavior.

Most participants experienced a change in health behavior, yet the measurability and sustainability of this change remained unclear. In line with the self-improvement hypothesis of personal informatics, participants believed that the increased awareness and gained personal knowledge resulting from the self-tracking process led them to change their behavior [31,32]. In addition, some participants felt the change in behavior was incentivized specifically by the sight of the instrument. Importantly, it is an experience of behavioral change that was assessed here; we did not measure actual change.

Participants emphasized the value of support during the different stages of the self-tracking process. The need for support is exemplified by the fact that most participants in present and previous studies struggled with interpreting the collected data on their own [20,21]. Furthermore, in line with previous research, regular interaction with the researchers was stated to be a motivating factor [4,32]. However, evidence that such support contributes to enhanced health effects as compared with self-tracking with no assistance is lacking [29,33,34]. Interview data indicate that the need for support was often related to help with the web-based data analytics tools.

Implications

The diversity in participant views emphasizes the importance of providing an appropriate self-tracking option to each individual. It turned out that the low-effort in-the-moment...
approach is a good fit for some individuals, but not all. Previous research supports the notion that a one-size-fits-all approach does not exist; rather, different options should be developed for user groups with different needs [35-37]. Self-tracking can lead to negative effects such as feelings of failure and incompetence associated with individuals being reminded of the incongruence between their behavioral goal and the behavior actually performed [32,37-40]. Therefore, it is important to determine what does and does not work for different users or user groups.

The results found here have several implications for scientific research and medical practice. Academic researchers are becoming more aware of the contributions PLR can make to knowledge creation, such as generating hypotheses, enriching questionnaires, or answering questions through real-life data. However, before low-effort, in-the-moment tracking can be used as a scientifically sound data acquisition method, more clarity is needed on the quality of the collected data. In addition to the barriers described above, the tracked experience may also be distorted because it is being tracked, a phenomenon that is addressed as the observer effect [32,41]. Therefore, further research is needed into the validity and reliability of the collected data, and how these relate to those of other data collection methods. In a clinical context, it is clear that self-tracking of personally relevant phenomena may help some individuals gain self-insight and develop healthier behavior. However, for such methods to be successfully deployed in medical practice, it is important to gain a better understanding of the possible health effects, long-term effects, and potential differences in experiences between different user groups, as it has been shown previously that patients often differ in experiences from healthy volunteers [30,42]. This will help determine in which application areas self-tracking could be beneficial and how such a program could be best set up.

This study is among the first to explore this novel approach to self-tracking. An important strength of the study is that it provided participants with a chance to participate in a personalized form of PLR, in which they could set up and answer their own personally relevant research question. This provided a real-life setting, in which participants self-tracked for a purpose of their own choosing. In addition, the use of a mixed methods approach enhanced the strength of the findings, as the quantitative and qualitative findings converged well.

Limitations
The study has several limitations. Data saturation was not reached. As a result, we cannot ensure that the entire range of possible participant experiences was covered. The participation rate was sufficient for saturation; however, it was relatively low (n=13). In our experimental setup, participants were allowed to track different types of phenomena, which explains the wide range of facilitators and barriers that were identified. Although this small group already provides valuable information in the context of an explorative study, a larger group may have revealed additional barriers and facilitators or may have provided a clearer image about the ones that stand out. Another limitation is related to the Hawthorne effect. Some participants found the research context itself to be motivating. This could mean that participants are less motivated to keep up a real-life self-tracking project. Finally, the participants included here were highly motivated, with an active participation in a health promotion program. This suggests that their experiences might not fully correspond with those of a population with less strong motivation or fewer support options.

Concluding Remarks and Future Work
This study explored the potential usability and usefulness of low-effort, in-the-moment self-tracking for acquiring new personal insights and supporting changes in health behavior. Although the prototype self-tracking instrument studied here has shown itself to be perceived as user-friendly and can be used to quantify subjective experienced phenomena effectively, experiences in the participant group varied widely. Although the study has demonstrated the utility of the instrument in individual cases, the potential efficacy of the instrument in general is inconclusive at this point.

Before the One Button Tracker instrument can be provided to patients or study participants on a larger scale, the technical challenges and specific usability issues identified in this study should be addressed. In particular, usability issues related to wearability would need to be addressed.

As the study participants appreciated the support they received during the study, it would be interesting to study which kind of and what level of support is conducive for the process in the different steps of self-tracking as part of PLR or personal science. Further research is needed to assess the exact benefits of support and to evaluate how this support would best be provided. Here, the role and usability of the data analytics tool is also a topic for further research.

The explorative nature of this study and the overall purpose for using the One Button Tracker to track anything related to personal health and well-being has led participants to track a wide range of different phenomena. This demonstrated that participants can use the instrument in everyday life settings and acquire real-world data on subjective experience. Future studies could focus on addressing the application of the instrument in specific health domains to identify where self-tracking of subjective experience could potentially benefit diagnostics, health monitoring, or behavior change. For example, future studies could be conducted to understand to what extent the observed experiences would translate to objectively measurable change and how sustainable this change in behavior could be [14,31,32,43].

Acknowledgments
The authors would like to thank Gary Wolf for critically reading and copyediting the manuscript.

https://formative.jmir.org/2022/3/e32704

van de Belt et al

JMIR Form Res 2022 | vol. 6 | iss. 3 | e32704 | p.33
(page number not for citation purposes)
Conflicts of Interest

The One Button Tracker that was used as instrumentation in this study was invented and developed by the coauthors JEL and TBC. There was no personal financial interest in relation to this project. This research study was not supported by any grant but enabled by in-kind contributions of all participating authors and organizations.

Multimedia Appendix 1
Overview with screenshots from the dashboard of the web-based analytics tool.

[DOCX File, 132 KB - formative_v6i3e32704_app1.docx]

Multimedia Appendix 2
Interview guide (in Dutch).

[DOCX File, 16 KB - formative_v6i3e32704_app2.docx]

Multimedia Appendix 3
Questions in the System Usability Scale (in Dutch).

[DOCX File, 20 KB - formative_v6i3e32704_app3.docx]

References


19. Radboud University Medical Center, Nijmegen, the Netherlands. Lifeguard. URL: https://lifeguard.nl/klanten/raadvoudsch/ [accessed 2022-02-01]


Abbreviations

PLR: participant-led research
SUS: System Usability Scale
Original Paper

Utilization of a Smart Sock for the Remote Monitoring of Patients With Peripheral Neuropathy: Cross-sectional Study of a Real-world Registry

Henk Jan Scholten1*, BA, LLM; Chia-Ding Shih2, MPH, DPM; Ran Ma1, BSc; Kara Malhotra1, MSc; Alexander M Reyzelman2*, DPM

1Siren Care, Inc, San Francisco, CA, United States
2California School of Podiatric Medicine, Samuel Merritt University, San Francisco, CA, United States
* these authors contributed equally

Corresponding Author:
Henk Jan Scholten, BA, LLM
Siren Care, Inc
1256 Folsom Street
San Francisco, CA, 94103
United States
Phone: 1 628 444 9603
Email: henkjan.scholten@siren.care

Abstract

Background: Remote patient monitoring (RPM) devices are increasingly being used in caring for patients to reduce risks of complications. Temperature monitoring specifically has been shown in previous studies to provide a useful signal of inflammation that may help prevent foot ulcers.

Objective: In this cross-sectional study, we evaluated utilization data for patients who were prescribed smart socks as remote temperature monitoring devices.

Methods: This study evaluated data from a patient registry from January to July 2021. The utilization data, which were collected starting from the first full month since patients were prescribed the smart socks, were evaluated along with retention over time, the average time that the socks were worn, and the number of days that the socks were worn per month and per week.

Results: A total of 160 patients wore the smart sock RPM device for 22 to 25 days per month on average. The retention rate was 91.9% (147/160) at the end of the 7-month period; a total of 13 patients were lost to follow-up during this period. The average number of days that the socks were worn per week was 5.8. The percentage of patients with a utilization rate of >15 days ranged from 79.7% (106/133) to 91.9% (125/136) each month.

Conclusions: This study shows a high level of utilization for a smart sock RPM device and a high compliance rate. A future prospective study on the clinical outcomes after the use of the smart socks may further solidify the idea of conducting temperature monitoring for foot ulcer prevention.

(JMIR Form Res 2022;6(3):e32934) doi:10.2196/32934
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Introduction

Remote patient monitoring (RPM) has emerged as a critical method in disease prevention. A wide range of devices are designed to monitor physiologic indicators of clinical interest for a variety of health conditions, especially diabetes and related complications. Studies have demonstrated the efficacy and promise of RPM in diabetes management. Su et al [1] examined glycemic control for 1354 patients and concluded that patients who underwent more frequent and regular remote monitoring had lower hemoglobin A1c levels than those of patients with lower adherence to the program. Further, the willingness to adopt remote monitoring was evaluated in 1577 patients with diabetes, and perceived intrusiveness was a main factor for...
whether a patient would adopt monitoring in diabetes management [2].

Diabetic foot ulcers (DFUs) are a highly prevalent complication for people living with diabetes, who have an estimated 25% lifetime risk of developing DFUs [3]. Temperature was first identified as a predictive factor for ulceration by Benbow et al [4]. Researchers further developed temperature monitoring by measuring multiple sites on each foot to assess temperature differentials that may predict the onset of a neuropathic ulceration [5]. “Areas that are likely to ulcerate have been associated with increased local skin temperatures due to inflammation and enzymatic autolysis of tissue” [6]. Identifying areas of injury through inflammation tracking allows patients and their providers to intervene to reduce inflammation before a wound develops [6].

Various technologies have been developed that use temperature differentials to remotely monitor diabetic foot health [7]. One technology is a smart sock that can be worn by patients and has a regular connection to the cloud for the capture and sharing of temperature data with health care professionals. The socks have temperature sensors embedded inside of the fabric, so that it is soft and comfortable for the user. The patient data are monitored for an elevation in temperature that indicates inflammation—an early sign of wound formation. Although the socks are mainly intended for preventative therapy, this product has also been used to track the course of developing ulcers. Additionally, the socks can be used by people who have undergone an amputation; the socks use an ipsilateral temperature algorithm to detect temperature elevations in 1 foot. Reyzelman et al [8] first evaluated the smart socks in a 35-patient study; patients reported that the socks were easy to use and comfortable, ranking them with a median score of 9 and 10 for comfort and ease of use, respectively, on a 10-point scale. These ratings for ease of use and comfort indicate potentially low intrusiveness and a high willingness to use smart socks as an RPM device.

In this cross-sectional study, we reviewed real-world data from patients using a smart sock temperature monitoring device (Siren Socks; Siren Care) to assess compliance and utilization levels. The purpose of this study is to determine how patients adhere to an RPM program for DFU prevention that involves the use of smart socks.

### Methods

#### Study Design

Patients in the Siren Care registry who were enrolled throughout July 2021 were retrospectively reviewed. This registry is an institutional review board (IRB)-approved protocol (IRB submission title: Temperature and Activity Data from the “Siren Socks and Foot Monitoring System” – A Multicenter Post Market Registry Study with Retrospective and Prospective Analysis; WCG IRB study number: 1284366). The qualification for subscribing to the smart socks was the diagnosis of peripheral neuropathy. The inclusion criteria were patients using the smart sock temperature monitoring device for at least 1 day, those who were at participating sites, and those who consented to the registry, as per the IRB-approved protocol. The first calendar month of utilization was excluded due to the variability in which days of the month patients began using the RPM device. The utilization data were measured as the amount of time that the socks were worn, as measured by the smart sock device, in terms of wear time per day as well as the number of days that the socks were worn per month and per week.

#### Description of the Temperature Monitoring Device

The smart sock device takes continuous measurements of temperature at 6 points on each foot (the hallux, the heel, the arch, metatarsal 1, metatarsal 3, and metatarsal 5). The temperature is measured automatically throughout the day. The socks turn on upon wear and turn off automatically when they are no longer worn. No charging is necessary by the patient. No smartphone is necessary to be used by the patient for data transmission. A hub is plugged into the wall for data transmission, and monitoring data are also stored on the socks to allow for monitoring when patients are away from home. The socks are designed to be machine washable and can be reused for a period of up to 1 year (Figure 1). The socks’ lifetime is around 1 year, but this can be longer depending on usage. Socks are replaced after normal wear and tear. Data were collected and monitored by prescribing physicians and their designated staff. Any temperature differentials greater than 2.2 °C resulted in an alert to a monitoring nurse that required follow-up via a phone call to the patient.
Description of Outcome Measures
The primary outcome measure was the number of days that the socks were worn per month and per week. The secondary outcome measure was the amount of time that the socks were worn per day.

Statistical Analysis
Descriptive statistics were performed, and the analysis was performed by using Microsoft Excel (version 16.51; Microsoft Corporation).

Ethics Approval
This study was approved by the WCG IRB (study number: 12843666). If an individual wished to participate in the study, they were informed about the study objectives, and they could consent through a mobile app or over the phone after having started using the socks.

Results
A total of 160 patients met the inclusion criteria as of July 2021. Data from previous months of enrollment were included, beginning in January 2021 (Table 1).

Table 1. Smart sock utilization (>15 days and >5 days of wear).

<table>
<thead>
<tr>
<th>Utilization characteristics</th>
<th>January 2021</th>
<th>February 2021</th>
<th>March 2021</th>
<th>April 2021</th>
<th>May 2021</th>
<th>June 2021</th>
<th>July 2021</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active patients, n</td>
<td>10</td>
<td>20</td>
<td>23</td>
<td>62</td>
<td>110</td>
<td>133</td>
<td>136</td>
</tr>
<tr>
<td>Patients with &gt;15 days of wear, n (%)</td>
<td>8 (80)</td>
<td>17 (85)</td>
<td>20 (87)</td>
<td>55 (89)</td>
<td>95 (86)</td>
<td>106 (80)</td>
<td>125 (92)</td>
</tr>
<tr>
<td>Patients with &gt;5 days of wear, n (%)</td>
<td>10 (100)</td>
<td>20 (100)</td>
<td>22 (96)</td>
<td>60 (97)</td>
<td>108 (98)</td>
<td>125 (94)</td>
<td>132 (97)</td>
</tr>
</tbody>
</table>

Across the entire studied period, patients wore the socks for 5.8 (SD 1.7) days per week on average. The median number of days that the socks were worn was 7 days per week. Further, 93% of the time, socks were worn for at least 3 days per week (Table 2).
Table 2. Smart sock utilization (number of days worn per month and week and number of hours worn per day).

<table>
<thead>
<tr>
<th>Utilization characteristics</th>
<th>January 2021</th>
<th>February 2021</th>
<th>March 2021</th>
<th>April 2021</th>
<th>May 2021</th>
<th>June 2021</th>
<th>July 2021</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of wear days per month, mean (SD; median)</td>
<td>23.0 (7.8; 26)</td>
<td>23.1 (7.8; 27)</td>
<td>24.8 (8.3; 28)</td>
<td>23.7 (7.2; 26)</td>
<td>23.9 (7.4; 26.5)</td>
<td>22.0 (8.3; 24)</td>
<td>25.6 (7.4; 29)</td>
</tr>
<tr>
<td>Number of wear days per week, mean (SD; median)</td>
<td>5.5 (2.0; 6.5)</td>
<td>6.1 (1.5; 7)</td>
<td>5.8 (1.7; 7)</td>
<td>5.9 (1.5; 7)</td>
<td>5.7 (1.7; 6)</td>
<td>5.7 (1.7; 6)</td>
<td>6.0 (1.6; 7)</td>
</tr>
<tr>
<td>Number of wear hours per day, mean (SD; median)</td>
<td>12.4 (3.1; 12.5)</td>
<td>13.8 (4.6; 13.7)</td>
<td>12.6 (5.2; 13.0)</td>
<td>11.7 (4.4; 11.8)</td>
<td>11.0 (4.7; 10.6)</td>
<td>11.0 (4.9; 11.4)</td>
<td>10.0 (5.2; 9.7)</td>
</tr>
</tbody>
</table>

Table 3. Smart sock retention.

<table>
<thead>
<tr>
<th>Retention characteristics</th>
<th>January 2021</th>
<th>February 2021</th>
<th>March 2021</th>
<th>April 2021</th>
<th>May 2021</th>
<th>June 2021</th>
<th>July 2021</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active patients, n</td>
<td>10</td>
<td>20</td>
<td>23</td>
<td>62</td>
<td>110</td>
<td>133</td>
<td>136</td>
</tr>
<tr>
<td>Patients retained (ie, those still active at the end of July), n (%)</td>
<td>9 (90)</td>
<td>17 (85)</td>
<td>20 (87)</td>
<td>52 (84)</td>
<td>95 (86)</td>
<td>122 (92)</td>
<td>N/A²</td>
</tr>
</tbody>
</table>

²N/A: not applicable.

Table 4. Smart sock retention: reasons for inactivity.

<table>
<thead>
<tr>
<th>Reason</th>
<th>Patients, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paused temporarily due to other health conditions (eg, healing from surgery, open wounds, or other health issues)</td>
<td>6</td>
</tr>
<tr>
<td>Paused while resolving technical issues</td>
<td>3</td>
</tr>
<tr>
<td>Paused while waiting for cooler weather</td>
<td>2</td>
</tr>
<tr>
<td>Deceased</td>
<td>1</td>
</tr>
<tr>
<td>Changed providers when moving into a permanent nursing home</td>
<td>1</td>
</tr>
<tr>
<td>Returns related to comfort</td>
<td>2</td>
</tr>
<tr>
<td>Returns due to a lack of education on the use and intent of the device</td>
<td>4</td>
</tr>
<tr>
<td>Lost to follow-up and did not respond to repeated calls</td>
<td>5</td>
</tr>
</tbody>
</table>

Patients’ average age at the time of enrollment was 69.9 (SD 10.7; median 71) years. The youngest patient was 37 years old, and the oldest was 94 years old.

Discussion

Principal Findings

This study appears to be the first to use data from patients who were being tracked over time during normal pediatric practice to analyze adherence to and compliance with an RPM device for plantar foot temperature. Overall, the temperature monitoring smart socks offered patients with peripheral neuropathy a reliable, easy-to-comply, and real-time device designed to help reduce the risk of foot ulceration. Our findings indicated a high utilization rate of 22 to 25 days per month and a retention rate of 91.9% (147/160; Table 1). The information transmitted from the temperature monitoring smart socks thus allowed providers to closely monitor these high-risk patients.

A number of novel RPM technologies have been developed to provide patients and clinicians with options for monitoring temperature, as temperature is a physiological indicator of inflammation and possibly an early warning sign of foot ulcer formation [4-6]. However, these RPM technologies’ promise for preventing foot ulcers is based on patients’ ability and willingness to use such devices in their activities of daily living. Patients’ compliance with the use of medical devices is known to be poor when it is burdensome to their daily life. A prior study by Armstrong et al [9] found that the utilization rate of using a removable cast walker as an offloading device for DFUs was low [10]. The compliance rate for the offloading device was only as high as 28%. The compliance and utilization rates for the smart socks were considerably higher, despite the average age of the enrollees at the time of enrollment being 69.9 (SD 10.7) years. This suggests that the technology is easy to use, even for older users, who are at increased risk of diabetes and DFUs.

Smart socks, smart pads, and smart insoles are among the RPM devices discussed in the literature [9,11,12]. The reported utilization rate of smart insoles is roughly 6.1 to 6.9 hours per day, and that of the smart pad averages from 1.6 to 4.1 days per week [13,14]. The smart socks in this study reported a high utilization and compliance rate; the socks were used for 22 to 25 days per month and 5.8 days per week on average (Table 2).
The results of this study suggest that the smart sock was used by patients to a high degree, as patients wore the device for an average of 22 to 25 days per month during the period studied. Notably, the percentage of patients that wore the device for at least 15 days in a month ranged from 79.7% (106/133) to 91.9% (125/136) for any particular month (Table 1). The number of patients who wore the RPM device for ≥5 days per month was high, ranging from 94% (125/133) to 100% (20/20) each month (Table 1). This high number of patients suggests that many patients who fail to achieve ≥15 days of wear time can be guided to increase their frequency of wear. The wear time per day was, on average, 11.1 hours (Table 2). This suggests that the smart socks were not worn for a brief period but rather were worn extensively throughout the day. Given our findings, the smart socks achieved a high compliance, utilization, and retention rate.

The retention rate was analyzed to be 91.9% (147/160), with only 13 patients dropping out by going off service either through returns or by being lost to follow-up. Further, 11 patients were still on service, but they temporarily paused their use of the socks due to comorbidities or technical issues (Table 4). A total of 160 patients were enrolled, and 149 were still on service by the end of the study period. Patient retention was reviewed by month, and many of the patients in the registry were added in the middle of the study period.

No specific user research was done into the reasons for the high compliance and utilization rates, but a possible reason for these may be that socks are a simple and unintrusive form for an RPM device. Additionally, the lack of charging and regular contact with a nurse for assistance with the RPM services may have also contributed to the high level of utilization. Further analysis, perhaps through patient questionnaires, may provide further insight into the reasons for high utilization. Self-management and the actual utilization of preventative services and devices are important factors for determining health outcomes in chronic conditions. In general, compliance is defined as “the extent to which a person’s behavior coincides with medical advice” [15]. The International Working Group on the Diabetic Foot released guidelines in 2019 that included a recommendation for temperature monitoring and a daily self-inspection of feet for patients at risk of ulceration [16]. The level of compliance to foot care advice has been studied to a limited degree. One study found that only 38.7% of a sample of 331 patients examined their feet 5 to 7 days per week [17]. Adherence to recommendations for foot temperature monitoring has not been extensively studied. One study did demonstrate that a 50% rate of adherence to recording foot temperature resulted in a significantly lower likelihood of developing an ulcer when compared with lower rates of adherence [18]. These findings suggest that adherence may be a challenge with regard to self-management behaviors among patients with diabetes and that adherence is a meaningful factor. In our study, based on the early results of the utilization of the smart socks, patients have a high level of adherence to prescribed advice on wearing smart socks in a real-world setting.

This study also has a few limitations. The period of observation was limited to 7 months, and many patients entered the registry during the middle and later parts of the evaluation period. Further follow-up and a greater number of patients would be necessary to better assess changes in utilization and retention over time.

**Conclusion**

The usefulness of temperature monitoring for pediatric patients with limited or no protective sensation has been demonstrated [5,19,20]. The level of adherence to and the utilization of various temperature monitoring devices need further evaluation. This study shows a high level of utilization and compliance for a smart sock remote temperature monitoring device. Further studies with larger patient groups and a longer follow-up period are warranted to better understand the sustained adherence to RPM among patients with diabetes.
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Abstract

Background: Electronic medical records (EMRs) offer the promise of computationally identifying sarcoidosis cases. However, the accuracy of identifying these cases in the EMR is unknown.

Objective: The aim of this study is to determine the statistical performance of using the International Classification of Diseases (ICD) diagnostic codes to identify patients with sarcoidosis in the EMR.

Methods: We used the ICD diagnostic codes to identify sarcoidosis cases by searching the EMRs of the San Francisco and Palo Alto Veterans Affairs medical centers and randomly selecting 200 patients. To improve the diagnostic accuracy of the computational algorithm in cases where histopathological data are unavailable, we developed an index of suspicion to identify cases with a high index of suspicion for sarcoidosis (confirmed and probable) based on clinical and radiographic features alone using the American Thoracic Society practice guideline. Through medical record review, we determined the positive predictive value (PPV) of diagnosing sarcoidosis by two computational methods: using ICD codes alone and using ICD codes plus the high index of suspicion.

Results: Among the 200 patients, 158 (79%) had a high index of suspicion for sarcoidosis. Of these 158 patients, 142 (89.9%) had documentation of nonnecrotizing granuloma, confirming biopsy-proven sarcoidosis. The PPV of using ICD codes alone was 79% (95% CI 78.6%-80.5%) for identifying sarcoidosis cases and 71% (95% CI 64.7%-77.3%) for identifying histopathologically confirmed sarcoidosis in the EMRs. The inclusion of the generated high index of suspicion to identify confirmed sarcoidosis cases...
increased the PPV significantly to 100% (95% CI 96.5%-100%). Histopathology documentation alone was 90% sensitive compared with high index of suspicion.

Conclusions: ICD codes are reasonable classifiers for identifying sarcoidosis cases within EMRs with a PPV of 79%. Using a computational algorithm to capture index of suspicion data elements could significantly improve the case-identification accuracy.

KEYWORDS sarcoidosis; electronic medical records; EMRs; computational phenotype; diagnostic codes; Veterans Affairs; VA; practice guidelines

Introduction

Background

Sarcoidosis is a complex disease with an unknown etiology that can involve multiple organs, and no universal or standardized measures can fully secure its final diagnosis [1-3]. In fact, it was only recently that the American Thoracic Society (ATS) published its first practice guideline to provide recommendations for diagnosing sarcoidosis and the necessary screening tests [3]. The ATS practice guideline for diagnosis requires the presence of specific clinical and radiographic features, tissue biopsy revealing nonnecrotizing granulomas, and exclusion of alternative conditions that can mimic sarcoidosis [1,3,4].

Data from electronic medical records (EMRs) are commonly used in research and by health care systems, including the United States Department of Veterans Affairs (VA), to predict outcomes or assess care quality [5]. EMR data are generally captured in two forms: (1) structured data, including billing codes such as the International Classification of Diseases (ICD) codes, laboratory test results, and procedural codes; and (2) narrative or unstructured data, including progress notes, pathology reports, and imaging reports. ICD codes cast a wider net to capture patients in the EMR because they include both inpatient and outpatient claims compared with other classifiers such as Diagnosis-Related Group that only capture inpatient claims [6]. Unstructured data contain many more details of the clinical conditions, but extracting these details is challenging and time consuming. In contrast, structured data are easier to search for, and they allow for identifying cases computationally using diagnostic codes. However, diagnostic codes can be inaccurate and difficult to verify. This is particularly true for the case definition of sarcoidosis, which is considered a diagnosis of exclusion and requires a review of clinical, radiological, and histopathological data for accurate diagnosis [3,7,8]. A few studies have reported the development of sarcoidosis-specific “computationally identifying algorithms” based on structured data elements in the EMR, although they were not validated by manual chart review [9-13]. Another study assessed the accuracy of using diagnostic codes to identify sarcoidosis cases [14] but only used the ICD, Ninth Revision (ICD-9) code and not the ICD, Tenth Revision (ICD-10) code, and it did not include any computational algorithm development. In addition, previous studies on the diagnostic accuracy of ICD codes for other common pulmonary diseases that have less or similar complexity compared with sarcoidosis, such as chronic obstructive pulmonary disease, idiopathic pulmonary fibrosis, and asthma, showed positive predictive values (PPVs) of 42%-67% [15-17].

Moreover, researchers have previously developed predictive models and risk scores to use advanced computational methods to predict, commonly, less-complex case definitions in the EMR [18-24]. For example, in a study published by Himes et al [19], Bayesian network machine learning models were constructed to predict chronic obstructive pulmonary disease. Therefore, given the complexity of securing a sarcoidosis diagnosis in the realm of real-world clinical data, it is essential to develop automated algorithms to detect confirmed and probable cases of sarcoidosis using data elements from structured and unstructured domains by incorporating the ATS diagnostic criteria [3,25].

First Step

As the first step in evaluating the knowledge gap in developing future sarcoidosis-specific “computationally identifying algorithms,” we designed this study (1) to estimate the statistical performance of using diagnostic codes (ICD-9 and ICD-10) alone compared with a new approach that uses additional information from radiology and clinical domains, but not histopathology, to inform the utility of these codes for performing clinical phenotyping of sarcoidosis cases in large EMR data sets of the VA and (2) to assess the computational challenges in querying sarcoidosis cases and extracting high-quality sarcoidosis-related research variables from the EMR accurately.

Methods

Data Source and Collection

This was an observational retrospective study of EMRs available through VA Informatics and Computing Infrastructure (VINCI). VINCI provides access to comprehensive and integrated veterans’ national deidentified data sets and offers the necessary computational and analytical tools in a secure, high-performance computing environment [26,27]. This study was approved by the institutional review board of the University of California San Francisco and the Veterans Health Administration Research and Development Committee (15-16660). Patients or the public were not involved in the design, conduct, reporting, or dissemination plans of our research.

We searched the EMR data in VINCI from 1989 to 2019 and identified all patients coded as having sarcoidosis in the VA health care system, as defined by the documentation of the ICD-9 and ICD-10 codes of 135 and D86.x (including subcodes), respectively. Data were extracted through executing
SQL queries in an SQL Server 2017 database. A total of 14,833 sarcoidosis cases were identified.

Study Design
To determine the statistical performance of using diagnostic codes (ICD-9 and ICD-10) in identifying patients with sarcoidosis from the EMR, initially, we identified patients with at least one claim (inpatient or outpatient) of ICD diagnosis code for sarcoidosis. To ascertain the true diagnosis of sarcoidosis based on the ATS diagnostic criteria (clinical, radiographic, and pathological findings, as well as exclusion of other causes) [3], 2 clinicians (MIS and IM) performed a comprehensive chart review. Of the 14,833 identified cases, a total of 200 (1.35%) were reviewed to limit the required chart review to a manageable level. As our access to the detailed medical records was limited to the two medical centers of San Francisco VA (SFVA) and Palo Alto VA (PAVA), the reviewed charts were selected from these two centers. We stratified the list of sarcoidosis cases from the 2 centers by site and used the lottery method to randomly select 100 patients from each site without a replacement [28] (Figure 1).

Figure 1. Strengthening the Reporting of Observational Studies in Epidemiology flowchart. Selection criteria for sarcoidosis cases. ATS: American Thoracic Society; ICD: International Classification of Diseases; PA: Palo Alto; SF: San Francisco; VA: Veterans Affairs.

On the basis of the ATS practice guidelines, the diagnosis can be confirmed for those who had a biopsy consistent with sarcoidosis, as well as consistent clinical and radiological findings and no evidence for an alternative diagnosis. However, the ATS practice guideline committee acknowledged that there were clinical situations in which a confirmatory biopsy may not be indicated or possible. Accordingly, based on the ATS practice guideline, those patients without biopsies can be classified as probable sarcoidosis [3]. Therefore, given that not all suspected patients have a tissue biopsy in clinical practice, we generated an index of suspicion for sarcoidosis to identify patients with sarcoidosis (confirmed and probable) based on clinical and radiographic information, regardless of the availability of biopsy data, and to assess whether this approach would improve the diagnostic accuracy. The index of suspicion was applied to the initial cohort of patients with ICD codes for sarcoidosis (n=200). The clinical and radiological features were extracted from the available structured and unstructured data without including the histopathology results. If the patients were documented to have one or more of these features, they were assigned to the high index of suspicion group (Textbox 1); otherwise, the patients were assigned to the low index of suspicion group.
Textbox 1. Criteria to determine high index of suspicion.

Clinical and radiological features supportive of the diagnosis of sarcoidosis that were used for the determination of a high index of suspicion. Any patients with at least one of these features were included in the high index of suspicion group:

- **Clinical**
  - Lofgren syndrome (defined as erythema nodosum, bilateral hilar lymphadenopathy, and polyarthralgia or polyarthritis)
  - Heerfordt syndrome (defined as facial nerve palsy, parotid gland enlargement, anterior uveitis, and low-grade fever)
  - Lupus pernio or erythema nodosum
  - Maculopapular or erythematous skin lesions or nodules
  - Facial nerve palsy
  - Symmetrical parotid enlargement
  - Optic neuritis, scleritis, uveitis, or retinitis
  - Lacrimal gland swelling
  - Evidence of granulomatous disease on direct laryngoscopy
  - Hepatomegaly or splenomegaly
  - Shortness of breath, dyspnea on exertion, cough, dizziness, or chest pain
  - Pulmonary function test with obstruction, restriction, or low diffusing capacity of the lungs for carbon monoxide
  - Cardiomyopathy, cardiac arrhythmia, or atrioventricular node block
  - Hypercalcemia, hypercalciuria, nephrolithiasis, or abnormal vitamin D levels
  - Elevated angiotensin-converting enzyme inhibitors or soluble interleukin-2 receptors
  - Bronchoalveolar lavage lymphocytosis

- **Radiological**
  - Bilateral hilar lymphadenopathy (chest radiograph, computed tomography, and positron emission tomography)
  - Computed tomography chest with perilymphatic nodules tracking the peribronchovascular bundle
  - Diffuse infiltrates (chest radiograph, computed tomography, and positron emission tomography) or computed tomography chest or chest radiograph with fibrosis
  - Cardiac magnetic resonance imaging or positron emission tomography–computed tomography consistent with sarcoidosis
  - Enlargement or nodules in liver or spleen (computed tomography, positron emission tomography, or magnetic resonance imaging)
  - Magnetic resonance imaging brain with increased inflammation
  - Extrathoracic enlarged lymph nodes (computed tomography, magnetic resonance imaging, and positron emission tomography)

We then further classified the patients into 3 groups. Patients with a high index of suspicion and documented histopathological evidence of nonnecrotizing granulomas were categorized into the group of sarcoidosis with confirmed biopsy. Patients with a high index of suspicion and either no documented biopsy in the EMR or a biopsy showing no histopathological evidence of nonnecrotizing granulomas were categorized into the group of sarcoidosis without confirmed biopsy (probable sarcoidosis). Finally, those with a low index of suspicion were categorized into the group of unlikely sarcoidosis (Figure 1).

Using the index of suspicion restricts the initially developed sarcoidosis cohort to capture those with a high index of suspicion for sarcoidosis from whom we identified confirmed cases. As we started with a random sample of those with sarcoidosis diagnostic codes, the further restriction of the sample to those with a high index of suspicion was still a random sample of the combination of both ICD codes and the index of suspicion. We compared the statistical performance of the two methods (ICD code alone vs ICD code with index of suspicion) to determine whether the use of this index of suspicion could improve the PPV of identification of sarcoidosis cases in the EMR.

This approach provides more information than just relying on ICD codes alone to develop robust computational sarcoidosis-specific algorithms consistent with the recent ATS practice guideline recommendations.

**Disease-Related Variables**

Organ involvement was assessed based on the clinical history obtained from physicians’ notes and imaging and biopsy reports available in the computerized patient record system. For this assessment, to adjust for the variability in providers’ documentation, we adapted a set of criteria previously introduced in the National Institutes of Health–sponsored Genomic Research in Alpha-1 Antitrypsin Deficiency and Sarcoidosis (GRADS) study [29].
We collected the following data from the chart review: clinical site, gender, race, ICD-9 and ICD-10 codes for sarcoidosis (135 and D86, respectively), the pathological diagnosis from any available biopsy, organ involvement as described in Textbox 2, Scadding staging of chest x-ray (as described in radiology reports), history of bilateral hilar lymphadenopathy (based on radiology reports and clinical notes), pulmonary function test (PFT) pattern (as reported in PFT reports), the clinical status (acute, chronic, or remitting disease), and the treatment status of sarcoidosis.

Pathological diagnoses were categorized into primary histopathological if the data were available in the pathology report domains and secondary if the data were available only in the clinical note domains because of either a remote history of biopsy or because the biopsy had been performed outside the VA. The PFT reports at the SFVA and PAVA used Crapo reference equations to calculate the lower limit of normal values for spirometry and lung volume measurements.

Using the clinical data from chart abstraction, we classified the patients into the clinical phenotypes proposed by the GRADS study, with the exception of multi-organ phenotype, which we defined as the involvement of ≥3 organs.

Textbox 2. Organ involvement assessment for sarcoidosis (with and without confirmed biopsy).

| Organ and assessment | | |
|----------------------|------------------|
| **Lung**             | **Skin**         |
| Positive lung biopsy and positive mediastinal or hilar lymph node biopsy | Positive skin biopsy |
| Chest x-ray, computed tomography (CT) chest, or positron emission tomography (PET) demonstrating bilateral hilar lymphadenopathy; CT chest with peribronchial nodules tracking the peribronchovascular bundle; chest X-ray, CT chest, or PET with diffuse infiltrates; and CT chest or chest x-ray (CXR) with fibrosis | Lupus pernio and erythema nodosum |
| Pulmonary function test (PFT) with obstruction, restriction, or low diffusing capacity of the lungs for carbon monoxide (DLCO) | |
| **Eye**              | **Cardiac**      |
| Positive conjunctival or scleral biopsy | Positive heart or pericardium biopsy |
| Optic neuritis, scleritis, uveitis, or retinitis | Atioventricular node block (second or third degree) |
| **Cardiac**          | Cardiomyopathy responsive to treatment |
| Positive heart or pericardium biopsy | Cardiac arrhythmia (eg, ventricular tachycardia) |
| Atrioventricular node block (second or third degree) | Cardiac magnetic resonance imaging (MRI) or PET-CT consistent with sarcoidosis |
| Cardiomyopathy responsive to treatment | |
| Cardiac arrhythmia (eg, ventricular tachycardia) | |
| Cardiac magnetic resonance imaging (MRI) or PET-CT consistent with sarcoidosis | |
| **Liver or spleen**  | **Neurosarcoidosis** |
| Positive liver or spleen biopsy | Positive brain or dura or peripheral nerve biopsy |
| Enlargement or nodules in liver or spleen (CT, PET, or MRI) | Clinical syndrome or symptoms consistent with central nervous system sarcoidosis along with a positive MRI |
| Abnormal liver enzymes | |
| **Neurosarcoidosis** | |
| Positive brain or dura or peripheral nerve biopsy | |
| Clinical syndrome or symptoms consistent with central nervous system sarcoidosis along with a positive MRI | |
| **Ear, nose, and throat** | **Multi-organ involvement** |
| Positive biopsy from ear, nose, or throat | ≥3 organs involved based on other criteria in this table |
| Direct laryngoscopy consistent with granulomatous disease | |
Statistical Analyses

All statistical analyses were performed with R software (The R Foundation for Statistical Computing) using RStudio (version 1.2.5). Descriptive statistics were computed to summarize the data. Categorical variables were presented as the frequency in percentages, and continuous data were presented as means and SDs. We estimated the PPV of the two aforementioned computational diagnostic criteria for sarcoidosis (ICD codes alone and ICD codes along with index of suspicion). We did not report the positive likelihood ratio, given that the specificity for using ICD codes alone could not be calculated because our study design did not include a review of noncases. The PPV for the criterion of using only the ICD code was calculated as the number of patients with an ICD code for sarcoidosis divided by the total number of patients verified to have sarcoidosis by chart review (gold standard). The PPV for the criterion of using the ICD codes and index of suspicion was calculated as the total number of patients with a high index of suspicion divided by the number of patients verified to have sarcoidosis by chart review (gold standard). The sensitivity of histopathology reports alone compared with chart review was calculated as the total number of patients with a high index of suspicion and confirmed biopsy divided by the number of patients verified to have sarcoidosis by chart review (gold standard). We computed 95% CIs using the exact binomial method. For our estimates, significance was defined as $P<.05$.

Results

Patients’ Characteristics

A total of 14,833 patients with at least one ICD-9 or ICD-10 diagnostic code of sarcoidosis were identified. The study cohort included patients identified by the ICD codes of sarcoidosis (n=200). Of the 200 patients, 158 (79%) had a high index of suspicion for sarcoidosis based on clinical or radiographic findings. Of these 158 patients, 108 (68.4%) were identified with the ICD-9 code of 135 and 50 (31.6%) with the ICD-10 code of D86, and 142 (89.9%) had confirmed sarcoidosis based on histopathological evidence of nonnecrotizing granuloma and were classified as having sarcoidosis with confirmed biopsy; the remaining 16 (10.1%) patients with a high index of suspicion did not undergo a biopsy and were classified as having sarcoidosis without confirmed biopsy (probable sarcoidosis; Figure 1). No patient had nondiagnostic biopsy results for sarcoidosis.

Table 1 summarizes the demographic data and baseline characteristics of patients with sarcoidosis (with and without confirmed biopsy). Among these patients, 89.9% (142/158) were men and there was a higher representation of African American patients than non-Hispanic White patients (85/158, 53.8%, vs 52/158, 32.9%, respectively). Overall, 90.5% (143/158) had a predominant pulmonary phenotype. Among these, 129 had PFT (36, 27.9%, 28, 21.7%, and 25, 19.4%, with restrictive, obstructive, and mixed patterns, respectively) and most were in Scadding stage II (47/143, 32.9%), followed by stage 0 and stage I (27/143, 18.9%, and 26/143, 18.2%, respectively). There was no significant difference in age between those who had a biopsy performed to diagnose sarcoidosis and those who did not (mean 65.5, SD 10.8, years vs mean 69.3, SD 10.3, years, respectively; $P=.18$). In terms of clinical phenotypes, 37.9% (60/158) had a multi-organ disease ($\geq$3 organs; there were none with involvement of $\geq$5 organs), followed by stage II or stage III treated (45/158, 28.5%). Our study cohort did not include any individuals with acute presentation (acute, untreated). Some patients overlapped with multiple clinical groups.
Table 1. Distribution of characteristics and clinical phenotype groups of patients with sarcoidosis (with and without confirmed biopsy; N=158).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sarcoidosis with confirmed biopsy (n=142), n (%)</th>
<th>Sarcoidosis without confirmed biopsy (n=16), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>65.5 (10.8)</td>
<td>69.3 (10.3)</td>
<td>.18</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>127 (89.4)</td>
<td>15 (93.7)</td>
<td>0.59b</td>
</tr>
<tr>
<td>Female</td>
<td>15 (10.6)</td>
<td>1 (6.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td>0.62c</td>
</tr>
<tr>
<td>African American</td>
<td>74 (52.1)</td>
<td>11 (68.8)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>49 (34.5)</td>
<td>3 (18.8)</td>
<td></td>
</tr>
<tr>
<td>Hispanic White</td>
<td>3 (2.1)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>12 (8.5)</td>
<td>2 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>4 (2.8)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>International Classification of Diseases codes for sarcoidosis</strong></td>
<td></td>
<td></td>
<td>0.60b</td>
</tr>
<tr>
<td>International Classification of Diseases, Ninth Revision</td>
<td>98 (69)</td>
<td>10 (62.5)</td>
<td></td>
</tr>
<tr>
<td>International Classification of Diseases, Tenth Revision</td>
<td>44 (30.9)</td>
<td>6 (37.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Organ involvement</strong></td>
<td></td>
<td></td>
<td>0.38c</td>
</tr>
<tr>
<td>Lung</td>
<td>86 (60.6)</td>
<td>12 (75)</td>
<td></td>
</tr>
<tr>
<td>Multi-organ (pulmonary without cardiac)</td>
<td>39 (27.5)</td>
<td>2 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Multi-organ (pulmonary and cardiac)</td>
<td>4 (2.8)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Multi-organ (cardiac without pulmonary)</td>
<td>2 (1.4)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Multi-organ (neither cardiac nor pulmonary)</td>
<td>11 (7.7)</td>
<td>2 (12.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Pulmonary function test pattern</strong></td>
<td></td>
<td></td>
<td>0.03c</td>
</tr>
<tr>
<td>Obstructive</td>
<td>27 (19)</td>
<td>1 (6.3)</td>
<td></td>
</tr>
<tr>
<td>Restrictive</td>
<td>30 (21.1)</td>
<td>6 (37.5)</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>20 (11.9)</td>
<td>5 (31.3)</td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>39 (27.5)</td>
<td>1 (6.3)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>26 (18.3)</td>
<td>3 (18.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Scadding stage</strong></td>
<td></td>
<td></td>
<td>0.06c</td>
</tr>
<tr>
<td>Stage 0</td>
<td>22 (15.5)</td>
<td>5 (31.3)</td>
<td></td>
</tr>
<tr>
<td>Stage I</td>
<td>23 (16.2)</td>
<td>3 (18.8)</td>
<td></td>
</tr>
<tr>
<td>Stage II</td>
<td>45 (31.7)</td>
<td>2 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Stage III</td>
<td>17 (11.9)</td>
<td>4 (25)</td>
<td></td>
</tr>
<tr>
<td>Stage IV</td>
<td>22 (15.5)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>13 (9.2)</td>
<td>2 (12.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Clinical phenotype group</strong></td>
<td></td>
<td></td>
<td>0.06c</td>
</tr>
<tr>
<td>Group 1: multi-organ</td>
<td>56 (39.4)</td>
<td>4 (25)</td>
<td></td>
</tr>
<tr>
<td>Group 2: nonacute, stage I, untreated</td>
<td>6 (4.2)</td>
<td>2 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Group 3: stages II-III, treated</td>
<td>42 (29.6)</td>
<td>3 (18.8)</td>
<td></td>
</tr>
<tr>
<td>Group 4: stages II-III, untreated</td>
<td>14 (9.9)</td>
<td>2 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Group 5: stage IV, treated</td>
<td>17 (11.9)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Group 6: stage IV, untreated</td>
<td>4 (2.8)</td>
<td>2 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Group 7: acute sarcoidosis, untreated</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>
Detection of patients with histopathologically confirmed cases as of 79% for detecting patients with sarcoidosis and 71% for ICD diagnostic codes performed reasonably well with a PPV of 79% (95% CI 78.6%-80.5%) for identifying sarcoidosis cases and 71% (95% CI 64.7%-77.3%) for identifying histopathologically confirmed sarcoidosis in the EMR. After chart review, the inclusion of the generated high index of suspicion to identify confirmed sarcoidosis cases increased the PPV significantly to 100% (95% CI 96.5%-100%) with 90% sensitivity of histopathology reports alone compared with chart review (Table 2).

Table 2. Contingency 2x2 table of using histopathology reports compared with high index of suspicion for sarcoidosis cases identification (N=200).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sarcoidosis with confirmed biopsy (n=142), n (%)</th>
<th>Sarcoidosis without confirmed biopsy (n=16), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 8: remitting, untreated</td>
<td>30 (21.1)</td>
<td>5 (31.3)</td>
<td></td>
</tr>
<tr>
<td>Group 9: cardiac sarcoidosis, treated</td>
<td>6 (4.2)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

Diagnostic Accuracy of ICD Codes

The accuracy of using diagnostic codes alone versus chart review was assessed. The PPV of using only ICD codes was 79% (95% CI 78.6%-80.5%) for identifying sarcoidosis cases and 71% (95% CI 64.7%-77.3%) for identifying histopathologically confirmed sarcoidosis in the EMR. After chart review, the inclusion of the generated high index of suspicion increased the PPV significantly to 100% (95% CI 96.5%-100%) with 90% sensitivity of histopathology reports alone compared with chart review (Table 2).

Table 2. Contingency 2x2 table of using histopathology reports compared with high index of suspicion for sarcoidosis cases identification (N=200).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sarcoidosis with confirmed biopsy (n=142), n (%)</th>
<th>Sarcoidosis without confirmed biopsy (n=16), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 8: remitting, untreated</td>
<td>30 (21.1)</td>
<td>5 (31.3)</td>
<td></td>
</tr>
<tr>
<td>Group 9: cardiac sarcoidosis, treated</td>
<td>6 (4.2)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this observational retrospective study of VA EMRs, we reviewed the medical records of 200 randomly selected patients with ICD diagnostic codes for sarcoidosis from the SFVA and PAVA medical centers (Figure 1). In this sample, we found that ICD diagnostic codes performed reasonably well with a PPV of 79% for detecting patients with sarcoidosis and 71% for detecting patients with histopathologically confirmed cases as defined by the ATS clinical practice guideline. After applying the developed index of suspicion to the initial cohort, we also demonstrated that including a high index of suspicion that incorporated information from radiology and clinical domains, but not histopathology, significantly increased the diagnostic accuracy to 100% (95% CI 96.5%-100%). The results of this study will help researchers and health care systems better understand the accuracy of using diagnostic codes alone versus using ICD codes with a high index of suspicion for sarcoidosis as classifiers in detecting a complex disease such as sarcoidosis in the EMR. Furthermore, the study highlighted other improvements.
computational challenges in querying sarcoidosis cases and accurately extracting high-quality sarcoidosis-related research variables from the EMR. This approach could be adapted to develop automated chart review algorithms using additional data elements from structured and unstructured domains by applying advanced computational methodologies such as natural language processing (NLP) and machine learning.

The randomly selected cohort of veterans in this study with sarcoidosis (with and without confirmed biopsy) consisted of 89.9% (142/158) of men and 10.1% (16/158) of women. Although the gender distribution in our study was different from that in A Case Control Etiologic Study of Sarcoidosis [30], it is closely reflective of the demographics in the veterans’ population [31]. This study confirmed the higher prevalence of sarcoidosis in African American individuals (85/158, 53.8%) compared with non-Hispanic White individuals (52/158, 32.9%), a finding that many other epidemiological studies on sarcoidosis have previously reported [32-36]. At the same time, the study population was racially diverse, highlighting the potential utility of the VA EMRs for studying sarcoidosis in medically underserved populations [37]. In our study, the PPV was reasonable compared with the study conducted by Ungprasert et al [14] for detecting patients with sarcoidosis in the EMR. This difference could be due to not using the ICD-10 code and having a less diverse population (85% White vs 9% Black).

Using ICD codes alone to extract health information is far more convenient than the time-consuming process of manually reviewing narrative data sets in unstructured data. However, using ICD codes to identify sarcoidosis cases in large data sets with thousands of patients poses several practical challenges. First, given the heterogeneity of sarcoidosis, it is challenging to efficiently confirm the presence of the disease. The verification process requires careful analysis of the available narrative data such as progress notes, imaging reports, and pathology reports to establish the case definition based on the sarcoidosis diagnostic criteria [3]. Second, the precise identification of the type of organ involvement through the EMR is a complex process and requires a thorough review of unstructured data. Although there are subcodes for ICD diagnostic codes that aim to capture the involvement of various organs, health care providers may or may not be familiar with these subcodes and may or may not use them correctly.

Moreover, there are no specific ICD codes for classifying the involvement of some organs in sarcoidosis (such as the central nervous system or gastrointestinal tract) [38]. Third, ICD codes do not determine the extent of the disease, such as described by the stages of a chest x-ray [39], because of a lack of ICD codes for different stages of pulmonary sarcoidosis [38]. Analysis of pulmonary features requires a manual review of every patient’s radiology reports and cannot be performed using only ICD codes. Finally, ICD codes do not specify the various sarcoidosis presentations such as acute, remitting, or chronic disease [29,38]. Thus, they cannot be used to classify patients into the previously described phenotype groups.

The definition of clinical phenotypes has become an essential goal for the sarcoidosis scientific community because genetic studies have identified different patterns of gene expression associated with disease severity and disease course [40,41]. In 2015, the National Heart, Lung, and Blood Institute held a workshop to leverage current scientific knowledge and define platforms to address disease disparities, identify high-risk phenotypes, and improve sarcoidosis outcomes [25]. A total of 9 different steps and research strategies were recommended to expand the scope of sarcoidosis research, including EMR-based research, to provide a unified and multidisciplinary approach. Such an approach is expected to bring together stakeholders interested in reducing the burden and severity of sarcoidosis. However, the major barrier in the efficient use of EMR data is the accurate extraction of research-quality variables, case definitions, and outcomes [42]. Thus, the rapid identification of cases and extraction of relevant clinical variables from the EMR using computational phenotype algorithms have emerged as an important next step in EMR-based research. Furthermore, computational phenotype definitions are also essential for conducting pragmatic clinical trials and comparative effectiveness research, increasing the health care system’s capacity to effectively deliver precision medicine for patients with sarcoidosis [43].

The two most applied approaches to defining computational phenotypes are (1) a high-throughput phenotype algorithm using only structured data (traditionally, the ICD diagnosis codes) and (2) a low-throughput phenotype algorithm that accesses structured and unstructured data to develop a sequential flowchart that should end with a case definition. Such a low-throughput approach uses high-performance computational tools such as NLP to process text and extract information using linguistic rules, thereby eliminating the need for a labor-intensive manual review by researchers [7]. Accordingly, this approach is expected to streamline the development of registries and help enrich EMR-based research studies [44]. Our study highlights the need to develop such automated methods to improve the computational case definition of sarcoidosis. Besides, there are other high-quality sarcoidosis-related research variables, including determining the date of the diagnosis, organ involvements, Scadding stages, and the clinical status (acute, chronic, or remitting disease). This approach will assist in automating the extraction of pre-existing or novel clinical phenotypes more precisely and efficiently from the EMR.

Limitations

Our study includes several limitations. First, primary histopathological reports were not available for all the patients. In the cases where the biopsy report was unavailable (either because of a remote history of the biopsy or because the biopsy had been performed outside the VA), we relied on the secondary histopathological reports documented in the providers’ narrative within the clinical notes. This approach made the diagnosis of sarcoidosis less robust because the confirmatory biopsy reports in these patients could not be directly verified. However, we used the index of suspicion approach to define probable sarcoidosis cases regardless of whether a confirmatory biopsy report was available, which is consistent with the diagnostic algorithm recommended by the ATS practice guideline [3]. Second, our definition of multi-organ phenotype involved ≥3 organs, instead of ≥5 organs as proposed by the GRADS study [29]. We chose this approach because none of the evaluated
patients were documented to have involvement of ≥5 organs, thus avoiding having no patients with multi-organ phenotype. Lack of patients with involvement of ≥5 organs could be due to EMR-related limitations such as missing data and variability in documentation among providers or simply because these patients were cared for at non-VA tertiary medical centers. Third, the generalizability of our findings obtained from VA EMRs to other populations could be limited because the veterans form a special population with a different demographic distribution and exposure from the general population. However, the EMR data of the VA health care system cover >22 million veterans across the United States and >14,000 patients with sarcoidosis ICD diagnosis codes, providing an enormous number of patients to study a rare disease. Moreover, the number of patients whose records were examined in this study was 200, which could be considered a small sample size. However, we analyzed data from nearly two-third of all patients with diagnostic codes for sarcoidosis in the VA health care system across northern California.

Conclusions

Although ICD codes can be used as reasonable classifiers to identify sarcoidosis cases within EMRs with a PPV of 79%, using computational algorithms to extract clinical and radiographic information (index of suspicion) from unstructured data could significantly improve the accuracy of case identification. Furthermore, to increase the efficiency of identifying sarcoidosis cases from large health care databases, more studies are required to develop a novel sarcoidosis-specific computational phenotype algorithm using automated emerging methods (such as machine learning and NLP). Moreover, our study sets the stage for promoting research on developing other such algorithms aiming to generate high-quality sarcoidosis-related research variables, such as determining the date of the diagnosis, organ involvements, Scadding stages, and the clinical status (acute, chronic, or remitting disease).
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Abstract

Background: Increasing physical activity (PA) behavior remains a public health priority, and wearable technology is increasingly being used to support behavior change efforts. Using wearables to capture and provide comprehensive, visually persuasive, multidimensional feedback with real-time support may be a promising way of increasing PA in inactive individuals.

Objective: This study aims to explore whether a 6-week self-monitoring intervention using composite web-based multidimensional PA feedback with real-time daily feedback supports increased PA in adults.

Methods: A 6-week, mixed methods, 2-armed exploratory randomized controlled trial with 6-week follow-up was used, whereby low to moderately active (PA level [PAL] <2.0) adults (mean age 51.3 years, SD 8.4 years; women 28/51, 55%) were randomly assigned to receive the self-monitoring intervention (36/51, 71%) or waiting list control (15/51, 29%). Assessment of PA across multiple health-harnessing PA dimensions (eg, PAL, weekly moderate to vigorous intensity PA, sedentary time, and steps), psychosocial cognitions (eg, behavioral regulation, barrier self-efficacy, and habit strength), and health were made at the prerandomization baseline at 6 and 12 weeks. An exploratory analysis of the mean difference and CIs was conducted using the analysis of covariance model. After the 12-week assessment, intervention participants were interviewed to explore their views on the program.

Results: There were no notable differences in any PA outcome immediately after the intervention; however, at 12 weeks, moderate-to-large effects were observed with a mean difference in PAL of 0.09 (95% CI 0.02-0.15; effect size [Hedges g] 0.8), daily moderate-intensity PA of 24 (95% CI 0-45; Hedges g=0.6) minutes, weekly moderate-to-vigorous intensity PA of 195 (95% CI 58-331; Hedges g=0.8) minutes, and steps of 1545 (95% CI 581-2553; Hedges g=0.7). Descriptive analyses suggested that the differences in PA at 12 weeks were more pronounced in women and participants with lower baseline PA levels. Immediately after the intervention, there were favorable differences in autonomous motivation, controlled motivation, perceived competence for PA, and barrier self-efficacy, with the latter sustained at follow-up. Qualitative data implied that the intervention was highly informative for participants and that the real-time feedback element was particularly useful in providing tangible, day-to-day behavioral support.

Conclusions: Using wearable trackers to capture and present sophisticated multidimensional PA feedback combined with discrete real-time support may be a useful way of facilitating changes in behavior. Further investigation into the ways of optimizing the use of wearables in inactive participants and testing the efficacy of this approach via a robust study design is warranted.

Trial Registration: ClinicalTrials.gov NCT02432924; https://clinicaltrials.gov/ct2/show/NCT02432924

(JMIR Form Res 2022;6(3):e26525) doi:10.2196/26525
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Introduction

Background
The health benefits of leading a physically active life are well-established with higher volumes of physical activity (PA), reducing the risk of numerous chronic diseases, mood disorders, and premature mortality [1-3]. In contrast, physical inactivity and prolonged sedentary time have been shown to be independent risk factors for noncommunicable conditions, including type 2 diabetes, cardiovascular disease, cancer, and musculoskeletal disease [4-6]. In addition to health and well-being ramifications, it is estimated that physical inactivity costs US $53.8 billion for health care systems around the world [7]. Collectively, such data stress the need for wide-reaching, cost-effective solutions. The availability, accuracy, and popularity of wearable technology for capturing PA behavior has surged in recent years and presents a potentially useful, affordable, and accessible tool for driving increases in PA levels [8,9]. However, commercial activity monitors are typically marketed at, and used by, young adults who have relatively high baseline PA levels as a means of monitoring exercise performance. Thus, the effectiveness of PA monitoring in inactive populations remains understudied and undetermined [10]. Sophisticated monitoring technology enables personalized motivational and persuasive feedback for individuals who would benefit from an increase in PA [11].

There are multiple dimensions of PA behavior that can independently affect health and well-being [12,13]. Analysis of wearable-derived data shows that individuals can score high and low on any number of these health-harnessing dimensions such as sedentary time, moderate to vigorous PA (MVPA), and overall energy expenditure [14,15], which could present a challenge when providing feedback on the appropriateness of one’s behavior. However, this understanding could also be beneficial, as each dimension can be presented as a unique opportunity for behavior change and, in principle, help individuals find bespoke solutions across a person’s day, which can help them overcome personal barriers or anchor them to their particular health goals [16]. Moreover, recipients can use reliable multidimensional PA feedback to understand and mitigate against compensatory changes in one aspect of their behavior in response to an attempt to alter another (eg, replacing moderate habitual activity with sedentary time in response to a new exercise regime). Preliminary qualitative data suggest that presenting multiple health-harnessing dimensions to adults is an acceptable, comprehensible, and motivating means of communication that could be readily implemented to support behavior change [17].

The Multidimensional Individualized Physical Activity (MIPACT) trial [18] examined whether a 12-week self-monitoring intervention incorporating multidimensional feedback alongside brief trainer support led to increases in PA behavior among adults at risk of chronic disease. After 3 and 12 months, there was very little change in behavior using this approach despite excellent compliance and adherence [19]. In MIPACT, participants received personal feedback on their multidimensional PA profile and both time spent and energy expended at different PA intensities via the manual upload of data from the monitor to a web-based app for viewing their behavior retrospectively. Although this approach is educational and might raise awareness about past behavior [20,21], other persuasive behavioral techniques to support ongoing, acute regulation of behavior or habit formation may be important precursors of sustained change [22,23].

Interventions that have used continuous real-time PA feedback (eg, pedometers) have shown promise in supporting changes in PA behavior [24-27]. By extending such work, real-time feedback provided across multiple PA dimensions might complement a more holistic composite of PA feedback to provide both a bigger picture as well as a time-segmented appreciation of PA within the context of people’s daily lives. In other words, providing informative data about their progress toward a discrete and achievable activity target in real time can allow people to make quick behavioral adjustments and work toward their overall weekly health goal. The key to such an endeavor is the use of wearable technologies to provide informational feedback and primes based on real-time assessments so as to best capitalize on within-activity motivation quality [28].

To best use technological advancements to improve health and well-being, the use of an appropriate motivational theory is a necessity [28]. Self-determination theory (SDT) is a broad and empirically based theory of motivation that provides insight into how to translate informational feedback [29]. At the heart of the SDT is the proposition that people have 3 universal and essential necessities for wellness, healthy functioning, development, and growth, namely the satisfaction of the psychological needs of autonomy, competence, and relatedness [28]. In PA and exercise settings, empirical research has supported the role of need satisfaction in supporting high-quality forms of motivation (ie, autonomous, wherein intrinsic enjoyment and value of the behavior or identified congruence with self-identity guide behavior), better experiences, and higher well-being [28]. Research has also shown autonomous motivation toward exercise to positively predict objectively assessed exercise bouts [30].

Within SDT, it is postulated that when social inputs such as those inherent within interpersonal interactions or embedded in informational, real-time feedback satisfy basic psychological needs for autonomy, competence, and relatedness, people are motivated to act for high-quality reasons and experience greater well-being and better experiential outcomes [31]. Applied to the current work, the use of sophisticated PA data visualizations with light touch trainer support, self-monitoring, and real-time feedback was designed to support autonomy (eg, via the provision of choice, exploring new activities or options, and use of meaningful rationales), competence (eg, through the promotion of self-monitoring and clear, constructive, and relevant feedback), and relatedness (eg, demonstrating interest...
in people and acknowledging and respecting their perspectives and feelings).

Objective
The primary aim of the present work is to explore whether the provision of sophisticated visual feedback with additional real-time feedback across multiple dimensions of PA supports changes in PA behavior. The secondary aims are to examine whether any changes in behavior lead to meaningful changes in health status over 12 weeks or whether any psychological variables change in response to the intervention. A supplementary aim is to explore the thoughts and feelings of intervention participants to further understand and explain their engagement with and impact of the program.

Methods

Study Design
To explore the efficacy of using combined, multidimensional, composite, and real-time PA feedback on behavior change, a pilot 12-week, 2-armed randomized controlled trial (RCT) design with quantitative and qualitative evaluation was used. The study was registered at ClinicalTrials.gov (NCT02432924) and received ethical approval from the University of Bath’s research ethics approval committee for health (reference number: EP 14/15 10). Study outcomes were assessed on 3 occasions. The first 2 assessments were taken before and after a 6-week self-monitoring intervention (or usual behavior if control), with the third assessment following a further 6-week follow-up period in which participants were without feedback. Control participants were offered a 6-week feedback intervention after their third assessment, whereas the intervention group participants were invited to undertake a one-on-one, semistructured interview to provide rich insights into their experience of the intervention.

Participants
Participants were men and women aged between 40 and 70 years who responded to advertisements through the external university webpages, Twitter, and local newspaper articles for people who did not feel they were currently very active. All participants who inquired were sent a participant information sheet and subsequently screened for eligibility via a telephone call. Volunteers were deemed ineligible if they were actively being treated for a chronic disease that might have impeded their ability to change their PA (coronary heart disease, chronic kidney disease [stages 3-5], diabetes mellitus, stroke, heart failure, and peripheral arterial disease) or if they had a PA level (PAL; total energy expenditure divided by resting metabolic rate) of <2.0, which has been categorized by the World Health Organization as representing a highly active lifestyle [32]. The exploratory nature of this study meant that no formal sample size calculation was undertaken.

Intervention

Waiting List Control Arm
The waiting list control group was encouraged to conduct their usual behavior until they had had 2 further assessments in line with those of the intervention group (ie, 6 and 12 weeks after randomization). At the time of revealing their allocation, waiting list participants were informed that upon completion of the third assessment, they would be able to receive the 6-week self-monitoring intervention in full (without any further follow-up assessment) but to carry on as normal in the meantime.

Intervention Arm (6-Week Active Intervention and 6-Week Follow-up)
Participants randomized to the intervention group returned to the University of Bath at their earliest convenience to undertake a set-up session. Here, participants were shown multidimensional feedback on their weekly PA using the MIPACT web platform, as described by Peacock et al [18]. Briefly, the website provides informational feedback in the form of visual representations of their behavior across a 7-day period. To this end, the feedback encompasses five key health targets (Figure 1A): daily calorie burn, sedentary time, accumulated daily minutes of moderate-intensity activity, weekly MVPA in at least 10-minute bouts, and weekly vigorous-intensity activity accumulated in at least 10-minute bouts. Using a simplified and more detailed graphic, participants were shown each target attainment using a traffic light system where green would indicate a hit target, amber would indicate close to the target, and red would indicate a missed target.

Additional feedback was provided in the form of 24-hour PA patterns that were color coded to indicate the intensity of activity at a given minute of the day (Figure 1B). The web platform also included 2 interactive tabs whereby participants could tag activities to learn about and explore the specific intensity and energy expenditure of a given activity or period (Figure 1C) and forward plan future activities that could be superimposed on a given week’s PA patterns to visualize and explore the impact of adding new or existing activities on their health targets (Figure 1D). The Ainsworth Compendium of Physical Activities [33] was used as the basis for calculating the intensity category and personalized energy expenditure for each added activity in the menu of PAs.
Figure 1. Features and examples of feedback and functions included on the Multidimensional Individualized Physical Activity web-based platform. (A) Participants were provided feedback using a traffic light–colored health target attainment schematic across the five dimensions and (B) detailed activity patterns and time use summaries colored in accordance with the intensity of activity during each given minute. (C) Participants were also able to review specific segments of a day to learn about the energy cost and intensity of particular activities and (D) were provided with a planning section where they could see how the addition of new activities, derived from the Ainsworth compendium [33], would affect their health targets if imposed over their existing week.

A) Multidimensional health target attainment

B) Daily physical activity patterns and summary graphs

C) Review section

D) Planning section

For the real-time feedback element, participants were provided with a Bodymedia Mini (Sensewear; version 8.0) monitor, a smaller model that uses the same algorithms and sensors as the Bodymedia Core used for the assessments, and an accompanying real-time analog display that synced data directly from the armband. The small clip-on display provided feedback on daily accumulated minutes of moderate-intensity activity and minutes of vigorous-intensity activity, calories, and steps that were contextualized alongside the web platform’s moderate, vigorous, calorie burn, and nonsedentary time goals, respectively.
addition to real-time data, the display also stores the total 24-hour values for the previous day and enables users to set personalized targets for each of the 4 activity metrics. If targets were met, a congratulatory message was displayed on the screen, and an alarm sounded to inform the user of their success.

Participants were given an operating manual for the device and encouraged to use it as often as they felt necessary during the 6-week period. Over the course of the intervention period, the participant and researcher met a further 3 times to upload new data from the armband to the MIPACT web platform at weeks 2, 4, and 6. These 15-minute informal sessions afforded each participant the opportunity to troubleshoot any technical queries, get help interpreting their personal multidimensional web feedback, and discuss new plans of action for change. Each session was delivered in a need-supportive manner, encompassing the provision of participant choice; exploration of new activities or plans; and promotion of self-monitoring with clear, constructive, and relevant feedback while taking a clear interest in the perspectives and feelings of the participant [34].

Measurement Procedures

Overview

The baseline laboratory session lasted approximately 45 minutes and involved the signing of informed consent, completion of a questionnaire pack, measurement of brachial seated blood pressure, measurement of anthropometric elements, and retrieval of a fasting venous blood sample from the antecubital vein. Participants were asked to attend the session having abstained from food or caffeine for a minimum of 10 hours. At the end of the session, participants were provided with a PA monitor and instructed to wear the device for 7 consecutive days, removing solely for water-based activities. Participants were also provided with a preaddressed envelope with which to return the activity monitor. The Index of Multiple Deprivation was calculated using participants’ postcode on the UK government English indices of deprivation webtool [35], and deprivation decile was extracted for each participant [36]. All procedures other than the signing of informed consent were replicated at the 6- and 12-week follow-up assessment time points.

Primary Outcome: PA

PA was measured using the Bodymedia Mini (Sensewear; version 8.0), which has been shown to accurately measure minute-by-minute energy expenditure [37,38]. To be included in the analysis, participants required a minimum of 6 valid days that included 80% of an assumed 16-hour waking day. On occasions where participants removed the device during sleep or at other times, the estimated resting metabolic rate [39] was assigned to missing data points to complete the 24-hour period. Minute-by-minute energy expenditure was used to determine time (minutes) spent in each of the activity intensity thresholds (sedentary: <1.8 METs; light: ≥1.8 and <3.0 METs; moderate: ≥3.0 and <6.0 METs; vigorous: ≥6.0 METs) [40]. These data were used to determine changes in each of the key health-harnessing PA dimensions used in the feedback, including (1) PAL (total energy expenditure divided by resting metabolic rate), (2) sedentary time (percentage of waking day) and accumulated 1-minute bouts of moderate-intensity activity (minutes per day), (3) MVPA accumulated in bouts of ≥10 minutes (per week), and (5) vigorous-intensity activity accumulated in bouts of ≥10 minutes (per week). The mean daily steps were also determined for each assessment.

Secondary Outcomes: Health Markers

Blood pressure was measured using an automatic sphygmomanometer immediately after 15 minutes of isolated rest. A total of 3 measurements were taken at least 1 minute apart, and the mean of the readings was used as the recorded value. Height was measured without shoes to the nearest millimeter using a Seca stadiometer and weight to the nearest 100 g using a set of digital Tanita (BC-543) scales. These measures were used to calculate BMI (kg/m²) for each participant. Waist circumference measurements were taken to the nearest millimeter using a Hocchstmass tape measure placed parallel to the floor at the midpoint between the iliac crest and the lowest palpable rib after gentle exhalation. The mean of 3 measurements was taken provided they were within 0.5 cm of one another. A 10 mL fasted venous blood sample was taken at each assessment and used to measure concentrations of plasma glucose, insulin, total cholesterol, high-density lipoprotein cholesterol, low-density lipoprotein cholesterol, triglycerides, and C-reactive protein. These metabolic biomarkers were quantified using commercially available spectrophotometric assays (Randox Laboratories, Co) and enzyme-linked immunosorbent assay (serum insulin only: Merodia AB). The homeostasis model assessment calculator was used to estimate insulin resistance (Homeostatic Model Assessment of Insulin Resistance-2).

Each participant also completed the EuroQol (EQ) 5-dimension 5-level questionnaire [41], which measures the quality of life across five dimensions: mobility, self-care, usual activities, pain or discomfort, and anxiety or depression. The EQ visual analog scale was used to record patients’ overall perception of their health from 0 (worst imaginable) to 100 (best imaginable). The Short Form-36 (SF-36) Health Survey Questionnaire was used to determine any changes in perceived physical and mental health [42]. In total, eight health concepts were measured by the SF-36, with four scales each loaded onto two higher-order factors: physical (physical functioning, physical impact on role, bodily pain, and general health) and mental (ie, vitality, social functioning, emotional impact on role, and mental health) health [43]. Using the standardized scoring algorithms outlined by Ware et al [43], component summary scores were computed for physical and mental health ranging from 0 to 100, with higher scores representing better health status.

Secondary Outcomes: Motivation and Psychological Variables

The questionnaire pack included a collection of instruments for which the reliability and validity of the scores have been described at length by the respective cited authors. Where necessary, the stem of the respective questions was altered from its original wording to refer to PA rather than exercise. To measure participants’ motivation, as propagated within SDT, the Psychological Need Satisfaction in Exercise scale [44] was...
used to measure autonomy, competence, and relatedness, and the Behavioral Regulation in Exercise Questionnaire-2 [45] was used to explore the participants’ motivation to engage in PA (ie, autonomous and controlled reasons). Perceived competence in PA [46] was also included as a more specific measure of an individual’s self-belief. The Barrier Self-Efficacy scale [47] was included to determine whether the intervention changed people’s confidence to undergo PA in the face of common obstacles, and the Self-Report Habit Index [48] was used to determine the automaticity of PA behavior. The Subjective Vitality Scale [49] was used to detect changes in vitality.

**Postintervention Interviews**

Participants who successfully completed the intervention were invited to attend a one-on-one semistructured interview to discuss their experience with the program once all follow-up assessments were completed. The topic guide for these interviews (shown in full in Multimedia Appendix 1) included questions to capture participants’ views on the utility and retrospective and prospective impact of the intervention for them and unpick the aspects that were most useful and those that might be improved. The interviews typically lasted between 15 and 25 minutes and were recorded using an Olympus digital voice recorder. In addition, all intervention participants completed a feedback form that included rating scales for aspects of the real-time display (overall, personal targets, calories, steps, moderate and vigorous activity) and web-based feedback (overall, health targets, activity patterns, review function, and planning function). Scores ranged from 1=not useful at all and 3=somewhat useful to 5=extremely useful, with a 0 option if the element in question was not used.

**Analysis**

Mean differences between intervention and control group participants for 6- and 12-week PA and 95% CIs across each of the 6 feedback dimensions were calculated using an analysis of covariance model [50]. Covariates included baseline values of each outcome variable to control for chance imbalances at baseline (accounting for any unequal variance because of unequal group allocation) and the factors used in balancing the groups (sex and weight status) [51]. Bias-corrected and accelerated bootstrapping was used to verify CIs via 5000 replications, as this approach has been recommended to provide more accurate estimates of SEs and CIs with smaller sample sizes [52-54]. The same analysis was used to explore differences in health outcomes and psychosocial variables at 6 and 12 weeks. Effect sizes (Hedges g) are provided for the mean difference between intervention and control across each variable and are interpreted as 0.2, 0.5, and 0.8 for small, moderate, and large effects, respectively [55]. A post hoc subgroup analysis to explore interactions with covariates observed at 12 weeks was performed, whereby unadjusted means and SDs were calculated to explore whether male versus female and participants with low versus high baseline PA had more pronounced changes in PA data.

Qualitative interviews were interpreted using descriptive deductive and inductive qualitative analyses based on the principles of thematic analysis [56]. Audio files were transcribed verbatim and uploaded to NVivo (version 11; QRS International) for coding and analysis. The lead author, who conducted the interviews, reread through each participant transcript for familiarization and then coded themes within the data. When all transcripts were coded, the themes were compared among participants, and common recurring viewpoints and other important insights were presented in the Results section as themes.

**Results**

**Participants**

Figure 2 shows the flow of the participants through the study. Of the 102 inquiries, 57 (55.9%) participants were eligible, of whom 5 (9%) were excluded for being too active (PAL ≥2.0) at baseline, and 1 (2%) withdrew because of an allergic reaction to the PA assessment device; therefore, 51 (89%) participants were randomized into either the intervention group or the waiting list control group in a 2:1 allocation ratio to learn more about the intervention. A statistician external to the research team completed randomization and did not disclose any of the details before the completion of recruitment. The statistician stratified the participants by sex (male or female) and weight status (with BMI ≥30 kg/m² as the binary cutoff point) using a block size of 6 (which was revealed to the researcher team after the study), giving an overall allocation of 36:15 in favor of the intervention group. No participant withdrew from the study, although one of the intervention participants declined to undergo the end-of-intervention interview. The baseline characteristics of the participants are displayed in Table 1.
Figure 2. CONSORT (Consolidated Standards of Reporting Trials) flow diagram demonstrating participants’ progress through the study.
Table 1. Baseline characteristics of study participants (N=51).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All</th>
<th>Intervention (n=36)</th>
<th>Control (n=15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.3 (8.4)</td>
<td>52.3 (8.2)</td>
<td>50.1 (8.3)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-55</td>
<td>33 (65)</td>
<td>23 (64)</td>
<td>10 (67)</td>
</tr>
<tr>
<td>55-70</td>
<td>18 (35)</td>
<td>13 (36)</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Female</td>
<td>28 (55)</td>
<td>20 (55)</td>
<td>8 (53)</td>
</tr>
<tr>
<td>Ethnicity (White British)</td>
<td>46 (90)</td>
<td>32 (88)</td>
<td>14 (93)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or cohabiting</td>
<td>42 (82)</td>
<td>30 (83)</td>
<td>12 (80)</td>
</tr>
<tr>
<td>Single, divorced, or widowed</td>
<td>9 (18)</td>
<td>6 (17)</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCSE&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3 (6)</td>
<td>3 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>A-level</td>
<td>4 (8)</td>
<td>3 (8)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>First degree</td>
<td>24 (47)</td>
<td>17 (47)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Higher degree</td>
<td>20 (39)</td>
<td>13 (36)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Index of Multiple Deprivation&lt;sup&gt;b&lt;/sup&gt; (decile), mean (SD)</td>
<td>8.0 (2.4)</td>
<td>7.9 (2.3)</td>
<td>8.2 (2.6)</td>
</tr>
<tr>
<td>1-5</td>
<td>11 (22)</td>
<td>8 (23)</td>
<td>3 (20)</td>
</tr>
<tr>
<td>6-10</td>
<td>39 (78)</td>
<td>27 (77)</td>
<td>12 (80)</td>
</tr>
<tr>
<td>Smoker</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>2 (13)</td>
</tr>
</tbody>
</table>

<sup>a</sup>GCSE: General Certificate of Secondary Education.

<sup>b</sup>Index of Multiple Deprivation based on postcode calculated [35].

Primary Outcome: PA

All 51 participants provided complete PA data at the 6- and 12-week time points and baseline and were therefore included in the exploratory analysis of the primary outcome. The baseline characteristics of the participants are shown in Table 1. The total 24-hour wear time across the week for the 3 assessment time points was, on average, 98% (SD 1.6%), 96% (SD 8.2%), and 95% (SD 8.1%) in the intervention group and 95% (SD 7.9%), 95% (SD 8.7%), and 94% (SD 12.4%) in the control group, respectively. Table 2 shows the adjusted mean difference (95% CIs) between the intervention and control groups at the 6- and 12-week time points and effect sizes for each PA outcome.

There were no observed differences in any PA outcomes at the 6-week end-of-intervention assessment. At 12 weeks, relative to control participants, the intervention group had reduced mean daily sedentary time by −40 (95% CI −76 to −4) min/day and increased light-intensity activity by 14 (95% CI −78 to 45) minutes per day, moderate-intensity activity by 22 (95% CI 1-45) minutes per day, and vigorous-intensity activity by 2 (95% CI −1 to 6) minutes per day. Post hoc descriptive analysis of subgroups indicated that changes in PA were more pronounced in female participants than in males and for individuals with lower baseline PA levels at 12 weeks (Multimedia Appendix 2, Tables S1 and S2).
Table 2. Mean scores, adjusted mean difference between intervention and control groups, and effect sizes (with 95% CIs) across physical activity dimensions at 6 and 12 weeks.

<table>
<thead>
<tr>
<th>Outcome and time point</th>
<th>Intervention (n=36)a, mean (95% CI)</th>
<th>Control (n=15)b, mean (95% CI)</th>
<th>Adjusted mean differenceab (95% CI)</th>
<th>Effect size, Hedges g (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PAL</strong>&lt;sup&gt;c,d&lt;/sup&gt; (TEE&lt;sup&gt;e&lt;/sup&gt; divided by RMR&lt;sup&gt;f&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>1.61 (1.55 to 1.66)</td>
<td>1.62 (1.55 to 1.68)</td>
<td>N/A&lt;sup&gt;g&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>Week 6</td>
<td>1.62 (1.57 to 1.67)</td>
<td>1.65 (1.58 to 1.72)</td>
<td>−0.02 (−0.10 to 0.04)</td>
<td>−0.2 (−0.8 to 0.4)</td>
</tr>
<tr>
<td>Week 12</td>
<td>1.67 (1.63 to 1.72)</td>
<td>1.58 (1.52 to 1.64)</td>
<td>0.09 (0.02 to 0.15)</td>
<td>0.8 (0.2 to 1.4)</td>
</tr>
<tr>
<td><strong>Sedentary time</strong>&lt;sup&gt;h&lt;/sup&gt; (percentage waking day)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>69 (66 to 73)</td>
<td>69 (64 to 73)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Week 6</td>
<td>69 (66 to 72)</td>
<td>66 (62 to 70)</td>
<td>3 (−2 to 8)</td>
<td>0.3 (−3 to 0.9)</td>
</tr>
<tr>
<td>Week 12</td>
<td>66 (63 to 69)</td>
<td>70 (65 to 74)</td>
<td>−4 (−8 to 1)</td>
<td>−0.5 (−1.1 to 0.1)</td>
</tr>
<tr>
<td><strong>Moderate activity</strong>&lt;sup&gt;i&lt;/sup&gt; (minutes per day)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>111 (94 to 129)</td>
<td>117 (99 to 135)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Week 6</td>
<td>118 (105 to 130)</td>
<td>127 (107 to 148)</td>
<td>−10 (−28 to 8)</td>
<td>−0.3 (−0.9 to 0.3)</td>
</tr>
<tr>
<td>Week 12</td>
<td>132 (118 to 147)</td>
<td>109 (89 to 131)</td>
<td>24 (0 to 45)</td>
<td>0.6 (0.0 to 1.2)</td>
</tr>
<tr>
<td><strong>Vigorous bouts</strong>&lt;sup&gt;j&lt;/sup&gt; (minutes per week)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42 (23 to 65)</td>
<td>26 (12 to 43)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Week 6</td>
<td>48 (30 to 70)</td>
<td>46 (24 to 71)</td>
<td>2 (−24 to 28)</td>
<td>0.0 (−0.6 to 0.6)</td>
</tr>
<tr>
<td>Week 12</td>
<td>50 (30 to 73)</td>
<td>33 (14 to 55)</td>
<td>18 (−5 to 41)</td>
<td>0.4 (−0.2 to 1.0)</td>
</tr>
<tr>
<td><strong>MVPA</strong>&lt;sup&gt;k&lt;/sup&gt; bouts&lt;sup&gt;j&lt;/sup&gt; (minutes per week)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>539 (435 to 646)</td>
<td>509 (400 to 622)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Week 6</td>
<td>584 (495 to 675)</td>
<td>580 (441 to 725)</td>
<td>4 (−126 to 136)</td>
<td>0.0 (−0.6 to 0.6)</td>
</tr>
<tr>
<td>Week 12</td>
<td>658 (571 to 750)</td>
<td>462 (340 to 587)</td>
<td>195 (58 to 331)</td>
<td>0.8 (0.2 to 1.4)</td>
</tr>
<tr>
<td><strong>Steps</strong>&lt;sup&lt;l&lt;/sup&gt; (steps per day)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>7403 (6705 to 8093)</td>
<td>7767 (6626 to 8884)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Week 6</td>
<td>8207 (7269 to 9114)</td>
<td>8280 (7268 to 9114)</td>
<td>−73 (−1122 to 1017)</td>
<td>0.0 (−0.6 to 0.6)</td>
</tr>
<tr>
<td>Week 12</td>
<td>8782 (7987 to 9656)</td>
<td>7236 (6496 to 7991)</td>
<td>1545 (581 to 2553)</td>
<td>0.7 (0.1 to 1.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CIs were verified using a bias-corrected and accelerated bootstrap with 5000 replications.

<sup>b</sup>Covariates included stratified randomization factors (BMI at baseline and sex) and baseline scores for the respective outcome variables.

<sup>c</sup>PAL: physical activity level.

<sup>d</sup>Mean total daily energy expenditure divided by daily resting metabolic rate.

<sup>e</sup>TEE: total energy expenditure.

<sup>f</sup>RMR: resting metabolic rate.

<sup>g</sup>N/A: not applicable.

<sup>h</sup>Percentage of waking day.

<sup>i</sup>All minutes ≥3 metabolic equivalents of task.

<sup>j</sup>Activity ≥6 metabolic equivalents of task (vigorous) or ≥3 metabolic equivalents of task (MVPA) accumulated in ≥10 minutes was counted.

<sup>k</sup>MVPA: moderate to vigorous physical activity.

<sup>l</sup>Mean daily step count.

Secondary Outcomes: Health and Well-being

There were no 6- or 12-week differences in any of the cardiometabolic health outcomes measured between the intervention and control groups, except for insulin resistance calculated at week 12. The mental health component summary of the SF-36 improved in the intervention group at 12 weeks; however, neither the SF-36 nor the physical component summary, EQ 5-dimensional 5-level questionnaire, or visual analog scale scores were different at any other time point. The baseline, 6-week, and 12-week scores for all variables are shown in Table 3.
Table 3. Secondary health and psychosocial outcomes at 6 and 12 weeks (N=51)².

<table>
<thead>
<tr>
<th>Outcome and week</th>
<th>Baseline, mean (SD)</th>
<th>Intervention, mean (95% CI)</th>
<th>Control, mean (95% CI)</th>
<th>Adjusted mean difference (95% CI)</th>
<th>Effect size (Hedges g)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health and well-being</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Systolic blood pressure (mm Hg)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>124 (14)</td>
<td>123 (118 to 128)</td>
<td>123 (118 to 128)</td>
<td>0.2 (–4.69 to 4.86)</td>
<td>0.02</td>
</tr>
<tr>
<td>12 weeks</td>
<td>124 (14)</td>
<td>124 (120 to 127)</td>
<td>120 (113 to 127)</td>
<td>4.33 (–3.33 to 11.43)</td>
<td>0.43</td>
</tr>
<tr>
<td><strong>Diastolic blood pressure (mm Hg)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>86 (10)</td>
<td>86 (83 to 90)</td>
<td>88 (83 to 93)</td>
<td>−1.53 (–6.03 to 3.21)</td>
<td>−0.20</td>
</tr>
<tr>
<td>12 weeks</td>
<td>86 (10)</td>
<td>88 (85 to 91)</td>
<td>86 (81 to 91)</td>
<td>1.85 (–3.88 to 7.79)</td>
<td>0.21</td>
</tr>
<tr>
<td><strong>Body mass (kg)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>81.9 (14.4)</td>
<td>81.6 (77.8 to 85.4)</td>
<td>82.3 (78.6 to 86.1)</td>
<td>−0.74 (–1.86 to 0.49)</td>
<td>−0.44</td>
</tr>
<tr>
<td>12 weeks</td>
<td>81.9 (14.4)</td>
<td>81.8 (78.2 to 85.4)</td>
<td>82.6 (79 to 86.4)</td>
<td>−0.81 (–2 to 0.36)</td>
<td>−0.33</td>
</tr>
<tr>
<td><strong>Waist circumference (cm)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>91.8 (11.9)</td>
<td>89.9 (86.6 to 93.3)</td>
<td>90.8 (87.3 to 94.4)</td>
<td>−0.93 (–2.47 to 0.81)</td>
<td>−0.32</td>
</tr>
<tr>
<td>12 weeks</td>
<td>91.8 (11.9)</td>
<td>89.2 (86.1 to 92.4)</td>
<td>89.2 (85.7 to 92.9)</td>
<td>0.01 (–1.67 to 1.77)</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Glucose (mmol/L)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>5.3 (0.7)</td>
<td>5.3 (5.1 to 5.5)</td>
<td>5.4 (5.2 to 5.6)</td>
<td>−0.08 (–0.32 to 0.17)</td>
<td>−0.22</td>
</tr>
<tr>
<td>12 weeks</td>
<td>5.3 (0.7)</td>
<td>5.3 (5.1,5.5)</td>
<td>5.5 (5.3 to 5.7)</td>
<td>−0.15 (–0.43 to 0.13)</td>
<td>−0.36</td>
</tr>
<tr>
<td><strong>Insulin (mIU/mL)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>6.7 (3.8)</td>
<td>6.4 (5.2 to 7.7)</td>
<td>6.6 (5.3 to 8)</td>
<td>−0.18 (–1.85 to 1.7)</td>
<td>−0.06</td>
</tr>
<tr>
<td>12 weeks</td>
<td>6.7 (3.8)</td>
<td>6.1 (5.1 to 7.3)</td>
<td>7.3 (6 to 8.9)</td>
<td>−1.25 (–2.4 to −0.16)</td>
<td>−0.50</td>
</tr>
<tr>
<td><strong>Insulin resistance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>1.6 (1.1)</td>
<td>1.5 (1.2 to 1.9)</td>
<td>1.6 (1.3 to 2.0)</td>
<td>−0.07 (–0.48 to 0.34)</td>
<td>−0.09</td>
</tr>
<tr>
<td>12 weeks</td>
<td>1.6 (1.1)</td>
<td>1.5 (1.2 to 1.7)</td>
<td>1.8 (1.5 to 2.1)</td>
<td>−0.34 (–0.61 to –0.62)</td>
<td>−1.23</td>
</tr>
<tr>
<td><strong>Total cholesterol (mmol/L)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>5.6 (0.8)</td>
<td>5.3 (5 to 5.6)</td>
<td>5.5 (5.1 to 5.9)</td>
<td>−0.16 (–0.56 to 0.22)</td>
<td>−0.23</td>
</tr>
<tr>
<td>12 weeks</td>
<td>5.6 (0.8)</td>
<td>5.4 (5.2 to 5.6)</td>
<td>5.5 (5.1 to 6)</td>
<td>−0.14 (–0.65 to 0.32)</td>
<td>−0.23</td>
</tr>
<tr>
<td><strong>HDLc cholesterol (mmol/L)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>1.3 (0.4)</td>
<td>1.4 (1.2 to 1.5)</td>
<td>1.4 (1.3 to 1.5)</td>
<td>−0.04 (–0.17 to 0.11)</td>
<td>−0.18</td>
</tr>
<tr>
<td>12 weeks</td>
<td>1.3 (0.4)</td>
<td>1.4 (1.2 to 1.5)</td>
<td>1.4 (1.3 to 1.6)</td>
<td>−0.06 (–0.17 to 0.04)</td>
<td>−0.38</td>
</tr>
<tr>
<td><strong>LDLd cholesterol (mmol/L)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>3.7 (0.8)</td>
<td>3.5 (3.2 to 3.7)</td>
<td>3.5 (3.2 to 3.8)</td>
<td>−0.07 (–0.38 to 0.25)</td>
<td>−0.11</td>
</tr>
<tr>
<td>12 weeks</td>
<td>3.7 (0.8)</td>
<td>3.5 (3.3 to 3.7)</td>
<td>3.5 (3.1 to 3.9)</td>
<td>0.01 (–0.39 to 0.36)</td>
<td>0.03</td>
</tr>
<tr>
<td><strong>Triglycerides (mmol/L)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>1.4 (0.8)</td>
<td>1.2 (1 to 1.4)</td>
<td>1.3 (1.1 to 1.6)</td>
<td>−0.12 (–0.39 to 0.14)</td>
<td>−0.27</td>
</tr>
<tr>
<td>12 weeks</td>
<td>1.4 (0.8)</td>
<td>1.2 (1.1 to 1.4)</td>
<td>1.5 (1.2 to 1.7)</td>
<td>−0.23 (–0.55 to 0.08)</td>
<td>−0.54</td>
</tr>
<tr>
<td><strong>CRP (mg/L)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>2.0 (2.6)</td>
<td>2.4 (1.5 to 3.5)</td>
<td>1.6 (0.9 to 2.2)</td>
<td>0.89 (1.11 to 0.18)</td>
<td>0.32</td>
</tr>
<tr>
<td>12 weeks</td>
<td>2.0 (2.6)</td>
<td>1.9 (1.3 to 2.7)</td>
<td>3 (1.6 to 4.5)</td>
<td>−1.09 (–2.8 to 0.51)</td>
<td>−0.48</td>
</tr>
<tr>
<td><strong>EQ-SD VAS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>65.2 (16.3)</td>
<td>72.2 (66.8 to 77.3)</td>
<td>71.7 (63.4 to 79.6)</td>
<td>0.45 (–7.57 to 8.45)</td>
<td>0.03</td>
</tr>
<tr>
<td>12 weeks</td>
<td>65.2 (16.3)</td>
<td>69.5 (62.5 to 75.7)</td>
<td>71.7 (66.6 to 76.7)</td>
<td>−2.12 (–11.23 to 6.47)</td>
<td>−0.12</td>
</tr>
<tr>
<td>Outcome and week</td>
<td>Baseline, mean (SD)</td>
<td>Intervention, mean (95% CI)</td>
<td>Control, mean (95% CI)</td>
<td>Adjusted mean difference (95% CI)</td>
<td>Effect size (Hedges g)</td>
</tr>
<tr>
<td>------------------</td>
<td>--------------------</td>
<td>-----------------------------</td>
<td>------------------------</td>
<td>----------------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td><strong>EQ-5D-5L® score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>0.90 (0.1)</td>
<td>0.92 (0.89 to 0.95)</td>
<td>0.89 (0.85 to 0.93)</td>
<td>0.03 (−0.01 to 0.07)</td>
<td>0.38</td>
</tr>
<tr>
<td>12 weeks</td>
<td>0.90 (0.1)</td>
<td>0.89 (0.85 to 0.92)</td>
<td>0.9 (0.85 to 0.95)</td>
<td>−0.01 (−0.06 to 0.04)</td>
<td>−0.16</td>
</tr>
<tr>
<td><strong>SF-36b physical health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>47.4 (8.4)</td>
<td>51.1 (48.3 to 53.9)</td>
<td>48.5 (45.2 to 51.5)</td>
<td>2.52 (−1.63 to 7.17)</td>
<td>0.39</td>
</tr>
<tr>
<td>12 weeks</td>
<td>47.4 (8.4)</td>
<td>47.5 (43.8 to 51.1)</td>
<td>50.1 (46.3 to 53.5)</td>
<td>−2.6 (−7.58 to 2.79)</td>
<td>−0.28</td>
</tr>
<tr>
<td><strong>SF-36 mental health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>49.0 (9.8)</td>
<td>50.8 (48.4 to 53)</td>
<td>48.9 (45.3 to 52.6)</td>
<td>1.86 (−2.29 to 6.03)</td>
<td>0.26</td>
</tr>
<tr>
<td>12 weeks</td>
<td>49.0 (9.8)</td>
<td>51.7 (47 to 56.3)</td>
<td>43.8 (38 to 49.4)</td>
<td>7.93 (0.74 to 15.18)</td>
<td>0.60</td>
</tr>
<tr>
<td><strong>Motivation and psychosocial</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Autonomous motivation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>2.9 (0.7)</td>
<td>3.1 (3 to 3.3)</td>
<td>2.9 (2.7 to 3)</td>
<td>0.26 (0.04 to 0.49)</td>
<td>0.79</td>
</tr>
<tr>
<td>12 weeks</td>
<td>2.9 (0.7)</td>
<td>3.1 (2.9 to 3.3)</td>
<td>3 (2.8 to 3.2)</td>
<td>0.1 (−0.1 to 0.3)</td>
<td>0.30</td>
</tr>
<tr>
<td><strong>Controlled motivation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>1.5 (0.7)</td>
<td>1.4 (1.2 to 1.6)</td>
<td>1.7 (1.4 to 1.9)</td>
<td>−0.28 (−0.55 to −0.01)</td>
<td>−0.63</td>
</tr>
<tr>
<td>12 weeks</td>
<td>1.5 (0.7)</td>
<td>1.3 (1.2 to 1.5)</td>
<td>1.6 (1.3 to 1.8)</td>
<td>−0.2 (−0.5 to 0.09)</td>
<td>−0.42</td>
</tr>
<tr>
<td><strong>Overall need satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>4.7 (1.0)</td>
<td>4.6 (4.2 to 4.9)</td>
<td>4.6 (4.3 to 5)</td>
<td>−0.03 (−0.57 to 0.39)</td>
<td>−0.03</td>
</tr>
<tr>
<td>12 weeks</td>
<td>4.7 (1.0)</td>
<td>4.7 (4.5 to 4.9)</td>
<td>4.6 (4.2 to 4.9)</td>
<td>0.12 (−0.21 to 0.43)</td>
<td>0.16</td>
</tr>
<tr>
<td><strong>Autonomy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>5.4 (0.6)</td>
<td>5.3 (5.1 to 5.5)</td>
<td>5.4 (5.1 to 5.7)</td>
<td>−0.07 (−0.39 to 0.26)</td>
<td>−0.12</td>
</tr>
<tr>
<td>12 weeks</td>
<td>5.4 (0.6)</td>
<td>5.5 (5.3 to 5.7)</td>
<td>5.6 (5.4 to 5.7)</td>
<td>−0.09 (−0.32 to 0.16)</td>
<td>−0.17</td>
</tr>
<tr>
<td><strong>Competence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>4.1 (1.2)</td>
<td>4.5 (4.2 to 4.7)</td>
<td>4.1 (3.7 to 4.5)</td>
<td>0.36 (−0.1 to 0.77)</td>
<td>0.47</td>
</tr>
<tr>
<td>12 weeks</td>
<td>4.1 (1.2)</td>
<td>4.3 (3.9 to 4.6)</td>
<td>4 (3.5 to 4.4)</td>
<td>0.32 (−0.18 to 0.8)</td>
<td>0.36</td>
</tr>
<tr>
<td><strong>Relatedness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>4.3 (1.3)</td>
<td>4.2 (3.7 to 4.6)</td>
<td>4.5 (4.1 to 4.9)</td>
<td>−0.35 (−0.88 to 0.16)</td>
<td>−0.37</td>
</tr>
<tr>
<td>12 weeks</td>
<td>4.3 (1.3)</td>
<td>4.4 (3.9 to 4.8)</td>
<td>4.4 (3.9 to 4.8)</td>
<td>0 (−0.74 to 0.72)</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Barrier self-efficacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>49.7 (16.5)</td>
<td>52.3 (47.6 to 57)</td>
<td>41 (35.1 to 46.8)</td>
<td>11.35 (3.24 to 19.37)</td>
<td>0.84</td>
</tr>
<tr>
<td>12 weeks</td>
<td>49.7 (16.5)</td>
<td>53.3 (48 to 58.8)</td>
<td>43.9 (37.3 to 50.3)</td>
<td>9.38 (1.67 to 17.18)</td>
<td>0.68</td>
</tr>
<tr>
<td><strong>Vitality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>4.4 (1.1)</td>
<td>5.1 (4.8 to 5.4)</td>
<td>4.3 (3.7 to 4.9)</td>
<td>0.77 (0.17 to 1.37)</td>
<td>0.81</td>
</tr>
<tr>
<td>12 weeks</td>
<td>4.4 (1.1)</td>
<td>5.1 (4.7 to 5.5)</td>
<td>4.5 (3.8 to 5.1)</td>
<td>0.57 (−0.04 to 1.2)</td>
<td>0.51</td>
</tr>
<tr>
<td><strong>Perceived competence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>5.0 (1.3)</td>
<td>5.3 (4.9 to 5.6)</td>
<td>4.8 (4.4 to 5.1)</td>
<td>0.51 (0.14 to 0.92)</td>
<td>0.70</td>
</tr>
<tr>
<td>12 weeks</td>
<td>5.0 (1.3)</td>
<td>5.2 (4.8 to 5.7)</td>
<td>5 (4.6 to 5.5)</td>
<td>0.2 (−0.41 to 0.9)</td>
<td>0.19</td>
</tr>
<tr>
<td><strong>Habit</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>1.6 (1.0)</td>
<td>2.1 (1.8 to 2.4)</td>
<td>1.5 (1.2 to 1.9)</td>
<td>0.56 (0.16 to 0.97)</td>
<td>0.84</td>
</tr>
</tbody>
</table>
### Effect Size

**Hedges’ g**

**Adjusted mean difference (95% CI)**

<table>
<thead>
<tr>
<th>Outcome and week</th>
<th>Baseline, mean (SD)</th>
<th>Intervention, mean (95% CI)</th>
<th>Control, mean (95% CI)</th>
<th>Adjusted mean difference (95% CI)</th>
<th>Effect size (Hedges’ g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 weeks</td>
<td>1.6 (1.0)</td>
<td>2.1 (1.8 to 2.3)</td>
<td>1.7 (1.3 to 2)</td>
<td>0.41 (−0.04 to 0.86)</td>
<td>0.58</td>
</tr>
</tbody>
</table>

- Covariates include baseline score for each parameter (as indicated in the pooled mean baseline column), BMI, and sex.
- CIs verified using bias-corrected and accelerated bootstrapping with 5000 repetitions.
- HDL: high-density lipoprotein.
- LDL: low-density lipoprotein.
- CRP: C-reactive protein.
- EQ-5D VAS: EuroQol 5-dimension visual analog scale.
- EQ-5D-5L: EuroQol 5-dimension 5-level questionnaire.
- SF-36: Short Form-36.

### Secondary Outcomes: Motivation and Psychosocial Variables

Relative to the control group, the intervention group had a reduction in controlled behavioral regulation (external and introjected regulation), and increases in autonomous behavioral regulation (intrinsic, integrated and identified regulation), perceived competence for PA and habit strength at the 6-week assessment but not at 12 weeks. Barrier self-efficacy was increased in the intervention group at 6 weeks and was sustained at the 12-week follow-up. Subjective vitality was also increased in the intervention group at 6 weeks but was not sustained until 12 weeks. No changes in overall psychological need satisfaction or its subscales were observed (Table 3).

### Intervention Component Evaluation

Participants were asked to provide their subjective ratings of the usefulness of intervention features at the 6-week assessment and qualitative feedback following their 12-week assessment. From the subjective ratings participants ranked the real-time display (mean 4.5, SD 0.8) higher than the web-based MIPACT platform (mean 3.3, SD 1.5) using a scale from 1 not useful at all to 5 very useful, or 0 = not used. Each aspect of the real-time display consistently rated as more useful than the features of the web platform. Specifically, the display of calorie data (mean 4.0, SD 0.9), steps (mean 4.3, SD 0.7), moderate-vigorous activity (mean 4.3, SD 1.2) and having personal targets (mean 4.0, SD 1.5) was rated higher than the composite health target (mean 3.6, SD 1.5) and activity pattern (mean 3.7, SD 1.5) data.

The lowest-ranked features were the more interactive web-based tools, namely the review (mean 2.3, SD 2.0) and planning (mean 2.0, SD 1.9) sections of the MIPACT website.

### Qualitative Evaluation

Qualitative feedback offers further insight into these ratings. Textbox 1 provides a summary of the key themes identified in the analysis of intervention participants’ interviews and quotations to illustrate each theme. All intervention participants championed the feedback as useful for raising their consciousness and awareness of their own PA behavior, with many mentioning an improved understanding of the time they spent inactive (theme 1). More than half of the intervention participants postulated that PA was now more of a priority after having been through the program and that it reinforced their belief that PA was a means of improving health (theme 2). The self-monitoring element helped individuals gauge how much PA was required to meet certain health recommendations (theme 3). According to many of the participants, the program inspired them to increase their PA levels, and two-thirds alluded to the fact that the multidimensional nature of the feedback assisted them in finding personal solutions (theme 4). Some participants said that during the 6-week program, they would consciously go out of their way to achieve the targets, and many put added emphasis on steps as a key and achievable daily motivator (theme 5).
Textbox 1. Key themes identified in the qualitative analysis and example quotations (participant information provided as sex, age, baseline physical activity level).

Theme 1: personalized feedback improved understanding of one’s own behavior
- I think it’s, it’s changed, it’s changed my day-to-day activity, and I am a lot more conscious of the fact that I am sitting a lot, and part of it, there was a realisation that I wasn’t very active. [male, 46 years, 1.48]
- Yeah, I think I was probably overestimating what I was doing, I thought I was more active than I was in a way so...when you see it’s like, oh you are actually doing as much as I thought I’d probably on my feet but I’m not necessarily so doing anything that is going to benefit me stop so yeah it’s definitely made me more aware of the need. [female, 42 years, 1.42]

Theme 2: physical activity is now more of a priority or reinforced importance
- Um, well it certainly hasn’t become any less important, I probably would say that it has become more important because the awareness breeds that sort of feeling, you know, that this is something that is not just a one-off, you know. Over a three-month period, it’s, it’s life and it should continue. [male, 59 years, 1.72]
- And then hopefully, my hope is, as ie, as I lose weight...Because that’s one thing I haven’t done is lost weight...um, is once I have lost more weight that I will feel fitter and then I can up that target. But I don’t want to try and do too much, too soon. [female, 62 years, 1.25]

Theme 3: feedback helped people understand how to meet recommendations
- I found it interesting, you know? Because I know how many steps it takes me to go down our town and round and back to the house it’s at about 1800, I think. And I know how many is to go to the railway and things like that. [female, 63 years, 1.37]
- But of course, that whole thing then tipped me nicely over and I was...So, it had that useful upturn, and equally, as I said before, it helps me gauge just exactly how much distance I need to be covering to meet a, sort of a standard target. [male, 48 years, 1.65]

Theme 4: feedback helped motivate and find personalized solutions to increase physical activity
- So, I knew that I had to just get back into doing something...And having that monitor was almost like a critical friend, it was there to say ‘you can do this.’ [female, 48 years, 1.55]
- Yes, that really helped and then over the six-week period, every week I was trying to do a little bit more and like I say, it’s not very difficult to do it’s just that now you are conscious of it and you are aware of it that you have to achieve so many steps per day. [male, 48 years, 1.87]
- Definitely. Anything is worth it. Any...any activity, it doesn’t have to be gym five days a week. If I wasn’t doing five days a week at the gym, I didn’t consider myself to be active, basically. So now I know that because I wasn’t training five days a week, and I was actually able to show some green lights when I wasn’t doing the...it makes me realise that all of it counts. It’s completely changed. I’m actually more active because I’m down on myself for not doing five days a week at the gym. [female, 44 years, 1.52]
- And it’s achievable without knocking myself flat you know I can do it in little steps and I can move myself forward in little ways rather than try and charge at a wall and break through a wall. It is much easier that way. So again, using the word empowerment it has sort of empowered me into thinking I could do this. [male, 54 years, 1.39]

Theme 5: real-time feedback prompted attainment of acute daily goals
- Um, and I did find it motivating, and I did, um, you know, I was known to leave the house at kind of five minutes to bedtime to walk around the block at the time...Or spend five minutes doing star jumps to try and get vigorous activity in. So yes, having the targets I found very helpful, and yeah, and motivating and interesting and fun. [female, 56 years, 1.56]
- Um, I did actually, I surprised myself in how easy it was to make step goals. I did not think I walked that much but as soon as I was just tracking it, it was like “actually I’m not far off daily amounts if I just do a little bit more and better hit that target. [male, 41 years, 1.53]

Theme 6: now able to fit more physical activity into routine
- Making a conscious almost, not a plan, plan is probably a bit too grand, but saying ‘right each week I must do a certain amount of activity’ and I plan that and think about it and so...The type of person I am, I’m quite a sort of structured and quite organised person so just building that into my routine is a change in my behaviour. [male, 53 years, 1.86]

Theme 7: injury and illness hampered progress during intervention
- Right, um, it was slightly complicated by the fact that I was ill right in the middle of it so...I started off really motivated and felt really good about it and it was building very well. And then unfortunately, after about a month I guess, I got this flu type thing, which really did kick in and, made it a bit of a struggle to do as much and build as much as I wanted to do it. And then of course it’s sort of came to the end of the programme really so I don’t feel like I did it as much justice as I would have liked to have done. [female, 67 years, 1.58]

Theme 8: felt confident in keeping up or increase physical activity further
- Yeah, it definitely made me think a bit more about the moderate bouts of activity and how important they are. And it made me more keen to do things like walking the dogs and, you know, walks to school and I wouldn’t the thought that to be useful before. And I think ‘oh they are quite a useful way of getting in extra steps.’ [female, 43 years, 1.71]
Theme 9: intervention led to improved confidence and enjoyment of physical activity
- Yeah. I mean, variety...yeah, I think that’s been really helpful, actually. Because it’s less boring and, um, you don’t perceive it as...I think my perception of what exercise was and what it actually is very different now. So now activity isn’t exercise. Activity is just anything. [female, 45 years, 1.52]
- Knowing how more confident I am, which I, perhaps if I wasn’t recording it somewhere I wouldn’t have been aware of that...So that’s erm, yeah that’s a nice position to be in, having seen confidence increase with various things, various types of activities, it’s a nice position to be in for sort of in the future. [female, 48 years, 1.51]

Theme 10: intervention prompted participants to purchase or consider purchasing a real-time feedback device
- It has spurred me on to get one of these, to actually buy one of these Fitbits. Which is just going to continue to let me know in real-time exactly what I’m doing and very similar in fact it is in steps and calories burnt off and what have you and the fact everyone else in the office have got one. [female, 60 years, 1.52]
- Which I suppose sounds really obvious when you say it, but it hadn’t ever linked with me before. And, I now have a little Fitbit because I want to now...I’ve become slightly obsessed with steps. [female, 63 years, 1.37]

Theme 11: real-time feedback element considered the most useful element of the intervention
- The instant display I think is what...I mean, I did go online that that’s in retrospect, you didn’t get to see that until you had already done it. Whereas in today’s society we want instant answers so having the display and being able to look at it, um, was, you know, was motivating. [female, 62 years, 1.25]
- Um, the, the monitoring device, I found I used the little tiny daily, daily monitor, all the time...that was almost obsessive! [male, 46 years, 1.48]

Theme 12: web-based feedback useful initial picture
- You see on the computer screen and it was just flat line, I think that that is, visually, or when you look at it and you look at the figures and you look at that...that had probably quite an impact. And I think that that is...Probably the wake-up call which will remain with me, yeah, visually seeing it. [male, 64 years, 1.72]

Theme 13: web-based component could be improved
- Because I could only look at it at certain times at home without being able to do it when I wanted to do it was frustrating...If you see what I mean? So, just only having a sort of biweekly uploaded my information...I wish I could have just done it as and when and seen more feedback. [male, 41 years, 1.53]
- I think to be perfectly honest it was...it was sort of time element of it. I didn’t feel that I had the time just to sit and...and look at it, which I probably should have done, but it felt as if the more instantaneous response from the monitor was actually...or the display was...was what I needed on a day-to-day basis. [female, 52 years, 1.64]

Theme 14: some issues with device comfort or data trust
- The exercise I tend to do is like cycling and the bottom half of my body it probably won’t show a great deal of vigorous activity. Which, okay it is the limitation of the technology and the technology at that time, but I was mildly irritated by that. [female, 62 years, 1.52]

Theme 15: suggested improvements
- 10,000 steps is nice and easy cause that’s just walking, you can just incorporate that into your daily activity, but then the vigorous activity, I could do it if I go for a run, but any other way I wouldn’t know. I only had ideas of cycling and rowing and though there are suggestions, but a programme of how you can achieve them would have been helpful. [female, 45 years, 1.60]
- So, if you said to me your cholesterol is 5 at the end of the study you told me my cholesterol...wow...I found out my cholesterol...because you know cholesterol response to exercise had dropped to 3.5 that would have been a big encouragement. [female, 55 years, 1.61]

Most of the intervention group felt that they were now being more proactive about fitting PA into their routine after the intervention (theme 6), whereas a handful of participants alleged to have had an illness or injury during the program that hampered their progress (theme 7). Approximately two-thirds of participants expressed further intentions to take up new, or perform more, PA, and approximately half of the group felt confident that they could maintain their PA levels after the program and had made lasting behavioral changes (theme 8). In addition, some participants felt that they had improved their confidence and sense of competence for PA, whereas others expressed a greater enjoyment for PA and an improved sense of health and well-being (theme 9). Many participants said that they missed not having the real-time activity monitor once it was removed after 6 weeks, and by the time of the interview, approximately one-third of participants had purchased a commercial PA tracker for personal use, with many more considering acquiring a device (theme 10).

For many of the intervention participants, the real-time display was a favorable component for the self-monitoring of activity and more important than website feedback (theme 11). That said, there was still a reasonable proportion of participants who made reference to the multidimensional feedback as a useful way of viewing the overall picture, and some even described it as a wake-up call (theme 12). Some participants suggested that...
their engagement with the feedback on the web platform may have been improved if it was more readily available and that sitting down at a computer felt counterintuitive to being (more) physically active (theme 13). The data also revealed that for certain participants, there were minor issues with the device itself in terms of either trusting the feedback or its wearability (theme 14). Finally, a handful of participants made recommendations for the improved utility of the monitor and feedback system, which included the need for more prompts and guidance or links to their health data collected during assessment sessions to help them evaluate the impact of more PA or for motivation (theme 15).

**Discussion**

**Principal Findings**

In this exploratory RCT, we evaluated a 6-week intervention using personalized real-time digital PA feedback and sophisticated web-based multidimensional PA feedback combined with brief trainer support. Exploratory analysis demonstrated no change in PA between groups immediately after the intervention; however, improvements were found for several PA metrics that formed part of the feedback at the 12 weeks follow-up. Subgroup analysis suggests that this effect was more pronounced in female participants and in those with lower baseline activity levels. Very little changed in respect to secondary health outcomes, with the exception of insulin resistance and self-reported mental health, which showed signs of improvement after 12 weeks. Qualitative data suggest that participants found the multicomponent intervention informative and motivating, with the real-time feedback being heralded as the single most memorable and supportive component within the context of the overall treatment package.

**Comparison With Other Literature**

A novel aspect of this study was the multidimensional approach that, we hypothesized, helps individuals to understand their behavior and find bespoke behavioral solutions for increasing their PA [16]. We hypothesized that using a multidimensional approach to PA promotion and feedback would provide options and self-endorsed choices to foster autonomous motivation and would satisfy the needs for autonomy and competence. Following the 6-week active phase of the intervention, we witnessed favorable improvements in autonomous versus controlled motivation, perceived competence, and barrier self-efficacy, which offers support for the proposed mechanism and the multidimensional approach. Moreover, the qualitative evaluation aligns with our previous development work, which found that receiving detailed, visual multidimensional PA feedback is helpful for raising awareness, understanding, and intention to change [17,20]. We hypothesized that the addition of real-time feedback might help translate those intentions into behavior [57,58]. However, beneficial differences in PA were only observed after a 6-week period in which the whole treatment package (including the real-time display) was removed rather than immediately after the active intervention. Participants expressed that they valued the real-time feedback during the interview more than other components of the intervention and highlighted that it empowered them to adjust their behavior on a more discrete basis as they strive toward a desired daily target (eg, serving as a prompt to take an additional 1000-step walk if they were short toward the end of a day).

Other studies have observed real-time feedback to be an effective tool for increasing PA when used in conjunction with detailed web-based feedback and trainer support. Vandelenotte et al [27] demonstrated that adding a Fitbit device to their theory-informed web-based PA intervention increased total PA and MVPA by up to 3 times relative to a nontracker, web-only group. Their study, whose website went beyond the provision of feedback to provide individually tailored advice on a number of self-regulation strategies, found that real-time monitoring also improved engagement and adherence to the main web content and the overall package of behavioral support. Similarly, a large RCT by Harris et al [25] found that combining brief nurse support, retrospective accelerometer feedback, and continuous pedometer feedback led to significant, sustained changes in PA in the intervention versus control groups at 3 and 12 months. In another trial, the same research team demonstrated that continuous pedometer feedback provided effective support both with and without trainer input versus a control group with no feedback or trainer support [24]. The effects observed in these studies, albeit modest in size, were maintained after 3- to 4-year follow-up periods [59], suggesting that technology-based PA interventions such as the one used in this study can help individuals make long-lasting changes.

Our qualitative findings corroborated key findings from the Pedometer And Consultation Evaluation-U and Pedometer Accelerometer Consultation Evaluation-Lift studies, which were conducted by Harris et al [24,25]. Specifically, participants who received the nurse-led pedometer intervention experienced greater awareness of the PA guidelines and their own PA levels. They also placed more importance on being active and helped participants to embed PA in their own routines [25,60,61]. Participants also found real-time feedback useful for initiating and monitoring behavior change in relation to personalized goals, and, mirroring the findings reported in the present work, some went on to invest in other wearable trackers after their intervention, although distrust in the accuracy was identified as a potential barrier to effectiveness [60]. A set of themes derived from this study (eg, illness and injury) and the work of Harris et al [25] (eg, weather and lack of time) was the fact that common external barriers still existed for participants that could not be overcome by the real-time feedback interventions. Recommendations from participants in these and other qualitative studies suggest that more interpersonal prompts and guidance, resources for planning activities, meaningful challenges, and links to health data may be avenues to overcome barriers and enhance intrinsic motivation and behavioral maintenance in real-time feedback-based interventions [62-64].

The incongruent findings observed at 6 (immediately after the intervention, no difference) and 12 weeks (after a 6-week follow-up, moderate to large effects) warrant further consideration. The assessment used in this study and most RCTs with device-based PA outcomes relied on weekly snapshots of participants’ behavior. The small sample size and variability around the mean scores of the control group suggest that any fluctuations might be because of noise in the assessment. In the
intervention group, a weekly snapshot may not give an accurate representation of a person’s true behavior [65]. Continuous measurement in both intervention and control groups would help decipher whether the 6-week observation is, for example, indicative of a dip in behavior following the removal of feedback, or whether the 12-week observations is, for example, indicative of the intervention participants learned rather than new habitual behavior. Given the advancing technology that enables long-term data capture, future studies would do well to investigate the stability and representativeness of PA behavior to guide trials on the most appropriate assessment window.

**Strengths and Limitations**

The strengths of this study include the almost complete 24-7 objective, PA assessment and high compliance to the intervention, measured as the completeness of attendance to upload sessions and PA monitor wear time in the intervention group, and assessments in all groups (all 100%). The use of quantitative and qualitative evaluations also provides rich insights into the effectiveness of this approach. Limitations include the small sample size, short follow-up period, and use of a nonclinical population, which prevents the performance of more robust statistical analyses and means that any interpretation of these results should be viewed as preliminary rather than definitive and generalizable.

There is also a need to improve the synchronicity of the wearable devices as, in this study, technical issues meant that global web-based feedback could not be fully self-monitored without the trainer needing to recalibrate the personal targets and user profile used within the real-time display. This lack of autonomy over the web platform use may contribute to a more favorable evaluation of the real-time feedback element. Accordingly, we can determine neither the respective contributions of the real-time, web-based, or trainer support on individual participants’ behavior change nor whether favorable perceptions of the real-time element would have been the same without the more comprehensive web-based feedback. Recent meta-analyses of SDT-based techniques support the notion that different self-regulatory and trainer-delivered strategies may be useful for optimizing an individual’s motivation for PA [66,67]. Therefore, it is unlikely that any single component will be effective in isolation and that multicomponent interventions are required to provide optimal behavioral support. Nonetheless, future trials using more adaptable, multiple-group designs such as the multiphase optimization strategy would be advised to augment the complex intervention and evaluate the relative and complementary importance of the different elements [68].

**Conclusions**

In conclusion, this exploratory RCT represents the first attempt at combining multidimensional feedback with real-time data and light touch trainer support across several important health-harnessing dimensions of PA as a means of helping individuals change their behavior. The results suggest that this approach may be a useful strategy for helping individuals with low levels of PA change their behavior. These findings can inform the design of future studies with larger and more diverse sample sizes, detailed process evaluations, and longer follow-up periods to explore the effectiveness of real-time, multidimensional feedback.
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Abstract

Background: Chronic pain affects approximately 30% of the general population, severely degrades quality of life (especially in older adults) and professional life (inability or reduction in the ability to work and loss of employment), and leads to billions in additional health care costs. Moreover, available painkillers are old, with limited efficacy and can cause significant adverse effects. Thus, there is a need for innovation in the management of chronic pain. Better characterization of patients could help to identify the predictors of successful treatments, and thus, guide physicians in the initial choice of treatment and in the follow-up of their patients. Nevertheless, current assessments of patients with chronic pain provide only fragmentary data on painful daily
experiences. Real-life monitoring of subjective and objective markers of chronic pain using mobile health (mHealth) programs can address this issue.

**Objective:** We hypothesized that regular patient self-monitoring using an mHealth app would lead physicians to obtain deeper understanding and new insight into patients with chronic pain and that, for patients, regular self-monitoring using an mHealth app would play a positive therapeutic role and improve adherence to treatment. We aimed to evaluate the feasibility and acceptability of a new mHealth app called eDOL.

**Methods:** We conducted an observational study to assess the feasibility and acceptability of the eDOL tool. Patients completed several questionnaires using the tool over a period of 2 weeks and repeated assessments weekly over a period of 3 months. Physicians saw their patients at a follow-up visit that took place at least 3 months after the inclusion visit. A composite criterion of the acceptability and feasibility of the eDOL tool was calculated after the completion of study using satisfaction surveys from both patients and physicians.

**Results:** Data from 105 patients (of 133 who were included) were analyzed. The rate of adherence was 61.9% (65/105) after 3 months. The median acceptability score was 7 (out of 10) for both patients and physicians. There was a high rate of completion of the baseline questionnaires and assessments (mean 89.3%), and a low rate of completion of the follow-up questionnaires and assessments (63.8% (67/105) and 61.9% (65/105) respectively). We were also able to characterize subgroups of patients and determine a profile of those who adhered to eDOL. We obtained 4 clusters that differ from each other in their biopsychosocial characteristics. Cluster 4 corresponds to patients with more disabling chronic pain (daily impact and comorbidities) and vice versa for cluster 1.

**Conclusions:** This work demonstrates that eDOL is highly feasible and acceptable for both patients with chronic pain and their physicians. It also shows that such a tool can integrate many parameters to ensure the detailed characterization of patients for future research works and pain management.

**Trial Registration:** ClinicalTrial.gov NCT03931694; http://clinicaltrials.gov/ct2/show/NCT03931694
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**Introduction**

Chronic pain affects approximately 30% of the general population [1-6] and was 1 of the top 5 leading causes of years lived with disability in 2016 [7], especially among older people [8]. Societal and economic issues are also crucial, as 60% of people with chronic pain are less able or unable to work, and 20% report having lost their job as a result [9]. The overall cost of chronic pain is estimated to be approximately €441 billion in Europe (equivalent to approximately US $496 billion) and $560 to $635 billion in the United States [10-12]. At the same time, the market for analgesic drugs represented approximately $68 billion in 2016, and an increase from 2% to 5% was forecast for 2021, with a further 5% increase by 2025 [13,14]. Unfortunately, available analgesics are old, their effectiveness is limited, with undesirable effects, and little progress has been made in recent years [15]. Thus, innovation is limited despite prolific basic research [16].

Various reasons are given for this, including the relevance of animal research [17]. In particular, because of the low success rate of validation of preclinical concepts during the transition to the clinic. Developments in this area could help progress, but such progress could also come from better patient characterization that would help to identify the predictors of successful treatments through research programs and enable physicians to carry out better decision-making regarding the initial choice of treatment and its follow-up. Subgroups of patients and criteria for response to particular treatments, for example, in patients with neuropathic pain [18], have been identified; however, such characterization should not be limited to biomedical assessment but should also include biopsychosocial assessment. Moreover, current assessments of patients with chronic pain provide only fragmentary data on daily experiences because of recall bias. Thus, it is essential to modify the temporality in which patients’ sensations are assessed, with real-life monitoring of subjective and objective markers of chronic pain. This strategy is currently being developed by several research teams evaluating smartphone apps or web platforms for use in managing the treatment of patients with chronic pain [19-24].

We hypothesized that regular self-monitoring by patients using a digital app would generate in-depth knowledge and new insights for physicians, and would allow patients to be active in their own care and benefit from web-based counseling. Regular self-monitoring would not only contribute to better patient characterization and help in choosing the most appropriate treatment but may also improve adherence to treatment. Moreover, recent studies [19,20,24-31] have highlighted the urgent need to develop eHealth self-monitoring programs for chronic pain and their therapeutic value—web-based pain management programs (The Pain Course) based on principles of cognitive behavior therapy were found to be beneficial for patients by reducing pain symptoms and associated comorbidities [20,32-34], and there is therapeutic interest in mobile health (mHealth) technologies for managing the medical treatments of patients suffering from chronic pain [27]. In this pilot study, we aimed to evaluate the feasibility and...
acceptability of a new mHealth app and web platform, called eDOL, for patients and physicians.

**Methods**

**Ethics**

The study was approved by the Comité de Protection des Personnes Île de France V (2018-A01790-5546) and is registered (NCT03931694). The study was conducted in accordance with French laws and regulations on research on human beings and data protection and with the Declaration of Helsinki [35].

**Confidentiality and Data Entry and Processing**

Data were collected and managed using the eDOL app, developed by Bepatient and hosted by Avenir Télématicque. In accordance with the provisions relating to the confidentiality of information concerning, in particular, the people who took part in the research and the results obtained [36], individuals with direct access have taken all the necessary precautions to ensure the confidentiality of the information relating to the participants. These persons and the investigators themselves are subject to professional secrecy [37]. All data collected and transmitted to the sponsor (University Hospital of Clermont-Ferrand) were anonymized, and each patient had a single coded number. The head of research ensured that each patient was informed of which data were collected and that they did not object to their use or disclosure.

Answers to questionnaires and medical data were transmitted in spreadsheet format (Excel 2013, Microsoft Inc.). All anonymized data were accessible to the biostatisticians (BP, SC, and AJD), the coordinator (ND), and the project manager (NK). Only the investigators could access their patients’ personal data to identify them. A dashboard linking patients’ identities and study IDs was available only on the investigators’ professional interface on the eDOL web platform. The final database, used for statistical analyses, included only study IDs to preserve anonymity.

**Study Design and Population**

To evaluate the feasibility and acceptability of the eDOL app for the characterization, real-life monitoring of patients with chronic pain from 12 pain clinics in France took place between February 8, 2019 and January 8, 2020. The study was offered to all physicians in the investigating centers.

Participation in the study was offered to patients with chronic pain who did not have cancer, who were owners and regular users of a smartphone, and who were followed up in a pain clinic. All adult (≥18 years old) patients able to read and understand French and provide consent to participate in the study were included (with a yes-or-no choice on the eDOL app). Participants were free to withdraw their consent at any time by informing the sponsor. Each patient had access to the information document (paper or electronic) detailing the purpose, content, and conduct of the study. If they agreed to participate, they were asked to download the eDOL app and complete the questionnaires using the eDOL app. The URL to access this app was sent by email from physicians to their patients. After downloading the app and creating their profile, patients could accept the general terms and conditions of use and confirm that they agree to the use of their medical data in this study.

Each patient had 1 initial study visit, during which, the physician introduced the study to the patient, checked their eligibility, explained the eDOL tool, and gave the patient a brief training document on how to use the eDOL smartphone app. Participants completed several questionnaires and assessments using the eDOL app over a period of 2 weeks (initial patient characterization) and then repeatedly over a period of 3 months and up to 6 months for patients who wished to continue using the app (weekly, quarterly, and half-yearly depending on the questionnaire). Physicians saw their patient at a follow-up visit that took place at least 3 months after the inclusion visit, with the possibility of continuing the follow-up for up to 6 months. The study was considered complete for patients who completed their questionnaires and assessments for at least 3 months and made a follow-up visit 3 to 6 months after the inclusion visit.

**eDOL App**

All data were collected using the eDOL digital health tool, which includes a smartphone app for patients that allows self-questionnaires and assessments to be completed for semiological monitoring (pain, anxiety, sleep quality), and a web interface for physicians, to allow them to graphically visualize the summary of data provided by their patients for clinical and therapeutic monitoring.

Patients completed questionnaires and weekly assessments (Multimedia Appendix 1). The questionnaires were divided into general questionnaires that were systematically filled in once only (sociodemographic, lifestyle and professional data, Pain Beliefs and Perceptions Inventory [38]; Evaluation of level of precariousness [39]; Injustice Experience Questionnaire [40]; Maslach Burn-out Inventory [41]; Toronto Alexithymia Scale [42]; Life Orientation Test-Revised [43]; Belief in a just world [44]; Job Content Questionnaire [45]; Big Five Inventory [46]) and questionnaires, assessing symptoms, comorbidities, and psychological and physiological states related to chronic pain, that were completed quarterly (Brief Pain Inventory [47]; Medical Outcomes Study Sleep Scale [48]) and, according to duration of follow-up, half-yearly (Tampa Scale of Kinesiophobia [49]; Pain Catastrophizing Scale [50]; Fear-avoidance beliefs [51]; EQ-5D-3L [52]; Hospital Anxiety Depression Scale [53]; Satisfaction With Life Scale [54]; Subjective Cognitive Complaints [55]). Some questionnaires were specific to a type of chronic pain (Neuropathic Pain Scale Inventory [56]; Western Ontario and McMaster Universities [57]; Rheumatoid Arthritis Impact of Disease [58]; Roland Morris Disability Questionnaire [59]; Irritable Bowel Severity Scoring System [60]; Fibromyalgia Impact Questionnaire [61]; Headache Impact Test [62]). Follow-up of patients (daily monitoring of various objective and subjective parameters related to the pathology), using assessments, was also integrated in the app, which allowed us to monitor the evolution of patients' pain and its repercussions. Assessments were in the form of an 11-point numeric rating scale (from 0 to 10), assessing the intensity of pain (average, minimum, or maximum intensity),...
anxiety, fatigue, and the quality of sleep, morale, body comfort were assessed weekly for 3 to 6 months.

For physicians, the eDOL internet platform included a simple and ergonomic dashboard which allowed the physician to find all of their patients included in the study, with the following tabs: (1) Management, in which all of the medical records completed by the physician could be found (history, pain diagnosis, initial characterization, next appointment, consultation sheets and treatment sheets); (2) Health Measures, which showed a graphic display of the real-life follow-up of all the weekly assessments; and (3) Questionnaires, which showed all the questionnaires completed by the patients (display of questionnaire scores and answers to all the questions). The eDOL platform enabled physicians to complete medical elements during consultation visits with various medical form (diagnosis, current treatments, examination results). The physicians could also activate new questionnaires to be filled in by their patients, either to complete the characterization (eg, specific questionnaires for pain diagnosis) or to evaluate other criteria (eg, evaluation of the Patients’ Global Impression of Change after the introduction of a new treatment [63]). Diagnostic questionnaires (Posttraumatic stress disorder Checklist [64]; Neuropathic pain 4 [65]; Fibromyalgia Rapid Screening Tool [66]), reminders of the criteria for diagnoses (ROME IV for irritable bowel syndrome; Widespread pain index and Symptom severity scale of American college of rheumatology for fibromyalgia; Neuropathic Pain IASP Special Interest Groups for neuropathic pain), and screening tools for opioid misuse (Prescription Opioid Misuse Index [67] and Opioid Risk Tool [68]) were also at their disposal (Table 1).
Table 1. eDOL features.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Included in</th>
<th>Assessment point or interval</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusion form</td>
<td>Investigator web platform</td>
<td>Initial visit</td>
<td>Last name, first name, email, ID number</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Initial visit</td>
<td>History (clinical, psychiatric, drug), clinical examination, medico-economic aspect (type of medical consultations), diagnosis of pain according to International Classification of Disease, 11th revision</td>
</tr>
<tr>
<td>Personal information</td>
<td>Smartphone app</td>
<td>Initial visit</td>
<td>Sociodemographic (work, alcohol use, tobacco use)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Initial visit</td>
<td>Pain characterization: frequency, duration, aggravating and alleviating factors</td>
</tr>
<tr>
<td>Treatment forms</td>
<td>Investigator web platform</td>
<td>Updated at each consultation</td>
<td>Analgesics (name, dates, dosage, side effects); list of nonmedicinal techniques and other treatments (free text)</td>
</tr>
<tr>
<td>Assessments</td>
<td>Smartphone app</td>
<td>Repeated weekly</td>
<td>11-point numeric rating scale (0-10): sleep, morale, fatigue and energy, body comfort, anxiety, pain</td>
</tr>
<tr>
<td>Self-questionnaires</td>
<td>Smartphone app</td>
<td>During the first 2 weeks</td>
<td>Fear-avoidance beliefs, Injustice Experience Questionnaire, Maslach Burn-out Inventory, Pain Beliefs and Perceptions Inventory, Evaluation of level of precariousness, Job Content Questionnaire, Life Orientation Test-Revised, Belief in a just world, Posttraumatic Stress Disorder Checklist, Toronto Alexithymia Scale Big Five Inventory</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Not repeated</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Every 3 months</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fibromyalgia Impact Questionnaire, Headache Impact Test, irritable bowel severity scoring system, Prescription Opioid Misuse Index, Patients' Global Impression of Change, Neuropathic Pain Scale Inventory, Rheumatoid Arthritis Impact of Disease, Brief Pain Inventory, Medical Outcomes Study Sleep Scale</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Every 6 months</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Tampa Scale of Kinesiophobia, Roland Morris Disability Questionnaire, Western Ontario and McMaster Universities, Pain Catastrophizing Scale, EuroQol 5 dimensions 3 levels, Hospital Anxiety Depression Scale, Satisfaction With Life Scale, Subjective Cognitive Complaints</td>
</tr>
<tr>
<td>Hetero-questionnaires</td>
<td>Investigator web platform</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Diagnostic validation: Neuropathic pain 4 + NEUPSIG (neuropathy), Widespread pain index and Symptom severity scale and Fibromyalgia Rapid Screening Tool (fibromyalgia), ROME IV (irritable bowel syndrome)</td>
</tr>
<tr>
<td>Consultation form</td>
<td>Investigator web platform</td>
<td>Updated at each consultation</td>
<td>Others: Opioid Risk Tool</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>clinical examination, medico-eco aspect, observance, benefit-risk ratio of treatments</td>
</tr>
</tbody>
</table>

<sup>a</sup>Work-related questionnaires.
<sup>b</sup>Optional questionnaires.
<sup>c</sup>Disease-specific questionnaires
<sup>d</sup>N/A: not applicable.

**Study Outcomes**

The primary study endpoint reflected the acceptability of the eDOL app and the feasibility of its use and was assessed with a satisfaction survey (based on the Patient Satisfaction Questionnaire Short Form [69] and the Client Satisfaction Questionnaire [70,71]) for patients (10 questions) and for participating physicians (12 questions) at the end of the study. The satisfaction survey (in French language) was sent to each patient 6 months after their inclusion visit and was sent to the physicians after the last patient follow-up, via the eDOL tool. Response options for each question ranged from 0 (strongly disagree with the statement) to 10 (strongly agree with the statement). A mean score of at least 7 out of 10 was considered to reflect satisfactory acceptability and feasibility of the eDOL tool. The questionnaire completion rate and center participation (inclusion rate) were also calculated.

Secondary analyses to characterize participating patients, pain disorders, and related comorbidities, as well as clustering analysis of the participants to determine the profile determination of patients who adhered to the use of the app were undertaken to gain insight into the capabilities and added value of the tool for the characterization and the follow-up of patients with chronic pain.

**Statistics**

**Sample Size**

A minimum of 100 patients were to be included and analyzed. Such a large number of patients is quite satisfactory in terms of...
Results

Study Population

Of 133 patients from 12 French pain clinics, 28 patients (28/133, 21.0%) did not install the eDOL app; data from 105 patients were analyzed. The first patient was enrolled on February 6, 2019, and the last patient was enrolled on October 31, 2019.

At baseline, participating patients were mostly middle-aged women, in a couple, nonsmoking, and professionals. Among these patients, 35.3% (30/85) were in work stoppage due to their chronic pain. A more detailed characterization of the patients, with the help of several validated questionnaires, mainly showed that a significant number were considered precarious (43.0%; 40/93), with kinesiophobia (72.0%; 67/93), alexithymia (51/100, 51%), degraded life satisfaction (51/92, 55.4%), catastrophism (47/100, 47.0%) and a possible cognitive disorder (77/93, 82.8%). More than 65% (63/94, 67.0%) of patients had impaired sleep, and 37.2% (35/94) and 27.7% (26/94) had proven anxiety or depressive disorders respectively.

Regarding the characterization of pain disorders and their treatments, most patients (76/83, 91.6%) had moderate to severe pain intensity, of which 20.5% (17/83) had a high chronic pain interference score (called “high impact chronic pain” [74]). Most patients (50/80, 62.5%) suffered from nocicepplastic pain, with a duration longer than 5 years for more than 50% (55/105, 52.4%) of patients. The majority of patients (56/105, 53.3%) described their chronic pain as permanent (with painful paroxysms every day and lasting >2 hours) and inducing frequent nocturnal awakenings (45/105, 42.8%). Finally, analgesic treatments used by the patients were mainly antidepressants followed by weak opioids (with or without paracetamol), and antiepileptics to a lesser extent. In parallel, 89.2% (66/74) of patients used nonmedicinal analgesic treatments.

There was no difference in any of these characteristics between baseline and the 3-month follow-up (Multimedia Appendix 2).

Primary Objective: Feasibility and Acceptability

Among 105 patients, 65 (61.9%) adhered to the use of the eDOL tool and 50 patients continued using the eDOL tool up to 6-month follow-up (Figure 1).

In detail, the overall rate of patient who completed the baseline questionnaires was 89.3% (range 79.0%-95.2%). The quarterly questionnaires, Brief Pain Inventory and Medical Outcomes Study Sleep Scale, were repeatedly filled at 3-month follow-up by 63.8% (67/105) of patients. For the half-yearly questionnaires (Tampa Scale of Kinesiophobia; Pain Catastrophizing Scale; EQ-5D-3L; Hospital Anxiety Depression Scale; Satisfaction With Life Scale and Subjective Cognitive Complaints), 58.7% (range 53.8%-63.1%) of patients completed the questionnaires. The filling rate of the weekly assessments for the real-life monitoring of the different parameters (pain, moral, anxiety, fatigue, sleep and body comfort) was 88.6% (93/105) of patients at the end of the first week and 61.9% (65/105) at 3-month follow-up (Table 2; Figure 2; Multimedia Appendix 3). Due to the small number of patients, we did not show the results concerning the specific questionnaires, filled by only a few participants and the determination of adhering patients’ profiles.

Statistical Analysis

We performed statistical analyses to determine if patients and physicians were satisfied with the tool and adhered to its use, and to identify interesting pain profiles of patients, and which profiles are most adherent (and for how long).

Patients were described according to epidemiological characteristics, clinical characteristics, and treatment characteristics. The key indicators for acceptability (patient and physician) were questionnaire completion and completion of follow-up medical forms. We determined the association between adherence and all baseline variables. A patient was defined as adherent if 100% of baseline questionnaires and 75% of assessments after 3 months follow-up were completed.

Continuous variables and scale variables (treated as ordinal data) were presented as mean and standard deviation (for normal distributions), or median and quartiles (for asymmetric distributions). The normality assumption was assessed with graphical criterion and the Shapiro-Wilk test. Categorical variables were expressed in number and percentage.

We performed clustering analysis. Patients were clustered according the symptoms and comorbidity information y. This clustering analysis included data imputation, principal component analysis of baseline data, and ascending hierarchical classification gathering 90% of total inertia. From these components, the hierarchical classification [73] in Euclidean coordinates was used.

Comparisons (baseline vs 3-month follow-up, by patient adherence, and by cluster) were performed using the chi-square test or Fisher exact test when assumptions to apply chi-square were not met (minimal level of expected number of cases under independence assumption), for categorical variables, and using analysis of variance (or Kruskal-Wallis tests when the assumptions to apply analysis of variance were not met). When the omnibus $P$ value was statistically significant ($P<.05$), posthoc tests (independent $t$ test or Mann-Whitney) were applied to compare subgroups with each other. The results were expressed using effect sizes (Cramer $V$ for categorical data and eta square for quantitative data) with 95% confidence intervals. Pearson (preferred between all distributions acknowledged as Gaussian) or Spearman correlation coefficients (otherwise) were calculated depending on the nature of the distribution.

We used Stata (version 15, StataCorp LLC) and R (version 4.0.3) software. All statistical tests were 2-sided with type I error set at 5%.
patients according to their professional situation (questionnaires on work) and their type of pain (disease-specific questionnaires). The rate of patients whose various medical follow-up forms were completed by the investigators (inclusion, treatment and consultation) was 70.7% (range 62.9-76.2%) (Table 2).

**Table 2.** Questionnaire completion.

<table>
<thead>
<tr>
<th>Assessment</th>
<th>Baseline (n=105), n (%)</th>
<th>3-month follow-up (n=105), n (%)</th>
<th>6-month follow-up (n=65), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physician baseline and follow-up forms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inclusion form (baseline)</td>
<td>77 (73.3)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Diagnosis form (baseline)</td>
<td>80 (76.2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Treatment form (baseline and follow-up)</td>
<td>74 (70.5)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Consultation form (follow-up)</td>
<td>66 (62.9)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Self-administered questionnaires and assessments</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly assessments</td>
<td>93 (88.6)</td>
<td>65 (61.9)</td>
<td>50 (76.9)</td>
</tr>
<tr>
<td>Toronto Alexithymia Scale</td>
<td>100 (95.2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Injustice Experience Questionnaire</td>
<td>100 (95.2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Pain Beliefs and Perceptions Inventory</td>
<td>92 (87.6)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Life Orientation Test-Revised</td>
<td>94 (89.5)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Belief in a just world</td>
<td>94 (89.5)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Evaluation of level of precariousness</td>
<td>93 (88.6)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Big Five Inventory</td>
<td>92 (87.6)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>MOS-Sleep Scale</td>
<td>94 (89.5)</td>
<td>67 (63.8)</td>
<td>39 (60.0)</td>
</tr>
<tr>
<td>Brief Pain Inventory</td>
<td>93 (88.6)</td>
<td>67 (63.8)</td>
<td>38 (58.5)</td>
</tr>
<tr>
<td>Pain Catastrophizing Scale</td>
<td>100 (95.2)</td>
<td>N/A</td>
<td>40 (61.5)</td>
</tr>
<tr>
<td>Satisfaction With Life Scale</td>
<td>92 (87.6)</td>
<td>N/A</td>
<td>35 (53.8)</td>
</tr>
<tr>
<td>Subjective Cognitive Complaints</td>
<td>93 (88.6)</td>
<td>N/A</td>
<td>35 (53.8)</td>
</tr>
<tr>
<td>EQ-5D-3L</td>
<td>83 (79.0)</td>
<td>N/A</td>
<td>36 (55.4)</td>
</tr>
<tr>
<td>Hospital Anxiety Depression Scale</td>
<td>94 (89.5)</td>
<td>N/A</td>
<td>41 (63.1)</td>
</tr>
<tr>
<td>Tampa Scale of Kinesiophobia</td>
<td>93 (88.6)</td>
<td>N/A</td>
<td>41 (63.1)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.
Among the 12 pain clinics participating in the study, 10 (83.3%) included patients, and 2 withdrew from participation before the start of the study. The median inclusion number per center was 8 (IQR 5.0, 14.0) patients. The inclusion objective (at least 100 analyzable patients) was achieved in less than a year as requested from the investigating centers.

The satisfaction questionnaire was filled in by 65.7% (69/105) of patients at the end of the study. The median acceptability score was 7.0 (IQR 6.1, 7.6), with only 9.5% (10/105) of the patients providing a rating less than 5.0 out of 10. Moreover, 88.6% (93/105) of the patients who responded wanted to participate in the further development of the eDOL app. The items with the lowest scores corresponded to the patients’ perception of the physicians’ use of eDOL in their follow-up (mean 5.7, SD 3.1), patients’ perception of the potential positive impact of eDOL on their pain management (mean 5.8, SD 2.7), and quality of life (mean 5.6, SD 2.4).

A total of 21 physicians participated in the study and included at least one patient, and 15 (71.4%) answered the satisfaction questionnaire. The physicians were mostly women (14/21, 66.7%), approximately 50.1 years old (range 33-61), and were from various specialties (2 neurologists, 2 psychiatrists, 3 anesthesiologists, 3 rheumatologists, and 5 general practitioners). The median acceptability score was 7.2 (IQR 6.8, 8.3), with only 6.7% (1/15) of physicians rating less than 5.0 out of 10. The items with the lowest scores corresponded to the compatibility of eDOL with the electronic medical file systems (mean 5.0, SD 2.3) and the possibility of eventually replacing the electronic medical files with the eDOL tool (mean 4.4, SD 1.9) (Table 3).
### Table 3. Physician and patient acceptability of eDOL.

<table>
<thead>
<tr>
<th>Acceptability questionnaire</th>
<th>Score (out of 10), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physician</strong></td>
<td></td>
</tr>
<tr>
<td>The training and support provided was sufficient to use eDOL correctly</td>
<td>7.3 (1.4)</td>
</tr>
<tr>
<td>After the first training session, it is easy to use eDOL on a daily basis</td>
<td>6.9 (2.3)</td>
</tr>
<tr>
<td>The technical support (email and phone) was available to assist me if needed</td>
<td>8.3 (1.2)</td>
</tr>
<tr>
<td>eDOL offers questionnaires and assessments adapted to the multidimensional characterization of my patients</td>
<td>8.3 (1.2)</td>
</tr>
<tr>
<td>The forms I had to fill in for each patient are adapted and they correspond to the information I usually collect</td>
<td>6.8 (2.0)</td>
</tr>
<tr>
<td>Thanks to the export function provided in eDOL, I was able to retrieve the completed information for my patients. I was then able to print it (for my patient records) and/or import it into my hospital’s electronic management system</td>
<td>5.0 (2.3)</td>
</tr>
<tr>
<td>The eDOL platform is complete enough to be able to replace my medical records one day</td>
<td>4.4 (1.9)</td>
</tr>
<tr>
<td>I would like to continue using eDOL in the future</td>
<td>7.3 (2.0)</td>
</tr>
<tr>
<td>eDOL will be useful in my daily medical practice</td>
<td>6.8 (1.6)</td>
</tr>
<tr>
<td>eDOL will allow me to better monitor my patients and their care</td>
<td>7.1 (1.6)</td>
</tr>
<tr>
<td>eDOL will be useful for developing clinical research on pain (creation of an e-cohort of patients with chronic pain)</td>
<td>9.0 (0.9)</td>
</tr>
<tr>
<td>eDOL will be useful for the clinical research projects conducted by my pain clinic</td>
<td>8.5 (1.7)</td>
</tr>
<tr>
<td><strong>Patient</strong></td>
<td></td>
</tr>
<tr>
<td>After reading the explanatory document provided by the physician, it was easy for me to use eDOL</td>
<td>8.4 (2.1)</td>
</tr>
<tr>
<td>After the first use, it is easy to use eDOL on a daily basis</td>
<td>8.7 (1.9)</td>
</tr>
<tr>
<td>The technical support was responsive enough when I asked for it</td>
<td>7.0 (2.7)</td>
</tr>
<tr>
<td>eDOL offers questionnaires and assessments that I feel are suitable for monitoring my pain and its impact on my daily life</td>
<td>7.0 (2.1)</td>
</tr>
<tr>
<td>I believe that the information I have entered in eDOL allows my doctor to better understand my pain and improve its management</td>
<td>6.9 (2.5)</td>
</tr>
<tr>
<td>During the time that I have been using eDOL, I feel that my doctor has better monitored my symptoms and that my pain has been better managed</td>
<td>5.7 (3.1)</td>
</tr>
<tr>
<td>I believe that the information I have entered in eDOL will also help researchers to better understand chronic pain and to identify new avenues of research</td>
<td>7.5 (2.3)</td>
</tr>
<tr>
<td>I think that eDOL will help me in my daily life to better manage my pain and its impact on my daily life</td>
<td>5.8 (2.7)</td>
</tr>
<tr>
<td>I think that eDOL will gradually improve my quality of life</td>
<td>5.6 (2.4)</td>
</tr>
<tr>
<td>I would like to continue using eDOL in the future</td>
<td>7.6 (2.8)</td>
</tr>
</tbody>
</table>

*88.5% indicated they would participate in the next phase of study on the new version of eDOL.*

### Secondary Objectives

We obtained 4 clusters that did not differ with respect to sociodemographic and chronic pain characteristics (except for pain interference with daily life) and their treatments (Multimedia Appendix 4). Interestingly, all patient characteristics obtained from validated biopsychosocial questionnaires differed between profiles. In particular, the patients in cluster 4 had more severe scores in various biopsychosocial and comorbidity scales (precariousness, anxiety, depression, kinesiophobia, sleep and cognitive disorders; \(P<.001\)) associated with a greater impact of pain and conversely for cluster 1. Clusters 2 and 3 were intermediate groups.

In Cluster 4, 80.0% (24/30) of patients adhered to the use of the tool, compared with 51.0% (19/37), 64.3% (9/14), and 43.5% (10/23) in clusters 1, 2, and 3, respectively (Multimedia Appendix 4). Moreover, type of pain was also related to adherence, with patients suffering from nociceptive pain who seemed to be more adherent than others \((30/45, 66.7\%; P=.01)\). It is noteworthy that 2 other items (presence of cognitive disorders and alexithymia) were related to adherence \((P=.04)\), but with a small effect size (Cramer \(V=.03\) and Cramer \(V=.20\) respectively).

With reference to the profile of patients in cluster 4, the most severe patients, with a significant impact of pain on their daily life \((P=.03)\), seemed to be those who adhered most to eDOL \((24/62, 38.7\%\) of patients who adhered to the use of the tool were in cluster 4).
Discussion

Overview
As this was primarily a feasibility study, we first discuss considerations regarding the data collection and acceptability, and then our exploratory results with respect to conducting future works and improving eDOL. Because of the low number of patients (and thus the limited longitudinal outcome data collected), we did not explore the impact of eDOL on pain disorders and related comorbidities.

Feasibility
Our results showed a rate of adherence, after 3-month follow-up, of approximately 60% (65/105, 61.9%) of patients using eDOL. Three similar recent studies [24,27,31], which assessed a smartphone app that enables patients with chronic pain to assess, monitor, and communicate their status to their providers, showed that 76%, 70%, and 72% of patients used the app for 3 months. Another study [20], which assessed a remotely delivered pain management program in a web-based format (web platform), showed that 76% of patients adhered [20] for at least 3 months. A study [75] with adolescents with chronic pain showed a high level of adherence (78%) and satisfaction, and a study [72] with patients with multiple sclerosis and migraine that evaluated the feasibility of using a smartphone app for patient follow-up showed an adherence rate of 49% after 90 days. The eDOL tool seems to be accepted in a similar way to these other smartphone-based or web-based apps. In our study, only an email reminder was sent to our patients if they had not used the app within 2 weeks after their inclusion and only 1 visit (included in their usual care path) was scheduled after at least 3 months. The studies [20,24,27,31,72,75] cited above included regular telephone follow-up or frequent visits. Moreover, according to the mean score (5.7, SD 3.1) for the statement “During the time that I have been using eDOL, I feel that my doctor has better monitored my symptoms and that my pain has been better managed,” patients perceived that there was a lack of involvement of physicians in the eDOL tool. Therefore, we can assume that a closer relationship with our patients (medical follow-up rhythm and involvement of physicians) would have further increased their adherence. This is undoubtedly a direction of research that should be taken for the future use of the app and patient follow-up; however, we must keep in mind that the aim of a real-life eHealth app is to be of little or no constraint for patients and to improve their medical follow-up, while lightening the physician’s workload.

The good acceptability score, from both patients and physicians, reflects the interest expressed for eDOL and its contribution to the follow-up. Thus, eDOL could meet the urgent need to develop self-management and chronic pain management strategies through eHealth programs (internet, smartphone apps), and their therapeutic interest, as described by several studies [19,20,24-30].

Exploratory Analyses
In our exploratory analyses, our study population was similar to the profile of patients suffering from chronic pain in France [77], Germany [78], the United Kingdom [2], Canada [79], or the United States [74,80,81]—predominantly female, middle-aged, active population of lower socioeconomic status (precariousness, employment status, level of education), with pain lasting more than 5 years and suffering from psychological distress and from fairly severe chronic pain that has a significant impact on their lives (92% with moderate-to-severe pain, 20% with high impact chronic pain [74] and 43% with sleep disorders, such as awakenings due to pain at least once a night), mainly treated by antidepressants, and weak opioids. Interestingly, most did not simultaneously explore sociodemographic, psychological, pain disorders, and treatments characteristics.

With our smartphone app, we were able to collect data on precariousness, kinesiophobia, catastrophism, alexithymia, feelings of injustice, personality, life satisfaction, beliefs about pain, anxiety-depression, sleep, quality of life, cognitive disorders, optimism and belief in a just world. We made this choice because all of these factors are related to chronic pain [38,40,50,77,82-90] and we wanted to evaluate the ability of eDOL to characterize our patients precisely. Thus, the strength of eDOL is that it enables the integration of a large panel of validated questionnaires that, in turn, enable the precise characterization of the patients, especially regarding their emotional and psychological state, chronic pain, and related comorbidities. This characterization will eventually provide a large amount of data for care and research, and rely on a multimodal exploratory analysis of the determinants and repercussions of chronic pain, and their evolution in a real-life context, taking into account all the environmental events likely to influence chronic pain (treatments, history, comorbidities).

Finally, the multifactorial analysis of all our data enabled us to group our study population into 4 clusters. Interestingly, subpopulations of our patients could be distinguished only on the basis of biopsychosocial questionnaires and impact of pain on daily life whereas sociodemographic aspects, symptomatology, seniority and treatment of pain did not differ between our clusters. Cluster 4 represented patients with more disabling chronic pain, more severe comorbidities, and more pronounced psychological disorders, while cluster 1 represented patients with chronic pain that has little impact on their daily life, as well as a lower presence of comorbidity. Cluster 4 had a higher proportion of adherent patients. Our findings were similar results to those in a recent study [31], which showed that adherent patients correspond to patients with high impact chronic pain. These results seem consistent because patients with high impact chronic pain [74] and associated comorbidities are more in need of a tool that potentially improves their medical follow-up and are therefore more inclined to use it. Moreover, nociceptive pain was related to adherence (P=.01). According to our experience with chronic pain treatment management, this characteristic could be explained both by the fact that patients suffering from nociceptive pain (especially fibromyalgia) are younger than the general chronic pain population (and thus, more digital friendly) and very involved in the management of...
their pain. Interestingly, the presence of cognitive disorders and alexithymia, independent of clusters, was related to adherence ($P=.04$). We hypothesize that patients with these disorders are aware of this and compensate by using eDOL as a digital companion, resulting in better adherence.

In addition, our results support the importance of questionnaires assessing the biopsychosocial aspect of chronic pain in addition to the biomedical aspect in the medical follow-up and characterization of patients with chronic pain. Moreover, in a classical medical follow-up, patients typically only see their pain specialist every 3 to 6 months. During these interviews, patients often have difficulties recalling their various symptoms and the impact of their pain over the past few months, which corresponds to a recall or memory bias [91]. Nevertheless, a review [92] demonstrates that the results of previous studies investigating this topic are highly variable. Some studies have shown that pain is remembered accurately [93-95], but others highlighted that patients tend to overestimate [96,97] or underestimate their pain [98]. Thus, a definitive answer to this question is still lacking, but real-life monitoring of different biopsychosocial and biomedical factors related to pain (not only pain intensity), using digital tools such as eDOL, could be a benefit in treatment management and the follow-up of patients.

**Limitations**

There was a selection bias mainly because requiring the use of a smartphones excludes patients who do not have or do not know how to use this tool. This could exclude the older or more precarious patients. Nevertheless, in view of our results, the age of the participants and the rate of precariousness were similar to those found in the general French population, with and without chronic pain [77,99]. We also observed that our population included many patients with nociceplastic pain (mainly fibromyalgia, 50/80, 62.5%), which was not the case in other foreign studies [20,24,27,31,72,75]. Another French study [77] also found a high rate of fibromyalgia (42%), which seems to show that the population of French pain clinics includes a large proportion of fibromyalgia patients. Thus, we can conclude that this bias has little impact on our results. The second limitation was a measurement bias, which occurs frequently in observational studies [100]. Nevertheless, self-reporting permits a wider range of responses than many other data collection designs [101]. Measurement bias can arise from recall period, selective recall, social desirability, or sampling approach. In our study, the recall period might be the major risk [100]. Since all the questions dealt with the present moment or, at the latest, 1 to 2 weeks earlier, the recall bias can be considered negligible.

Moreover, our satisfaction survey was not a standardized but was a custom-made tool. We built this tool based on existing tools, such as the Patient Satisfaction Questionnaire [69] and the Client Satisfaction Questionnaire [70,71], and adapted it to our study and to the eDOL tool so that we could have specific feedback for improvement. It should be noted that the tools on which ours were based have little or no relevance to mHealth interventions [70], hence the need to create one adapted specifically for our study.

Finally, only physicians were involved in this feasibility study; other members of the care team, such as nurses, physiotherapists, and psychologists, did not participate in the study. The absence of the point of view of the rest of care teams is a limitation to the interpretation of the acceptability of the eDOL tool. In future studies of the eDOL tool, we plan to include all the members of the care team as well as the addition of a chatbot and a new therapeutic education tool.

**Conclusions**

The study demonstrated the feasibility and acceptability of eDOL for both patients with chronic pain and their physicians. These points justify continuing the deployment of the tool while providing information to improve its use and adherence to provide patients with chronic pain and their physicians with a better longitudinal characterization of pain and its impacts for an optimized and more personalized therapeutic management.
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Abstract

Background: Information behavior describes all human behaviors in relation to information. Individuals experiencing disruption or stigma often use internet-based tools and spaces to meet their associated information needs. One such context is pregnancy loss, which, although impactful and common, has been absent from much of feminist and reproductive health and information behavior scholarship. By understanding information behavior after pregnancy loss and accounting for it in designing internet-based information spaces, we can take a meaningful step toward countering the stigma and silence that many who experience such loss endure, facilitate coping, and make space for diverse pregnancy narratives in our society.

Objective: This study’s objective is to provide a characterization of internet-based information behavior after pregnancy loss.

Methods: We examined internet-based information behavior after pregnancy loss through 9 in-depth interviews with individuals residing in the United States. We analyzed the data by using open and axial coding.

Results: We identified the following three themes in relation to participants’ information behavior in internet-based spaces: needed information types, information-related concerns, and information outcomes. We drew from information behavior frameworks to interpret the processes and concerns described by participants as they moved from recognizing information needs to searching for information and to using information and experiencing outcomes. Specifically, we aligned these themes with information use concepts from the information behavior literature—information search, knowledge construction, information production, information application, and information effects. Participants’ main concerns centered on being able to easily find information (ie, searchability), particularly on topics that had already been covered (ie, persistence), and, once found, being able to assess the information for its relevance, helpfulness, and credibility (ie, assessability). We suggest the following design implications that support health information behavior: assessability, persistence, and searchability.

Conclusions: We examined internet-based information behavior in the context of pregnancy loss, an important yet silenced reproductive health experience. Owing to the prevalence of information seeking during pregnancy, we advocate that generic pregnancy-related information spaces should address the needs related to pregnancy loss that we identified in addition to spaces dedicated to pregnancy loss. Such a shift could not only support those who use these spaces to manage pregnancies and then experience a loss but also help combat the silence and stigma associated with loss and the linear and normative narrative by which pregnancies are often represented.

(JMIR Form Res 2022;6(3):e32640) doi:10.2196/32640
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Introduction

Background
When humans face uncertainty, disruption, stigma, or distress, helpful information encounters can be beneficial in making sense of their experiences and assist in deciding how to move forward. These encounters can occur through passive (eg, finding information without seeking information) or active information seeking. Information behavior is a concept that describes all human behavior related to information, including active seeking, browsing, and information use [1]. Social media and other internet-based tools such as search engines are important to modern information seekers, especially when information needs are not met through traditional means [2,3] and when a topic may carry a stigma in a given culture and context. This is particularly true for health information behavior.

In fact, 59% of US adults report seeking health information on the internet; 39% use the internet to determine their diagnosis, and 53% of these internet-based diagnosticians use the information found on the internet in discussions with clinicians [4]. It is well-established that individuals experiencing health conditions (which can be disruptive, distressing, and stigmatizing) use internet-based tools to assist in managing their experiences. For example, prior work at the intersection of health and information behavior provides insights into information seeking [5], social support exchange [6,7], and how to design for better search [8-10] or educational experiences [11], including the utility of internet-based spaces in a range of reproductive health contexts (eg, infertility [12,13] or pregnancy while diabetic [14]). In this work, we examine health information behavior (including seeking, sharing, using, and the impact) as mediated and facilitated through internet-based spaces and tools in a key reproductive health context—pregnancy loss—for which such behavior remains to be explored.

Pregnancy loss is often colloquially referred to as miscarriage. By pregnancy loss, we mean the unintended loss of a desired pregnancy at any gestational stage. Pregnancy loss is an important context for investigating information behavior as it is distressing, stigmatizing, disruptive, and traumatizing for many. It challenges people’s identities as expecting parents and changes interpersonal relationships but is generally absent from societal narratives of grief or reproduction [15]. Furthermore, individuals experiencing pregnancy loss report negative interactions with medical providers, family, and friends [15]. We aligned our work with that of Layne [16], a feminist anthropologist, and Andalibi [17], a human-computer interaction (HCI) researcher, who argued that pregnancy loss should be included in feminist reproductive health discourse and pregnancy-related technology design, respectively. Indeed, the analysis of pregnancy-related mobile apps by Andalibi [17] illustrates the lack of consideration for pregnancy loss as a possible outcome of pregnancy in most apps that individuals with pregnancies use and argues that this reinforces linear, normative narratives about pregnancy and is marginalizing and harmful. The sociocultural context surrounding pregnancy loss leaves many without basic information about it, which can complicate and hinder coping.

Prior information behavior research concerning stigmatizing and distressing experiences [2,18,19] has explored the challenges people face when engaging with authority figures (eg, care providers) and how they can leverage internet-based information to fill needs not met in clinical encounters. Such work provides insights into the information that specific groups seek [20,21], how privileged and other communities differ in their use of information to inform their care [22], and the benefits and challenges individuals face when finding information on the internet [12,21,23,24]. With respect to pregnancy loss, prior work has examined topics such as social support and self-disclosure at the intersection of pregnancy loss and technology [25-27], showing how internet-based spaces are sites for support exchange, sensemaking, and validation or invalidation [28-30]. A recent study provided insights into information needs after loss, including general information about loss, counseling resources, others’ experiences, and information from providers [28]. We built on these works to explore the dimensions of information behavior after pregnancy loss in relation to existing internet-based spaces, the needs these spaces help meet, challenges they pose to individuals enduring a pregnancy loss, and outcomes.

We conducted interviews with women in the United States who had recently experienced a pregnancy loss and who used social media. We reported on 3 themes related to needed information types, information-related concerns, and information outcomes as mediated through internet-based spaces and tools. We interpreted these themes by drawing from conceptions of information use synthesized by Kari [31]: information search, knowledge construction, information production, applying information, and the effects of information. We found two main categories of information need—evidence-based and experience-based information—echoing health information needs research in other contexts [32,33]. Participants’ main information concerns were related to their ability to find information and their ability to assess the credibility of the information they found. Finally, we found that internet-based information encounters could lead to not only finding answers to questions but also learning what questions to ask and sometimes how to advocate for oneself in clinical encounters or even consider advocating for oneself as an option.

By examining information behavior in relation to experiencing personal uncertainty, disruption, stigma, or distress, we can better understand the ways people go about meeting their information needs, thus uncovering the challenges and benefits they face in day-to-day information encounters. This knowledge will (1) allow technologists and researchers to design technologies that meet people’s information needs in times of distress and fit into their existing practices with the potential to positively affect their well-being and (2) improve clinicians’ understanding of the pregnancy loss experience.

It should be noted that we advocate that pregnancy loss is not just a women’s health topic—individuals not identifying as women can also experience pregnancy and loss, and these experiences are important. In this study, although our recruitment efforts were not limited to individuals identifying as women, all participants were women. Therefore, we used this framing and terminology throughout this paper.

https://formative.jmir.org/2022/3/e32640
Related Work

Information Behavior

Wilson [1] presented a general model of information behavior comprising information need, seeking, processing, and use and consideration of the role that an individual’s environment can play in their information behavior. The model by Wilson [1] has become a foundation for researchers exploring information behavior. However, Wilson [1] only accounts for when one has a known information need. Erdlelez [34] extended the information behavior theories to encompass the processing of information that one was not actively seeking, termed information encountering. This concept allows for the exploration of the use of technologies in an information-saturated environment [34-36].

Prior scholarships have examined information behavior by examining information use. Kari [31] conducted a systematic literature review on information use within the information studies field and outlined 7 major conceptions that we draw from in interpreting our findings. In this paper, we explore the health information behavior of individuals who have experienced pregnancy loss and seek information on the internet. These conceptions, proposed by Kari [31], are relevant to our study of information behavior related to pregnancy loss:

- Information search: the processes of information seeking and information retrieval
- Knowledge construction: mental constructs are shaped or designed to function as a basis of thinking
- Information production: creating an expression of knowledge, which others can also observe
- Applying information: information functions as a resource in some processes
- Effects of information: changes brought about by information

HCI scholarship’s examination of information behavior has mainly centered on the concepts of information need [28] and information search (eg, how social contexts, environments, specific disabilities, or even mood can influence individuals’ information-seeking behavior [8-10,37,38]). In this study, we recognized the need to go beyond information seeking and consider information use concepts.

Health Information Behavior and Internet-Based Spaces

Health information behavior encompasses the general model created by Wilson [1] but with the information component being health information, which includes how individuals seek information about their health and health risks and examines their engagement or disengagement with health information in connection to information use concepts [31,39]. Health information seekers, both offline and on the internet, admit a heavy reliance on medical professionals for information. Medical professionals are often the first choice; however, the prevalence of internet-based resources and an optional social component has made internet-based health information seeking widespread in the United States [40,41]. Marginalized and stigmatized communities may especially benefit from finding additional health information, which they can present to their medical professionals to counteract language barriers, bias, and general dismissal [20,42]. Therefore, these groups are primed to become innovative information seekers, as they are likely to turn to and trust outside sources of health information [20-22]. Internet-based spaces can provide sources for information and support for those who are denied it or who do not sufficiently trust sources such as medical professionals to consult them [27,43,44].

Prior research has identified two types of health information: expertise-based information, which is produced by medical professionals, and experience-based information, which refers to information shared based on subjective first-hand health experiences [32]. People use both evidence-based health information and experience-based health information found on internet sites, social networking sites, and blogs [33]. Experience-based information also affects people’s health behaviors [33]. Examining health information behavior may allow us to better design health information needs.

Previous scholarship has emphasized investigating the behavior of medical professionals to better design future technology that can assist in streamlining their processes [45-48]. Noted as early as 10 years before this study [49], investigating the context of health information searching and use by individuals experiencing health conditions is also necessary to design information spaces on the internet in support of health. There have been developments in research on consumer health information behavior, even if not framed using information behavior theories, with communities such as older adults [50], pregnancy (excluding loss) [51,52], and HIV information seekers [24]. There remains a need to examine the breadth of health information topics, depth of health information seeker communities, and varied behaviors and outcomes once information is discovered. A context that is in and of itself important but that can also teach us about other stigmatizing and marginalized health experiences is pregnancy loss.

Pregnancy, Pregnancy Loss, and Information Behavior in Internet-Based Spaces

Information behavior scholarship related to coping with pregnancy loss is scarce, even as scholars examine the information behavior of individuals with pregnancies. Women with pregnancies use internet resources to manage pregnancies [53,54]. In fact, social media and other internet-based resources play an important role in the information needs of expectant individuals in the United States [53-56].

The information needs of individuals with pregnancies have been a research focus [57,58], although only with generic mentions of pregnancy loss, with few exceptions [28]. Similarly, design research [59,60] in the pregnancy space has largely not accounted for pregnancy loss. The significance of pregnancy loss is often minimized and rendered invisible. Gold et al [61] were among the first to examine internet-based support seeking of individuals who have experienced pregnancy loss, finding that internet-based support can provide a safe haven from in-person stigma and revealing a preference for moderators within these spaces. This highlights the need to understand pregnancy loss-related information needs and behavior, especially as there is no unique way in which loss is experienced [28].
We focus on pregnancy loss to examine how individuals who are enduring a loss use internet-based spaces to meet their information needs and identify the challenges and outcomes they face in this process. We effectively examine information behavior mediated through internet-based spaces for individuals enduring a pregnancy loss. Pregnancy loss, in this sense, is more broadly situated within both reproductive health and women’s health.

Pregnancy loss is common, occurring in approximately 20% of the identified pregnancies [62]. It is linked to stigma, mental health challenges, and shifts in identity and personal relationships [15]. It is also difficult to find support because of the stigma, shame, and guilt attached to it, although it tends to be traumatizing [63]. Not only is the experience absent from dominant pregnancy narratives [16], but also grieving such losses is not socially acceptable, leading to inconsiderate or unsupportive reactions from others [15]. Research at the intersection of pregnancy loss and technology has examined how and why people choose to disclose it on social media [26,27,64], how and why others respond to such content [65], the outcomes of such disclosures [25], pregnancy-related apps’ inclusion of pregnancy loss [17], validation seeking on the internet after a loss [30], and information needs [28]. Kresnye et al [28] found that forums, Facebook, and blogs are common internet-based sources after pregnancy loss and that people needed general loss-related information, counseling resources, information about others’ experiences, and information from medical providers. However, they also found challenges such as difficulty in locating resources and stigma. We have built on such work to examine what needs are met by existing internet-based spaces and what challenges they provide. We address the following research question: What are information-related processes (eg, needs, challenges, and outcomes) for individuals enduring pregnancy losses, and how are these mediated through internet-based tools?

**Methods**

**Recruitment**

We conducted 9 remote in-depth semistructured interviews with individuals who had experienced pregnancy loss or losses within the past 2 years (to facilitate recall and similar social media landscape). Interviews averaged 92 (range: 80-104) minutes. In this study, pregnancy loss was defined as the unintentional loss of a pregnancy at any gestational stage. Research has suggested that the gestational stage of loss is not a causal factor in the severity of grief and coping experience [66]; therefore, we did not screen participants based on the loss stage. We used a screening survey to purposefully [67] sample participants who varied in experience, demographics, and technology use to the extent possible. The screening survey was shared on the lead researcher’s social media accounts and, from there, beyond their network. This choice was informed by prior work [68-70] that used social media for reaching hard to reach populations. This was also appropriate as a criterion for inclusion was social media use. We do not know how many times the link was shared or who shared it. We did not ask participants to share the study call with those who may be eligible to participate.

**Ethics Approval**

This study was approved by the University of Michigan Institutional Review Board (HUM00156077).

**Screening Survey**

To qualify, respondents had to meet the following requirements: live in the United States, have experienced a pregnancy loss within the past 2 years, be a social media user, and be aged at least 18 years. Only respondents who met these criteria went on to the next stage of the screening survey, which included questions about the general use of internet-based platforms, internet-based platforms used in connection to pregnancy loss, needs after a loss to assist in processing, the month and year of the most recent pregnancy loss, age, self-description of gender, race, ethnicity, status within the LGBTQ (lesbian, gay, bisexual, transgender, and queer or questioning) community, self-description of whether they had children, relationship status, education level, household income, primary religion, and residence in an urban area (>50,000 residents) or rural areas (<50,000). We asked respondents to self-describe whether they had children or not (and how many) as this can be an emotionally charged question for those who have experienced pregnancy losses and to allow for diverse ideological views on the matter.

The screening survey received 49 responses. After survey completion, the lead researcher contacted respondents with an internet-based consent form, additional study information (eg, tools and devices they would need access to during the interview), and scheduling options. A total of 9 people completed this process and were included in the study. Participant ages ranged from 31 to 42 years. Of the 9 individuals, 8 identified as Caucasian or White and 1 as Black American; 5 identified as having children, 2 stated that they had none, and 2 chose not to answer. All identified as women, and all had some college education, with most having an advanced degree. Most were married, and one of the individuals identified as single. Of the 9 individuals, 1 identified as LGBTQ and 8 as heterosexual and cisgender. Of the 9 individuals, 1 made <US $50,000; the rest had an income of ≥US $75,000. Most lived in urban areas, and one of the individuals lived in a rural area.

Table 1 presents the participants’ information.
Table 1. Participant information.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participant ID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P1</td>
</tr>
<tr>
<td>Age (years)</td>
<td>31</td>
</tr>
<tr>
<td>Gender&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Female</td>
</tr>
<tr>
<td>Race&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Caucasian</td>
</tr>
<tr>
<td>Ethnicity&lt;sup&gt;b&lt;/sup&gt;</td>
<td>White</td>
</tr>
<tr>
<td>LGBTQ&lt;sup&gt;b&lt;/sup&gt;</td>
<td>No</td>
</tr>
<tr>
<td>Children&lt;sup&gt;a&lt;/sup&gt;</td>
<td>No answer</td>
</tr>
<tr>
<td>Relationship status</td>
<td>Married</td>
</tr>
<tr>
<td>Education</td>
<td>Graduate degree</td>
</tr>
<tr>
<td>Income (US $)</td>
<td>≥75,000</td>
</tr>
<tr>
<td>Religion</td>
<td>Christian</td>
</tr>
<tr>
<td>Rural or urban</td>
<td>Urban</td>
</tr>
<tr>
<td>Technology uses</td>
<td>FB, FSG&lt;sup&gt;d&lt;/sup&gt;, IG&lt;sup&gt;e&lt;/sup&gt;, and fertility tracking apps</td>
</tr>
</tbody>
</table>

<sup>a</sup>Responses to questions about gender, race, ethnicity, and having children were open ended to provide flexibility for self-descriptions. For others, we used predefined choices with an option to self-describe.

<sup>b</sup>LGBTQ: lesbian, gay, bisexual, transgender, and queer or questioning.

<sup>c</sup>FB: Facebook.

<sup>d</sup>FSG: Facebook support groups.

<sup>e</sup>IG: Instagram.

<sup>f</sup>TW: Twitter.

Interview Overview

Participants chose their preferred remote tool (eg, Skype or Google Meet) as long as it allowed viewing our screen when shared (required for a portion of the study that was not used in this paper). To preserve participants’ privacy and facilitate their comfort, only audio was recorded.

Interview Guide Overview

First, participants were asked about their life when they found out they were pregnant and what followed. Next, participants were invited to 3 illustration tasks, with their choice of words or drawing on paper, their general social media use, and their technology use during pregnancy and in relation to pregnancy loss, respectively. After each illustration, participants were asked to photograph their work and send it (via email and text) to the interviewer during the call. They were then asked to provide detailed verbal descriptions of their submissions. Visual elicitation methods often help participants articulate mental models associated with sensitive topics, facilitating flexibility and reflection [71-73]. Studies on pregnancy support networks [74] have used similar methods. We emphasized that only they needed to understand their submission and that we would ask them to explain it to us later.

Next, we focused on understanding participants’ needs for coping and support after loss and how these needs were or were not met, including through the use of technology. Finally, participants used paper and pens to outline an ideal support system and then shared and explained these to us, as in the aforementioned activities. Here, we focus only on the results of information behavior.

Analysis

We recorded the audio during interviews and transcribed them for analysis. We conducted a qualitative analysis using open coding, followed by axial coding [75]. That is, we did not base our analysis on pre-existing codes as it was important to center participants’ voices and pregnancy loss.

Guided by our research question, the first author (who also conducted the interviews) developed initial codes by open coding 3 interviews. They iterated these codes and refined them using memoing in the process. Then, a team member trained in qualitative analysis was given the data and codes who met with the first author to discuss the definitions. The team member
spent several weeks familiarizing themselves with all data and codes, discussing them weekly with the first author. After gaining a reasonable understanding, the team member independently applied the codes to the same 3 interviews coded by the first author. They created no new codes, despite keeping an eye out for new observations. The first author and the team member discussed any divergence in the coding of these 3 interviews to ensure mutual understanding. Then, the team member coded the rest of the data, discussing the interviews and code applications with the first author weekly. The first author then assessed the codes and excerpts to ensure consistency and grouped codes into larger categories. For example, codes for various information needs were grouped under the umbrella of information needs. The authors then refined the observed themes and discussed them in relation to the Kari [31] framework; in other words, we did not set out to use the Kari [31] framework in our study as we did not know what would be important to participants; we collected the data, analyzed them, and consulted the work by Kari [31] to interpret and organize our resulting themes. In this paper, we report themes related to our research question, focusing on information behavior.

Results

Overview

We report on our findings in three main themes related to the participants’ information behavior: (1) needed information type, (2) information-related concerns, and (3) information outcomes. In interpreting these themes, we draw connections to the five information use conceptions conceived by Kari [31], presented in the Information Behavior section: knowledge construction, information search, applying information, information production, and effects of information. We describe how these concepts illuminate participants’ use of internet-based spaces (ie, forums, pregnancy apps, search engines, and Facebook groups) for information related to pregnancy loss and coping, grieving, and sense making.

Knowledge Construction and Needed Information Types

Overview

An unmet need to gain knowledge motivated participants to turn to internet-based spaces to seek information. Individuals who are likely to face discrimination or stigmatization in health care settings often turn to other sources of information [2,3]. Our findings suggest that the main types of information participants sought fell within these categories: (1) science and evidence-based information about pregnancy loss, including information about the individual with pregnancy and their partner, and (2) experience-based information, including information about pregnancy-related medical conditions and others’ experiences with pregnancy loss. According to the concept of knowledge construction by Kari [31], individuals turn to information seeking (ie, information search) to resolve unknown or unsure knowledge and enter the process of developing new knowledge, ideas, and beliefs.

Information sources for these needs were others’ stories and experiences (experience-based) and scientifically oriented information (evidence-based), the categories in which knowledge construction [31] occurred. Notably, P9 said, “First and foremost I would say, I needed...information and...to hear other people’s stories.”

Similarly, 2 broad types of information paths were identified; P8 noted the following:

So then there’s the two paths...on the one side was that the evidence based in...things that were actually true like journal article or something that had qualitative and quantitative research...and that, in some ways, that led to this down arrow of information, which...was helpful...at times. But then after you become a statistic like losing two...sometimes the research doesn’t mean as much anymore because you realize that you can be a two percent....

P8 continued by stating the following:

But then on the other side was the real experiences and that’s what I would find through some of those forums...that in some ways it didn’t lead to that evidence-based information, but it led to in some ways validation.

Other people and academic, evidence-based information were important for P8’s experience and were complementary. In fact, many differentiated between medical, evidence-based information, and other types. For example, P7 noted a distinction between the 2 information sources:

And I think...the practical information doesn’t necessarily have to be medically informed. Having towels under you when you sleep doesn’t need to be medically informed.

This speaks to information that one would need that is not necessarily sourced from a medical professional but is still key. In what follows, we delve deeper into the types of information that participants sought on the internet.

Science- and Evidence-Based Information Needs

Participants often felt that medical professionals did not adequately meet their information needs:

I think, if it were to happen to me again, I would wanna talk to my OB at length, like, “Why is it that some people do it, some people don’t?”...stuff like that, being able to know specifically related to medical procedures, under what circumstances should one have a D&C? What are the implications of it? ‘Cause I’ve heard that there’s some negative side effects. [P7]

P7 had questions not answered by her provider about dilation and curettage. She turned to internet-based spaces such as support groups, forums, and search engines.

Medical information needs were also informed by the gap between the participants’ needs and their level of trust in their medical care provider. Combined with the relationship aspect is a hesitancy and inability to reach out to their medical care
provider when concerns may be viewed as trivial but are nonetheless crucial to participants’ experiences. Seeking evidence-based information via Google and other internet-based resources such as online support groups and forums was a way of complementing the information received from medical professionals.

P1 spoke of the role that her provider could have played to meet her information needs but did not:

*I think that would have done wonders. Having my doctor able to answer all the little insane questions I would have all the time because when you’re feeling things that you’re not used to feeling...I automatically thought something was wrong...Like oh, this is happening to my body, let me Google it because I can’t just call my doctor every five minutes. So, having access to a healthcare provider that doesn’t mind you badgering them.*

Obtaining knowledge about loss before both pregnancy and loss was also important. A lack of such information increased confusion and difficulty when the loss occurred. As we see in P5’s remarks, being kept in the dark by medical providers about the risks for and signs of pregnancy loss prompted her to seek information and others’ stories via Google:

*When I went into the first pregnancy, I was very oblivious to a lot of stuff...I wish I would have had the knowledge, either from the group or by reading, researching, looking things up...I just assumed everything’s great, you’re pregnant...my doctor pretty much kept me in the dark about it. He would just, “Okay, Everything’s fine. Everything’s fine.” When, in reality, it wasn’t. I had to learn that the second time around from other people.*

For her first pregnancy, P5 trusted that her health care provider had shared the needed knowledge and that trust contributed to P5 not looking for outside information. However, after experiencing the first pregnancy loss, P5 blamed herself for not independently seeking evidence-based information. P5 had unmet medical information needs, which were only learned after her experience with pregnancy loss. P5 expressed how much she would have benefited from the missing knowledge and that trust contributed to her information needs but did not:

*P6 said the following:*

*I think, also information to help the partners. Cause like, I would go to my husband...but he didn’t have any more information than I did. And...we’re both highly educated...But...all the information we had, didn’t really prep us for...understanding miscarriage.*

P2 discovered that internet-based groups could help fill that need:

*It was also nice for my husband because...I don’t do a very good job of explaining my physical. I tend to write everything off. I’m like “I’m fine.”...And so it was nice for him to be able to read what I was physically going through since I was just saying I was fine. And it was helpful because then when he did read it, he would say “Stop doing the dishes. Go sit down.” “Don’t make dinner, I’m going to pick something up tonight.”*

These quotes showed that P6 would appreciate guidance from medical professionals for partners of individuals navigating pregnancy loss, whereas P2 found guidance on how to express the toll of pregnancy loss to her husband and gain the support she needed from him. While some participants viewed that they experienced the loss together with their partner, the partner could not always be helpful partially because of lack of information. Partners can be caregivers and supporters in pregnancy journeys [76], and we suggest that future work should further consider partners experiencing losses as part of those journeys.

The turn to internet-based spaces for knowledge construction often stemmed from the unavailability of information from health care providers, whether because of participants’ hesitancy to trust health care practitioners or the health care practitioners’ unwillingness to provide it. What Kari [31] refers to as knowledge construction is the processing of information to develop new knowledge or validate unsure knowledge. Science- and evidence-based information related to pregnancy loss was an unmet need high in priority to participants, but so was practical information from others’ experiences. In the next section, we address the importance of the latter information type in internet-based spaces and the comfort offered by such knowledge.

**Experience-Based Information Needs**

A need for medically related information, which may be considered more reliable when the provider has first-hand experience or shared cultural views and identities, related to specific medical conditions or physical experiences connected to pregnancy loss. This information, sought in spaces such as blogs or internet-based support groups, was helpful, as these concerns may have been thought of as trivial by health care providers.

P3 described a need that may not easily be met by medical professionals:

*But I feel like a lot of my issues...are kind of cultural...and that being able to speak about them in a group that’s more culturally similar...like Jewish rituals, superstitions...being able to have other people’s input and guidance and what worked for them would have been nice.*

P3 wanted to find information sources who understood her cultural beliefs and had insight into dealing with pregnancy loss as a Jewish person. Determining whether a medical professional
could provide this insight may not be possible, so she turned to digital spaces.

Similarly, P6 emphasized the importance of receiving information from individuals who share similarities, particularly when one is a part of a group that can often receive less than the standard of care from medical professionals.

Well...there’s been a series of studies...about how, oh black women are nearly four times more likely to die giving birth...more likely to be denied pain medication...their babies are more likely to die before the age of one. So that’s something I think about as a researcher. Like the gap between logistics, because all of those are just the outcomes of logistic models...you have to understand that statistics are not a good way to tell the story. So, I started just paying attention more to women, black women telling their stories. And...anecdotes aren’t a data. But those stories do matter.... [P6]

P3 and P6 turned to internet-based spaces in search of information that they deemed critical to their specific experiences of pregnancy loss based on culture, race, medical beliefs, and medical statistics. Individuals who have experienced pregnancy loss may not have access to medical professionals who can provide information that speak specifically to such cultural or racial issues.

Often, medical information could originate from social ties with relevant personal experiences (as described above) or professional expertise. For example, P2 mentioned needing dietary information after her loss, which a family member who had a relevant scientific background was able to provide:

My kid’s godfather...studies gut bacteria and he was like “Well here are some things that can actually help with...absorption of nutrients”. And so that was really helpful. If I’m taking all these supplements, then I want to know how I’m actually absorbing them.

These examples illustrate participants’ needs to find information not only about pregnancy loss broadly but also about the variety of relevant conditions that may not be shared across all individuals experiencing pregnancy losses.

Participants also reflected on the need to know the basics of pregnancy loss symptoms, what to physically expect, and how to practically prepare:

I wish a girlfriend would have been like, hey, you should lay down a bunch of towels in the bed because the second day is worse...it would have been very useful...But people don’t tell you this...Little tiny practical tips...Nobody would hurt from...sleeping on towels. [P7]

In addition to information aligned with one’s experience, condition, and identity, and culture, participants noted that information from others who had experienced losses could also be practical.

Another example included not only looking for symptoms of loss but also gaining basic information on the stages of pregnancy:

Basically Glow was not only a way for you to track your symptoms of your cycle...Do you have your cervical discharge?, and any kind of other symptoms that you have and if you’ve gotten a positive OPK. The forums are also helpful because I didn’t know a lot at the time. I didn’t know that it takes 6-12 days for an egg to implant and 2-3 days...to get a positive after that. [P4]

This basic information on the symptoms of loss and pregnancy stages may be overlooked by medical professionals as obvious or trivial, which makes internet-based groups an avenue for education. Furthermore, we see that some information needs after a loss tend to be about future pregnancies, which are necessarily positioned within one’s pregnancy history, including the loss.

A combination of evidence-based, identity and culture-aligned, and practical information from others who have experience with pregnancy loss made up most of the information that participants sought or needed. However, participants also noted finding information that they would have preferred from their evidence-based sources that were not readily available. For example, some were able to find information on forums that were not available through Google searches (ie, deleted by clinic businesses) and may not be readily shared by health care professionals. For instance, P7 shared the following:

Those forums were super-duper useful. And...that information wouldn’t be out there at Google, because these fertility clinics...don’t want people to actually know how much these things cost. And...They clean the web of reviews and stuff, because it’s a business.

In this section, we described the information needs that health care providers were either unwilling or unable to meet and the sources that participants, in turn, used to construct knowledge. Our analysis highlights two main overarching types of information that participants sought: (1) science- and evidence-based information about pregnancy loss, including information about the pregnant individual’s partner, and (2) experience-based information, including information about pregnancy-related medical conditions and others’ experiences with pregnancy loss, especially those aligned with one’s culture and identity. Participants were able to address many of these information needs in internet-based spaces but would appreciate and benefit from health care providers’ input regarding the credibility of medically related information and their assistance in conveying their knowledge to partners. The next section covers specific concerns that participants expressed related to pregnancy loss–related information encounters in internet-based spaces.

Information-Related Concerns in Information Search

Overview

Our findings suggested two main concerns in information encounters: (1) being able to find information and (2) determining the credibility of information. These are aligned with the information search concept of Kari [31], as the ability to use information or information resources is directly connected to the feasibility of searching for and accessing information,
which makes these concerns important for designing internet-based spaces. Persistence (ie, “the extent to which a platform affords the continued availability of content over time” [77]) and searchability (ie, the extent to which a platform affords users the ability to search for content using search terms) together afforded timely access to information.

**Challenge 1: Ability to Find Information Shaped by Persistence and Searchability**

Persistence and searchability often went hand in hand. Easy access to and almost real-time return on information was important. Posting a question on an online forum or support group and waiting for responses was not an appropriate method to meet some needs.

For example, P7 used search engines to quickly find information from old forum posts:

*For me at that stage, googling for info went infinitely to the top...I didn’t necessarily wanna talk to a human about what I was experiencing...I didn’t wanna wait for a human to respond. I wanted in that minute to be like, “How much blood loss is too much? When should I call my doctor?” I need this immediately.*

Participants appreciated the ability to search for information on the internet, find it quickly, and be able to access it without posting about their own experiences, which can be difficult during moments of distress. The benefit of finding and reading available posts and answers rather than posting oneself is seen in P1’s response:

*I had lots of questions. The cool thing about the Facebook group is not only do you have everything that people are posting right now, but you can go to the top and you can type in a specific thing. And then all the posts that have to do with that come up.*

P7 described the importance of the interfaces in supporting search, evidence-based information, and archived information:

*Medically informed information with citations...in terms of the actual interface it has to be super-duper searchable, with a very good search. That’s one of the downsides to app-based stuff is that you can’t go into the Ovia pregnancy app for example, and search 12 weeks or something...Also...making sure that it’s archived, so that...I can see here’s something someone posted three years ago that was similar to my situation, so I don’t have to wait for answers in the moment...there was quite a while that the searchability of Facebook was really poor, especially on mobile...that’s really unfortunate.*

Participants found value in archived information, collective experiences, and searchability. Being able to search for relevant information required an effective search functionality and permanent storage that allowed participants to draw from the vast amount of experience-based and evidence-based information shared over time. Internet-based spaces can provide swift access, in contrast to contacting, scheduling an appointment, and then conversing with health care providers. If an internet-based space maintains truly usable search functionality and stores information in a persistent manner, it can be a resource for information needed at particular moments.

As seen in P7’s comment on the difficulties of searching in apps, when persistence and searchability are not maintained, information seekers turn to other spaces to meet their information needs.

**Challenge 2: Determining Information Credibility**

Facing misinformation or information perceived as less credible or difficult to assess was another challenge. Participants often turned to internet-based forums for information about specific conditions related to loss. There, they encountered the challenge of assessing what information was credible and what was not. P1 described this problem as follows:

*As far as Baby Center, I used that a ton right after the ectopic pregnancy because I didn’t know who else to ask...I found a lot of helpful things...but...you also find things like things that don’t seem to be helpful...oh, I heard my neighbor’s friend’s sister had this response. Like well, is it that really...fact?*

As another example, P4 said, “[That was] really helpful in getting educated, but there’s also a lot of garbage in there, which I found out once I moved over to the Ava group.” Although P4 was able to gain some useful information in a Facebook group, she also found misinformation, which became apparent to her once she moved to a space that she thought included less misinformation.

The amount of misinformation led some to leave internet-based forums altogether: “I did look at the forum but they drove me nuts and I stopped looking at them. They’re a lot of misinformation...” [P6]. This is problematic as people come to these spaces to find information and social support; leaving means that they will not be able to access other types of support either. Ideally, people who join these spaces would stay for some time, both to find support and information for themselves and contribute to support others.

Participants found it difficult to find medically approved information about pregnancy loss in general pregnancy forums. This was particularly challenging and a cause for confusion because of advice that was contested. To this point, P7 said the following:

*But medically informed information that...I could trust...is hard to find in general forums. Those infertility forums are pretty exceptional in how knowledgeable those people are about medical stuff, but in general pregnancy forums, people are dumb as rocks.*

When participants sought information on Google or forums, they noticed a prevalence of what they considered nonscientific information. P3 reflected on a way of assessing the credibility of evidence-based information shared in digital spaces:

*I could imagine, in a way, an information center, where it’s not so much about feelings but the questions are more fact-based and the discussion is more fact-based. I guess you can’t really have medical advice because it’s always lawsuits. But where people...*
Finding credible information that one can trust could have helped P7 and P3 make sense of their experiences, plan for the next steps, and regain control that was lost through the loss experience.

A main motivator for turning to internet-based spaces was a need to gain knowledge quickly; however, that benefit can be negated when one is unable to determine the credibility of information, when the information is deemed to be not credible, or when digital spaces do not afford effective searching. In the next section, we address the outcomes of looking for and finding information on pregnancy loss in internet-based spaces.

**Information Outcomes: Applying Information, Information Production, and Effects of Information**

**Overview**

Accessing information in internet-based spaces has implications for participants’ future behaviors. We found that after new knowledge construction, participants (1) used information to advocate for themselves with medical professionals and (2) had their concerns and ideas validated. These outcomes align with the following information use concepts identified by Kari [31]: applying information, which occurs when one uses new knowledge, such as raising concerns to a medical professional; information production, which involves using learned knowledge to produce information for others, such as writing a post on an internet-based space; and the effects of information, where the information influences one’s future choices. In these internet-based information spaces, participants developed tools for clinical encounters, such as learning what to ask and how to advocate for themselves. Newly obtained knowledge can also provide insights into options that are not presented or even discouraged by health care providers, in turn influencing one’s decisions.

**Applying Information: Learning What to Ask**

For some, internet-based spaces were places where participants learned what questions to ask. P9 said the following:

> It’s only with finding an online community that I also found the language I needed to ask, should we be doing the following things? Should we be considering this kind of doctor? This kind of testing?

This is important, as the stigma surrounding loss contributes to less discourse and education about the topic [26,63].

Learning without asking was also a benefit, described by P5 as follows:

> At the beginning of my pregnancy, there was a lot of warning signs that I wasn’t aware of: the heartbeat was low, I had low progesterone. There’s so many different things that I didn’t pick up on, because I just wasn’t aware. And being part of this group...helped me become aware, because these women had similar stories.

This is noteworthy, as lurking is often associated with negative connotations [78]; however, we suggest that it can serve as an effective learning strategy.

Overall, internet-based spaces and tools not only provided answers but also inspired participants with questions they could ask health care providers. Knowing what to ask and what to look for can make an individual more informed and lead to changed behavior. Participants expressed that they had used or would use knowledge found in digital spaces to obtain the needed information in conversations with medical professionals and prepare an outline of warning signs to try to avoid a future pregnancy loss; these examples align with the Kari [31] concept of applying information.

**Information Production and Effects of Information: Changed Behavior**

Internet-based spaces also become spaces for sharing one’s own experience to inform others. P3 used an internet-based space to share information that she thought was needed and unavailable from other sources:

> The other thing I’ll post about is with my third miscarriage, I had the choice of getting...a different procedure...that most women...don’t realize is an option...So that’s kind of my soapbox...I’ll often post about it...if I feel like I can offer relevant, helpful information.

In this case, P3 produced information to help others advocate for themselves by contributing experience-based information that she knew would otherwise be unavailable to others. This is an example of the information production concept of information use by Kari [31].

Another example is found in P2’s choice to remain in an infertility group as a source of information for others:

> I debated...whether or not to stay, but I feel like if anyone was going through what I went through, it took so long for my doctors to diagnose the problem that...I’d want to help somebody, because it was a simple blood test that nobody bothered to run for a year.

P2’s role in the infertility group changed from information seeker to information producer, a source of experience-based information.

As noted in earlier sections, internet-based spaces such as Facebook groups or forums fill an informational gap that can occur when health care professionals are not available or refuse to meet information needs and when other internet-based resources (eg, Google) are unavailable or inaccessible (eg, information related to fertility clinics deleted from Google by clinic businesses). Here, we see how the knowledge gained in these spaces can lead to more informed decisions. As an example, P9 shared a story about finding instructions about in vitro fertilization injections, which led to behavior change; this content comprised questions that she did not get answers to from her provider but instead from other patients, including how to advocate for herself with her provider:
P5 offered another example of learning to advocate for oneself:

I had to be put on progesterone and I had to advocate for myself with my doctor...to put me on whatever progesterone they could...to maintain this pregnancy, which I carried to full term...That was, again, something I learned from the women in those groups...You definitely want to be your own advocate, and self-advocate for yourself...

The above examples align with the concept of effects of information by Kari [31], where the information participants found in these internet-based spaces influenced their future choices, including how to navigate advocacy with a physician.

Discussion

Principal Findings

Our findings highlighted the following three novel themes associated with information behavior after pregnancy loss as mediated through internet-based spaces: (1) needed information type, (2) information-related concerns, and (3) information outcomes. These findings are significant as a first step in designing internet-based spaces to account for pregnancy loss information behavior. We found that participants shrank the knowledge gap regarding what to ask by learning what information others found worth knowing. They bridged language barriers by using information from internet-based spaces to supplement suggestions from medical providers, and the barriers of social stigma, cultural taboo, and lack of social and economic capital were to some extent offset by participants’ ability to advocate for themselves, stemming from the confidence gained from interactions in internet-based spaces.

We showed how internet-based information spaces help alleviate some information gaps for individuals experiencing pregnancy losses and supplement information gained in clinical encounters. Nevertheless, digital health resources pose their own obstacles: people need to be able to find the information, understand and determine its credibility, and know how to use it. In addition, primary barriers to health care for women from stigmatized groups include knowledge gaps such as not knowing where to find information and what resources are available or what information to ask for, and a lack of understanding between patients and providers [79], which we also saw examples of in the case of pregnancy loss.

Information Behavior, Health, Pregnancy, and Pregnancy Loss on the Internet

In our dedication to fully engage with information theories beyond search and need, we outlined our analysis in connection with the information use concepts by Kari [31]; however, our participants’ responses also related to other information models. The Wilson [1] model remains relevant, as seen in participant responses first in their expression of unmet information needs (ie, information types), which led to information seeking on the internet, and in their insight into how the environment in which they sought information can influence their behavior (ie, information-related concerns), and finally in how they used information (ie, information outcomes). However, participants often learned what questions they should ask related to pregnancy loss in these internet-based spaces, which is a form of information encountering [34]. The internet, as an information-rich environment, is a source for both active information seeking and information encountering, which can occur through browsing or as a part of active seeking.

Pregnancy loss–related information seekers were similar to other health information seekers [40,41] in sharing high regard for information from medical professionals but needing additional information as well. Medical professionals are unable to meet certain personal needs that only knowledge gained from lived experiences can provide [80,81]. The main types of health information sought in prior literature in other health contexts [32,33] align with our participants’ expressed need for evidence- and experience-based information. Participants did not expect peers to act as pseudo–medical professionals providing medical expertise or interpreting medical advice but instead to offer suggestions on topics such as how to improve communication with clinicians or insight into experiences with a recommended treatment or procedure [80,81]. We note that in contrast to the documented lack of trust between individuals who are socially marginalized or stigmatized and health care providers [12,14,15], participants expressed trust in medical professionals; their concerns centered on not receiving enough information on this particular topic and possibly not knowing how to broach it with medical professionals. Nevertheless, this expression of trust in medical professionals could be because of our sample limitations as most participants were White and of higher socioeconomic status.

Even so, we extend the scholarship on pregnancy-related information behavior. Participants expressed a desire for information on pregnancy loss early on in the pregnancy to prepare for the possibility of complications arising, which resonates with earlier research demonstrating that individuals with pregnancies begin their search for information at the outset of the process [53]; however, research on information needs after pregnancy loss suggests that most seek this information after the loss, not before it [28]. Similar to prior research on the information-seeking (not accounting for loss) [53,82] of individuals with pregnancies, participants in our study showed a propensity for changing behavior in response to the information they discovered on internet-based spaces. Participants also demonstrated a tendency to use this information to advocate for themselves in clinical encounters, which has not been heavily reported on in expectant parents whose pregnancies do not lead to a loss [54].

Some barriers for participants were similar to those faced by other pregnancy-related information seekers: not having instruction on or assistance in conveying information to a partner and lacking targeted information for individual experiences...
[76]. Gold et al [61] were one of the first to examine support seeking for pregnancy loss on the internet; our findings reiterate the important role that internet-based support and resources can play. Participants in the study by Gold et al [61] also expressed a need for additional evidence-based information, feeling validated in internet-based spaces, appreciating the ready information access that internet-based spaces can provide, and the value of seeing others move on after pregnancy loss or related medical issues. However, Gold et al [61] focused on the benefits of these internet-based spaces and did not address the barriers to acquiring pregnancy loss–related information or their associated outcomes. Our findings on others’ experiences and medical providers as sources of information also resonate with the study by Kresnye et al [28]. Although Kresnye et al [28] explored challenges in accessing information, such as locating resources and self-blame, we identified other challenges with respect to accessing, understanding, and applying information related to the technical features required for effective search and assessing information credibility.

We discuss internet-based health literacy concerns and considerations for design in the following section. Pregnancy-related apps generally do not account for pregnancy loss [17], including information behavior–related needs. We suggest that future pregnancy-related and pregnancy loss–related information spaces should address the needs and challenges that we identify herein [28].

**Designing for Assessability, Searchability, and Persistence**

**Overview**

An important aspect of the internet-based health literacy process is assessing data quality within an information environment to determine its usefulness [83,84]. Our participants described internet-based health literacy and data quality as concerns in connection to credibility challenges when seeking information.

The themes we identified resonated with the need to design for populations based on their specific information needs and barriers to meeting those needs, as emphasized in current scholarship on health information behavior in internet-based spaces. Individuals who have experienced pregnancy loss have information needs that, although specific to them, also share the concerns over determining credibility with others [21,85]. Our themes also resonated with current HCI literature on the needs of patients managing chronic disease in internet-based health and support groups [80,81], including consideration of the user as a whole, personal and clinical information, clear organization and the ability to search archived information, and safeguards against misinformation. The remainder of this section addresses these concerns.

**Designing for Assessability**

Our findings speak to the need to extend the assessable design framework [86] to the internet-based health context. Designing for assessability was first introduced by Forte et al [86], fusing information literacy concepts in various disciplines toward developing a framework for the assessable design of participatory information sources (eg, Wikipedia, forums, and support groups). The authors established two concepts critical for assessability by reviewing the information credibility literature: (1) information provenance, concerned with determining where information comes from, and (2) information stewardship, which refers to how an information space is maintained [86]. Assessable designs should facilitate the understanding of how the information in internet-based participatory environments is produced, how an environment is sustained, and how to contribute to the space [86]. In fact, prior research investigating the processes individuals use to determine credibility found that users are likely to refer to the source; sources are deemed more credible if the poster is a professional expert or an expert according to community status or past engagement [87–89].

Applying the assessable design framework to our results, internet-based spaces could provide users with affordances that allow them to identify and assess information sources and contributors and their credibility; for example, internet-based groups may consider adding identity tags to content producers that would enable others to assess their contributions. These recommendations resonate with prior suggestions for formal patient–provider internet-based spaces for patients with chronic diseases [80,81]; our findings extend these design needs into informal digital spaces and beyond chronic disease management to individuals managing experiences such as pregnancy loss that can be acute or chronic.

Participants expressed the need for information in two categories: others’ stories and experiences (experience-based) and scientifically oriented information (evidence-based). Individuals want to know that their information source is a knowledgeable expert, whether because of training or lived experience. Therefore, designing for the clear identification of the source can assist users in determining the credibility and usefulness of the information, as people are more likely to adjust their attitudes or behaviors in response to a message from someone deemed an expert [89]. These design directions could assist in users’ effectiveness and confidence in doing what we found they already try to do: advocate for themselves with medical professionals.

Although identity attributes should be developed together with relevant stakeholders in future work, examples could include determining whether a person has relevant professional expertise. Encouraging or enforcing the citation of sources for the information shared in internet-based spaces as part of the community guidelines is another consideration; individuals could be prompted to add references to the content they share so that others can assess those sources and the information’s credibility.

Similar to Forte et al [86], internet-based spaces could also provide users with aggregate information (eg, through simple visualizations) that show what sources contributors draw from. For example, one may go to a Facebook pregnancy loss group and see that 70% of posts link to outside sources, and out of those, 30% are academic peer-reviewed articles about pregnancy loss. This would likely provide the user with an assessment of the group as a whole. We advocate for including assessability in design considerations.
Designing for Searchability and Persistence

Our analysis led to identifying searchability and persistence as desired affordances for participants. For example, some participants shared successful experiences with a Facebook group’s search feature and less successful experiences with some pregnancy-related apps and forums. The point here is not to compare platforms (which requires other methods and is an area for future work) but to learn from participants’ experiences. Our findings show that people experiencing pregnancy loss need both evidence-based and experience-based information. There is a wide range of adjacent medical conditions (eg, polycystic ovary syndrome) that shape people’s loss experiences; finding information about those conditions was also important to participants. Taken together, future designs could experiment with features that allow people to tag the content they contribute as evidence-based or experience-based or with adjacent health condition labels to streamline searching for others. Although this needs further exploration, this design application would likely be well-suited for an integrated patient–provider application, as described in the study by Huh et al [81], where peers can share and discuss content with one another and consult a medical professional as needed. A possible added benefit of such a design could be the ability for the expert medical professional to share insights without compromising peer-to-peer sharing, which was an issue observed by Huh et al [81].

Such an approach could also be used to provide aggregate information about what experiences and information types are represented within an internet-based space (eg, 79% experience-based). This design approach could be combined with the approach suggested by Huh et al [81], which calls for designing systems that can suggest prior threads relevant to a user’s post, or with the suggestion of Hartzler et al [80] for profile features that detail topics a user typically discusses or posts information about.

In summary, our findings show that when there is a dire need for information, access to relevant experiences and information and the ability to assess the credibility of such information are key. The first can be supported by designing for easy retrieval and organized storage of older content through searchability and persistence. The second could be supported by an assessable design. That said, privacy considerations are crucial; for example, if contributors want their data to expire after a certain point, they should be able to easily achieve that goal. Privacy concerns are especially important when designing for information retrieval in the context of well-being in internet-based communities, which are not regulated at the same level as formal, traditional health information (eg, electronic health records). Altogether, we argue that designing for assessability, persistence, and searchability is needed to achieve dimensions of health literacy (ie, access, understand, appraise, and apply) [84]. Without these aspects of design, individuals are less equipped to find information, make informed decisions about how the information could assist in maintaining their health, and effectively communicate this information to others. Researchers and technologists could consider these recommendations when designing pregnancy-related internet-based spaces, which tend to grossly neglect pregnancy loss [17], as well as spaces dedicated to pregnancy loss. Accounting for pregnancy loss in designing internet-based information spaces will help counter the stigma many endure and make space for diverse pregnancy narratives.

Limitations

The larger context within which survivors experience pregnancy loss shapes their experiences. Therefore, we focused primarily on the United States to examine pregnancy loss experiences in this study. We encourage researchers to explore similar topics in other countries. We hoped to include a wide range of experiences (eg, technology use and pregnancy history) and demographics such as age, race, and income level to the extent possible. We were not entirely successful in achieving diversity on all these levels. Although our sample represents a range of technology experience and pregnancy history, it was primarily White, cisgender, heterosexual, married, educated, and urban and had an income > US $75,000. Our sample’s demographics are a limitation; however, the findings advance our knowledge about information behavior after pregnancy loss. In the future, we hope to build on this work by reaching more diverse populations, for example, by partnering with community organizations serving marginalized groups and including partners or caretakers. Although an accepted recruitment practice for engaging hard to reach populations in research [68-70], the social media recruitment strategy has its limitations (eg, not everyone who would have been eligible saw our study call).

Our findings are not generalizable; however, they still hold value and contribute to our knowledge about social technologies’ roles in information behavior after pregnancy loss. In addition, rather than achieving validity through quantity, in-depth long interview studies with small sample sizes support interpretive claims achieved through the careful selection of participants who share experiences related to research questions [90]. As such, our findings are not intended to be generalizable; rather, they are presented as generative points to provide a conceptual vocabulary for describing information behavior processes. Future work may use representative samples and surveys to assess the prevalence of the identified themes in this paper.
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Abstract

Background: The coronavirus pandemic has increased reliance on the internet as a tool for disseminating information; however, information is useful only when it can be understood. Prior research has shown that web-based health information is not always easy to understand. It is not yet known whether the Korean-language COVID-19 information from the internet is easy for the general public to understand.

Objective: We aimed to evaluate the readability of Korean-language COVID-19 information intended for the general public from the national COVID-19 portal of South Korea.

Methods: A total of 122 publicly available COVID-19 information documents written in Korean were obtained from the South Korean national COVID-19 portal. We determined the level of readability (at or below ninth grade, 10th to 12th grade, college, or professional) of each document using a readability tool for Korean-language text. We measured the reading time, character count, word count, sentence count, and paragraph count for each document. We also evaluated the characteristics of difficult-to-read documents to modify the readability from difficult to easy.

Results: The median readability level was at a professional level; 90.2% (110/122) of the information was difficult to read. In all 4 topics, few documents were easy to read (overview: 5/12, 41.7%; prevention: 6/97, 6.2%; test: 0/5, 0%; treatment: 1/8, 12.5%; P=.006), with a median 11th-grade readability level for overview, a median professional readability level for prevention, and median college readability levels for test and treatment. Difficult-to-read information had the following characteristics in common: literacy style, medical jargon, and unnecessary detail.

Conclusions: In all 4 topics, most of the Korean-language COVID-19 web-based information intended for the general public provided by the national COVID-19 portal of South Korea was difficult to read; the median readability levels exceeded the recommended ninth-grade level. Readability should be a key consideration in developing public health documents, which play an important role in disease prevention and health promotion.

(Keywords: COVID-19; health literacy; readability; public health; health equity; consumer health information; information dissemination; health education; eHealth; online; social media; pandemic; infodemic)

Introduction

Digital health literacy is the ability to seek, find, understand, and appraise health information from electronic sources, and the subsequent ability to apply the knowledge to address a health problem [1]. Many people have difficulty understanding written information worldwide, including approximately 9.6 million Koreans [2] and approximately 75 million Americans [3]. Therefore, providing health information without considering
the population’s literacy level does not guarantee people’s ability to understand and apply the information [4].

Society should ensure that vulnerable individuals are not left behind. Health literacy is a social determinant of health—people with lower literacy skills are less likely to access information or health care services at the same level as those with higher literacy skills [5]. This may contribute to poor health outcomes, such as lower adherence to infection control and prevention measures, ineffective use of health care, and high mortality rates [5-7]. In this context, public health researchers and policy makers have recently extended the concept of health literacy from personal reading skills to organizational health literacy [5,8,9]. The US Department of Health and Human Services’ health strategy [10] emphasized that it is the responsibility of health care organizations to design and deliver health care services and information relating to health in an accessible and understandable format. The South Korean government also includes developing easy-to-read health information in its action plan to reduce health inequity [11]. These public health efforts to achieve health equity will reduce the risk of increasing health disparities within and between countries [10-13].

Readability refers to how easy a text is to read and understand, and it is commonly measured by school grade level (kindergarten to postgraduate school) [14]. Generally, a text is considered easy to read when written below the average reading level of an adult [14]. Health care authorities have encouraged enhancing the readability of health care information, recommending that health information intended for the public be written below a sixth-grade reading level [15-17]. The South Korean government did not establish a standard for the readability of health information despite doing so for other information documents, with the Easy-to-Understand Legislation Project in 2006, which recommended that documents for the general public be written at or below a ninth-grade reading level [18]. This standard was based on the average reading level of Korean adults and the 9 years of free compulsory education that South Koreans receive [19]. The ninth-grade level was also used as a standard for sufficient literacy skills required for daily life in the 2017 Second Korean Adult Literacy Survey conducted by the Ministry of Education and the National Institute for Continuing Education [2]; thus, similarly, this study considers public health information adequately readable when written at or below that of a ninth-grade reading level.

The COVID-19 pandemic has changed the way we communicate, with more people relying on the internet as their primary source of information [20]. COVID-19–related searches have surged and been predominant in 2020 [21,22]. Consequently, web-based communication regarding the risks of the virus has become increasingly important [23,24]. According to a UN report [25], governments have used websites to provide accurate information for the public since the early days of the COVID-19 pandemic. Although health care’s digital transformation has increased the accessibility of information [26], many people may not understand the COVID-19 information shared by health care authorities. Prior research [15,27-34] has shown that most available health information is difficult for the general public to understand. For example, a systematic review [15] of 157 cross-sectional studies concluded that the US and Canada’s web-based health information is written above the average reading level of the population that it aims to inform. Patient information leaflets written in Korean were also found to be written above the average reading level of South Korean adults [27-30], and recently, studies [31-34] have reported that web-based COVID-19 information (written in English) is considered too difficult to understand by the public. However, no studies have been conducted on Korean-language web-based COVID-19 information. We aimed to address this literature gap by evaluating the readability of Korean-language COVID-19 resources. We investigated three research questions: (1) Is Korean-language COVID-19 information provided for the general public on the national COVID-19 portal of South Korea written at or below the recommended ninth-grade level? (2) Does readability differ across topics? (3) What are the characteristics of difficult-to-read information, and how can we improve readability?

Methods

Search Strategy

Information posted between February 3, 2020 and February 10, 2021 was downloaded from the national COVID-19 portal of South Korea [35] on February 10, 2021. Any subsidiary webpages or subdirectories that had information accessible by the public were also assessed using software (Sitechecker, version February 2021; Boosta Inc). All documents were initially screened by title and the main text was reviewed by 2 authors (HM and GHL) independently, using inclusion and exclusion criteria. Any discrepancies were resolved through discussion with the third author (YJC). Information that contained (1) COVID-19 information intended for the general public, (2) was written in Korean-language, and (3) provided by the South Korean government was included. Information that was (1) in other languages, (2) noneducational (such as press releases or daily case updates), (3) not in a written format (ie, videos and images), or (4) intended for public health and health care professionals was excluded. We also excluded duplicate documents.

Ethics

In this study, there were no human participants or assigned interventions; therefore, we did not seek specific ethical approval from an institution review board.

Topic Classification

Included documents were classified by topic—overview, prevention, test, or treatment—by 2 of the authors (HM and GHL) independently, and any disagreement was resolved via discussion with the third author (YJC). The overview category included documents about COVID-19 risk factors, transmission, and the natural course of the disease. The prevention category included documents discussing cleaning, disinfection, physical distancing, personal protective equipment, and vaccination. The test category included documents discussing indications, screening and confirmation tests, or the interpretation of test results. The treatment category included documents about self-care and patient care.
Text Preparation

Documents were formatted as raw text files using Notepad (Microsoft Inc). Any text not directly related to public education was deleted, such as date, author information, titles, figures, tables, legends, references, and copyright information [31,33,36].

Readability Assessment

We assessed text readability using a tool for Korean text (Natmal, version 2019; Lexical data-processing research institute) that determines the readability level based on sentence length and word difficulty [37]. The Natmal database contains 500,000 words classified into 9 difficulty levels by grade [38]. The frequency of words used in the text is measured for each grade and then weighted according to the number of words listed in the database [37]. We grouped text into 4 levels: professional, college, 10th to 12th grade, and at or below ninth grade. Difficult-to-read information was defined as information with a readability level exceeding the ninth-grade level (professional, college, 10th to 12th grade), and easy-to-read information was defined as information with a readability level at or below the ninth-grade level [2].

Enhancing Readability

We analyzed the characteristics of difficult-to-read information to determine common characteristics. Out of the documents that were written at a professional level, 3 documents, each representing a characteristic, were selected after discussion among the authors. To modify the readability level, we addressed each problem characteristic. The readability of each revised document was reassessed with the tool.

Statistical Analysis

All analyses were conducted with the R statistical software (version 3.6.3; R Foundation for Statistical Computing). Results were considered significant with \( P < .05 \). Shapiro-Wilk tests were used to assess the data normality. The categorical variable (readability level) was presented as frequency and percentage, and continuous variables (reading time, character count, word count, sentence count, and paragraph count) were presented as median and interquartile range. Chi-square tests or Fisher exact tests were used to calculate \( P \) values for categorical variables. Kruskal-Wallis tests were used to calculate \( P \) values for continuous variables.

Results

Readability of the Documents

A total of 122 educational documents were included in this study (Figure 1). The median readability level was professional; 9.8% (12/122) of documents were classified as easy to read, and 90.2% (110/122) were classified as difficult to read (Table 1).

![Figure 1. Data collection flowchart.](image)

| Table 1. Readability characteristics by level. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Character       | All (n=122)     | Level           | \( P \) value    |
| Reading time (seconds), median (IQR) | 78.4 (43.0, 161.3) | 129.4 (57.2, 191.6) | 64.4 (43.9, 107.7) | 38.9 (33.4, 93.9) | 32.8 (24.9, 48.8) | <.001 |
| Character count, median (IQR) | 1305.0 (703.0, 2418.0) | 2003.0 (945.0, 2926.0) | 1242.0 (739.0, 1837.0) | 701.0 (620.5, 1609.0) | 632.5 (475.5, 878.0) | <.001 |
| Word count, median (IQR) | 264.5 (145.0, 544.0) | 436.5 (193.0, 646.0) | 217.0 (148.0, 363.0) | 131.0 (112.5, 316.5) | 110.5 (84.0, 164.5) | <.001 |
| Sentence count, median (IQR) | 31.5 (18.0, 60.0) | 47.0 (24.0, 68.0) | 26.0 (14.0, 36.0) | 21.0 (17.5, 36.0) | 17.0 (10.0, 21.5) | <.001 |
| Paragraph count, median (IQR) | 35.5 (20.0, 84.0) | 75.5 (35.0, 121.0) | 27.0 (17.0, 41.0) | 23.0 (19.5, 33.0) | 13.5 (9.5, 17.0) | <.001 |
Readability Among the Documents of Different Topics

Included documents did not evenly cover the 4 topics (Table 2), with most (97/122, 79.5%) covering the topic prevention. For all topics, median readability was classified as difficult (overview: 11th-grade level; prevention: professional level; test: college level; treatment: college level), and there were few (all cases: \( P=.006 \)) easy-to-read documents (overview: 5/12, 41.7%; prevention: 6/97, 6.2%; test: 0/5, 0%; treatment: 1/8, 12.5%).

Table 2. Readability among the documents of different topics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Topic</th>
<th>Overview (n=12)</th>
<th>Prevention (n=97)</th>
<th>Test (n=5)</th>
<th>Treatment (n=8)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Readability level, median</td>
<td>Professional</td>
<td>11th grade</td>
<td>Professional</td>
<td>College</td>
<td>College</td>
<td>.006</td>
</tr>
<tr>
<td>Readability level, n (%)</td>
<td>Professional</td>
<td>66 (54.1)</td>
<td>3 (25.0)</td>
<td>59 (60.8)</td>
<td>2 (40.0)</td>
<td>2 (25.0)</td>
</tr>
<tr>
<td></td>
<td>College</td>
<td>33 (27.0)</td>
<td>3 (25.0)</td>
<td>23 (23.7)</td>
<td>3 (60.0)</td>
<td>4 (50.0)</td>
</tr>
<tr>
<td></td>
<td>10th to 12th grade</td>
<td>11 (9.0)</td>
<td>1 (8.3)</td>
<td>9 (9.3)</td>
<td>0 (0.0)</td>
<td>1 (12.5)</td>
</tr>
<tr>
<td></td>
<td>At or below ninth grade</td>
<td>12 (9.8)</td>
<td>5 (41.7)</td>
<td>6 (6.2)</td>
<td>0 (0.0)</td>
<td>1 (12.5)</td>
</tr>
<tr>
<td>Reading time (seconds), median (IQR)</td>
<td>Professional</td>
<td>78.4 (43.0, 161.3)</td>
<td>35.4 (27.4, 57.4)</td>
<td>97.6 (49.8, 170.5)</td>
<td>56.9 (32.0, 64.4)</td>
<td>42.1 (29.9, 93.8)</td>
</tr>
<tr>
<td></td>
<td>Character count, median (IQR)</td>
<td>1350.5 (703.0, 2418.0)</td>
<td>663.0 (565.5, 1176.0)</td>
<td>1559.0 (830.0, 2544.0)</td>
<td>1049.0 (609.0, 1331.0)</td>
<td>763.5 (571.5, 1556.5)</td>
</tr>
<tr>
<td></td>
<td>Word count, median (IQR)</td>
<td>264.5 (145.0, 544.0)</td>
<td>119.5 (92.5, 193.5)</td>
<td>329.0 (168.0, 575.0)</td>
<td>192.0 (108.0, 217.0)</td>
<td>142.0 (101.0, 316.5)</td>
</tr>
<tr>
<td></td>
<td>Sentence count, median (IQR)</td>
<td>31.5 (18.0, 60.0)</td>
<td>16.0 (10.0, 27.0)</td>
<td>37.0 (20.0, 63.0)</td>
<td>19.0 (11.0, 29.0)</td>
<td>15.0 (11.0, 29.0)</td>
</tr>
<tr>
<td></td>
<td>Paragraph count, median (IQR)</td>
<td>35.5 (20.0, 84.0)</td>
<td>14.0 (10.5, 30.0)</td>
<td>44.0 (23.0, 97.0)</td>
<td>26.0 (16.0, 31.0)</td>
<td>18.5 (11.5, 36.5)</td>
</tr>
</tbody>
</table>

*This comparison was not made.*

Enhancing Readability

Difficult-to-read information had 3 characteristics in common. They were written in literacy style, with medical jargon, and with unnecessary detail (Table 3).

Document A was the answer to the question, “Will I catch COVID-19 if I travel on a bus or subway train previously used by a confirmed patient?” It was written in literacy style, making it difficult to read. It was changed from literacy style to colloquial to improve its readability.

Document B was the answer to the question, “What are the symptoms of COVID-19?” The original version described the symptoms at length, making it difficult to identify important information. To make the document easier to understand, we included only typical symptoms for each organ rather than all possible symptoms. The medical jargon used in document B was replaced with common words to improve its readability. Medical terms, such as dyspnea, hemoptysis, emesis, anosmia, and ageusia, were replaced with commonly used words, such as shortness of breath, coughing up blood, vomiting, and loss of smell or taste.

Document C was the answer to the question, “How is the test for COVID-19 done?” The original version used medical jargon and included excessive detail in the explanation. To improve its readability, the content was summarized, and the unnecessarily detailed information included in document C was replaced with information tailored to the general public.
Table 3. Original text [35] and text with revisions to enhance readability.

<table>
<thead>
<tr>
<th>Document</th>
<th>Original version</th>
<th>Suggested revision</th>
</tr>
</thead>
<tbody>
<tr>
<td>A, literacy style</td>
<td>When riding on public transportation such as buses or subways, if you touch a handle that has been contaminated by the coronavirus, you could become infected with the virus through your eyes, nose, and mouth. However, proper wearing of a mask and hand sanitization can lower the risk of COVID-19 infection.</td>
<td>You can catch the virus through your eyes, nose, or mouth after touching a handle that has the virus on it. However, if you wear a mask and wash your hands, you can lower your chances of contracting COVID-19.</td>
</tr>
<tr>
<td>B, medical jargon</td>
<td>Symptoms such as a fever of 37.5°C or higher, cough, dyspnea, chills, muscle pain, headache, sore throat, anosmia, ageusia, pneumonia, fatigue, decreased appetite, phlegm, confusion, dizziness, and a runny or stuffy nose can indicate COVID-19. Hemoptysis, chest pain, conjunctivitis, skin symptoms, or digestive system symptoms such as nausea, emesis, and diarrhea may also indicate COVID-19.</td>
<td>Fever and cough are common. Having COVID-19 can make you feel cold and tired, and you may have difficulty in breathing. You may lose your appetite and have a sore throat, body aches, nausea, or diarrhea. You may not have any sense of smell or taste. Some people may not have any symptoms and feel normal, but they can still spread the virus.</td>
</tr>
<tr>
<td>C, unnecessary detail</td>
<td>Samples are collected by physicians, nurses, and medical technicians at designated locations. Upper respiratory tract sampling is mandatory, while lower respiratory tract sampling is optional for patients with spitting. You may experience discomfort or pain while the sample is being collected. The upper respiratory tract sample is a combination of a nasopharyngeal and oropharyngeal swab in one tube. A nasopharyngeal swab involves inserting a cotton swab into the nostril until it reaches the posterior nares. An oropharyngeal swab includes inserting a cotton swab to scrape the inside of the throat. A lower respiratory tract sample is collected by spitting sputum into a container, ensuring that it is not contaminated by other liquids.</td>
<td>You can get tested at screening centers or drive-through facilities. There is a swab and a spit test. In the swab test, a doctor or nurse inserts a cotton swab into your nose or throat. You may feel some discomfort. For the spit test, you are asked to spit thick mucus from your throat into a tube. You will receive your test results through text message.</td>
</tr>
</tbody>
</table>

Discussion

Principal Results and Study Strengths

This study shows that 90.2% of the information available to the public was difficult to read. Of the documents discussing the prevention of COVID-19, only 6.2% (6/97) could be rated as easy to read. This is noteworthy as it shows that very few documents would effectively be able to spread prevention knowledge to the general population. To encourage people to adopt personal protective measures, such as wearing masks and washing hands during the pandemic, the government should prioritize making information on prevention easier to understand. Moreover, easy-to-read documents that were available did not cover all relevant topics equally, such as overview (n=5), prevention (n=6), test (n=0), and treatment (n=1). To make sure that those with lower literacy skills have access to information on public health and safety topics at the same level as people with higher literacy skills.

To the best of our knowledge, this is the first study to evaluate the readability of web-based COVID-19 information written in Korean. Korean is the 20th most spoken language globally, with approximately 82 million speakers [39]. Moreover, South Korea has a large population of older individuals; in 2020, adults aged 65 years and older accounted for 15.7% of the population [40], and it is estimated that South Korea will become a super-aged society in 2025, when the proportion of older adults is expected to reach 20.3% [40]. The proportion is likely to increase to 43.9% by 2060 [40]. Older adults are an important target group when assembling easy-to-understand COVID-19 information because they are at high risk for developing serious complications from COVID-19 [41]. In addition, many older adults have low literacy skills [42]. For example, 71% of Americans older than 60 years were reported to have difficulties understanding written information [3]. Nearly one-third (31.27%) of Korean adults aged 55 to 65 years could read the words but could not understand sentences or long texts [19]. Older adults with lower literacy skills are more likely to be marginalized by the government’s health care or welfare system because they cannot follow instructions for filling out forms.

The documents used in this study, from the national COVID-19 portal run by the government, which is an integrated communication channel that compiles all the COVID-19 information created by various government agencies [35], are likely an accurate reflection of the information currently accessible to the public. The Korean government’s message was amplified through social media platforms (such as Twitter and Facebook) and traditional media (TV and newspapers), thus reaching every corner of the country [43].

Advantages and Disadvantages of the National COVID-19 Portal of South Korea for Distributing Information

The national COVID-19 portal of South Korea has several advantages for disseminating information. First, the website is highly accessible; it appears at the top of the first search results page when searching for COVID-19 on 3 major local search platforms: Naver, which has a 68.9% search engine market share in South Korea; Google, which has a 21.4% market share; and Daum, which has a 7.5% market share [44]. This national COVID-19 portal ranked first in web traffic among South Korean government websites [45], and the website ranked 10th in global rankings for health conditions and concerns [46]. Most
health information seekers begin their search activities with search engines [47]; therefore, it is highly likely that Koreans who searched for COVID-19 information on the internet visited the national COVID-19 portal of South Korea. Furthermore, the information on the national COVID-19 portal are convenient for users because they can access any page without logging in, the documents can be downloaded in various formats, and anyone may freely use these documents for public purposes without any copyright restrictions.

Although the national South Korean COVID-19 portal may serve as a key communication platform between health care authorities and the public, it does not have a user-friendly interface. The web pages of the portal are not divided according to the target audience. As a result, medical professionals visiting this website may waste time reading superficial information, and users who are not medical experts may be overwhelmed with unnecessarily detailed explanations. By separating the pages or sections according to audience type (health care workers, the general public, people with low literacy skills), users may then have a more convenient way to access user-friendly information.

Readability of Web-Based COVID-19 Information Generated by Other Public Health Agencies

The websites of the US Centers for Disease Control and Prevention and the National Health Service England have distinct sections for health care workers, the general public, and people with low literacy skills [48-51]. The web page for health care professionals provides COVID-19 training, such as clinical guides for managing cancer patients and patients requiring endoscopy during the COVID-19 pandemic [50]. Their easy-to-read sections provide information on COVID-19 basics, such as advice surrounding staying at home, COVID-19 vaccine during pregnancy, and what to expect after receiving a COVID-19 vaccine [51].

However, recent studies [34,52,53] have shown that some public health agencies have also failed to provide information in an easy-to-read form. Valizadeh-Haghi et al [52] examined the readability of English-language COVID-19 information based on website categories (ie, news, governmental, commercial, organization, educational) and concluded that that the readability levels in all categories exceeded the recommended level and that commercial websites had better readability than governmental websites. Mishra et al [34] reported that the readability of English-language COVID-19 information on 18 government and international public health agency websites did not meet the recommended readability level. Halboub et al [53] investigated 36 Arabic-language websites on COVID-19 and reported that 66.7% of the included websites were easy for the general public to read. Kruse et al [33] conducted a study of COVID-19 information provided by 8 US academic medical centers and reported that 0.7% of information was written at or below the sixth-grade level.

Comparison With Literature on Readability of Outbreak-Related Information

Reading outbreak-related information poses extra challenges to a layperson because of the use of medical jargon [54-56]. Unfamiliar terms, such as *waterborne, vertical, zoonotic infection, herd immunity, incubation period, cohort isolation, outbreak, epidemic, and pandemic*, are frequently used. Previous studies [57,58] have shown that information on infectious diseases had poor readability; for example, Ebola virus–related information provided by public health agencies was written at readability levels higher than recommended [57], and Basch et al [58] reported that 93% of web-based Zika virus–related information was difficult to read. Moreover, understanding COVID-19 information is more challenging because of the use of new words and phrases, such as *social distancing, un-tact (noncontact), new normal, and covid-19 party*. COVID-19 search results are also difficult for the public to understand—only 17.2% of COVID-19–related web pages were at a readable level [32], and Google-searched information regarding COVID-19 (0/150 articles) did not meet recommended readability levels.

Recent readability studies on English texts have been conducted on various types of texts on specific topics such as those used with vaccine clinical trials, privacy policies, and tests. For example, Emanuel and Boyle [59] reported that informed consent texts for COVID-19 vaccine trials were long and difficult to read. Zhang et al [60] reported that explanations of privacy policies of COVID-19 contact-tracing apps were written at readability levels higher than those recommended. Garcia et al [61] investigated the readability of web-based information on COVID-19 testing and reported that only 6 of 50 websites had appropriate readability.

Interestingly, Mishra et al [34] included information written in English posted on the South Korean government website and reported that it was written above the 11th-grade level; however, these results may not truly represent COVID-19 information commonly shared by Koreans, as South Korea is not an English-speaking country. Korean is the only official language of South Korea; paperwork and internet activities in this region are mainly in Korean. Therefore, information in Korean, rather than information in English, should be analyzed to yield results that represent COVID-19 information commonly shared by Korean.

Implications for Practice

To improve the readability of COVID-19 information aimed at the general public, we urge the South Korean government to introduce the following measures. First, the national COVID-19 portal should be organized according to audience type (ie, health care workers, the general public, and those with a low level of education) to optimize the user experience of each type of audience. Second, guidelines on how to draft easy-to-understand health information for Korean speakers should be developed using plain-writing guidelines that include the principles and skills for easy-to-read writing—the target audience should be identified, important points should be prioritized, information should be provided step by step, foreign words should be reduced, short sentences should be used, important topics should be summarized at the end [62], and synonyms should be used to replace medical jargon with everyday words [63,64].
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Limitations
Our study has several limitations. First, the results might be biased since only one tool was used to assess readability. Second, our results are representative only of the search time frame. Numerous COVID-19 studies have been conducted, and web-based information related to it is constantly changing [65]. Third, there is no verifiable information regarding who has accessed or read what information in the study because collecting or using any personal information was not allowed. Fourth, we only used the readability tool and did not test any information with actual reader. Fifth, we only analyzed text and did not consider other factors that could affect readers' understanding, such as layout, figures, or videos.

Future Directions
Future research should investigate the impact of nontext elements (ie, figures, infographics, videos) on information comprehension. In regions where two or more languages are spoken, it is also necessary to assess the readability of COVID-19 information in other languages, and differences in readability between languages should be assessed.

Conclusions
Readability levels of COVID-19 web-based information provided by the national COVID-19 portal of South Korea exceeded the recommended ninth-grade level. Efforts are needed to provide easy-to-read information to reach more people during a public health crisis. We hope that this study serves as a call to action for health care authorities to develop better guidelines that encourage an easy-to-read format so that information is provided at a level that most readers can understand and apply.
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Abstract

Background: Anxiety and mood problems in adolescents often go unnoticed and may therefore remain untreated. Identifying and preventing the development of emotional problems requires monitoring and effective tools to strengthen adolescents' resilience, for example, by enhancing coping skills.

Objective: This study describes the developmental process, feasibility, and acceptance of Grow It!, a multiplayer serious game app for adolescents aged 12-25 years. The app consists of the experience sampling method (ESM) to monitor thoughts, behaviors, and emotions in daily life to enhance self-insight and daily cognitive behavioral therapy–based challenges to promote adaptive coping.

Methods: Our approach entails an iterative game design process combined with an agile method to develop the smartphone app. The incorporated game features (ie, challenges, chat functionality, and visual representation) in the Grow It! app were co-designed with adolescent end users to increase participant engagement and adherence.

Results: The Grow It! app was delivered for Android and iOS in May 2020. Grow It! was offered to adolescents during the COVID-19 crisis between May and December 2020. Participants of the Grow It! COVID-19 study (sample 1: N=685; mean age 16.19, SD 3.11 years; 193/685, 28.2% boys; sample 2: N=1035; mean age 18.78, SD 3.51 years; 193/1035, 18.64% boys) completed 31.5% (13.2/42) to 49.5% (10.4/21) of challenges. Compliance of ESM was suboptimal (35.1/210, 16.7% to 32.5/105, 30.9%). Follow-up questionnaires indicated an overall score of the app of 7.1 out of 10. Moreover, 72.6% (278/383) to 75.6% (487/644) would recommend the app to friends.

Conclusions: To our knowledge, Grow It! is the first gamified ESM app that both measures individual differences in emotional dynamics and offers an integrated cognitive behavioral therapy–based intervention. Our findings support the feasibility and acceptance, and therefore applicability, of the Grow It! app in adolescents. Further iterations of this serious game app will focus on the increase of compliance and on providing participants feedback through their personal mood profiles.

(JMIR Form Res 2022;6(3):e29832) doi:10.2196/29832
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Introduction

Background

Internalizing problems, such as anxiety and mood problems, have a substantial impact on young people’s lives. These internalizing problems are often associated with school dropout, reduced social functioning, loneliness, unemployment, and reduced quality of life [1-3]. Anxiety and mood disorders usually begin in adolescence [4,5], and unfortunately, they often go unnoticed or untreated [6]. When persistent, internalizing problems often result in emerging psychiatric disorders affecting young people’s daily lives, their future, and society [1-3,6]. Therefore, early identification and timely intervention are crucial to prevent further deterioration, improve prognosis, and reduce the burden on health care systems and society in general [1,7,8].

Mobile health (mHealth) can play an important role in accurate recognition of symptoms and timely treatment [9-11]. mHealth is defined as wireless technologies, such as smartphone apps, to support or achieve health objectives. In terms of its advantages, first of all, mHealth is scalable, accessible, and maybe less stigmatizing than traditional treatment for youths because of the level of anonymity and privacy [12]. Furthermore, mHealth offers the possibility of incorporating motivational elements such as playfulness and gamification, which is advantageous because humans supposedly learn best by playing [13-17]. Finally, mHealth offered in an attractive and fun way through adolescents’ own devices fits very well with their daily life and activities [18,19]. Use is flexible, as it is independent of time and place and can be at a self-determined pace, which is thought to enhance self-efficacy [12]. Indeed, most adolescents indicated that they would use an app to screen for emotional problems and treatment if available [20]. Even though there are already several mHealth apps [21], preventive mHealth apps that integrate novel methods for early identification and preventive intervention are still lacking.

A promising method for the early identification of emotional problems is the experience sampling method (ESM). The ESM is a structured diary method in which participants obtain multiple random notifications on their phone during the day. When a notification pops up, they fill out a microquestionnaire in which they report on their behaviors, thoughts, and feelings in real time (eg, how are you doing right now?). The strength of the ESM is the high ecological validity. Moment-to-moment assessments in real-world settings address the problem of recall bias [22,23]. The promise of ESM data for early identification of adolescents at risk for the development of psychopathology has been demonstrated in a research setting with adults [24] and adolescents [25]. Moreover, self-management may be enhanced by obtaining insights into everyday functioning dynamics, based on ESM data [22,26,27].

The first choice of treatment of anxiety and mood problems in adolescents is psychological therapy, especially cognitive behavioral therapy (CBT) [28-30]. It is known that the way adolescents cope with stress or handle negative emotions in daily life may increase or buffer against the development of anxiety and depressive symptoms [31-33]. That is why CBT is one of the effective interventions aimed at improving coping. Recently, results of an internet-based CBT intervention revealed that positive effects occur already after 4 weeks of CBT [34]. CBT is mostly used in clinical practice but increasingly also applied for preventive purposes [28,29].

Therefore, we cocreated the Grow It! app (Android and iOS) for adolescents aged 12 to 25 years. Grow It! is a multiplayer serious game, a game that is designed for a primary purpose other than entertainment [30]. Incorporated in the Grow It! app are ESM, to enhance self-management and identify mood problems earlier on, and gamified CBT-based challenges, to increase coping. Initially, the app was developed for high-risk adolescent populations, such as adolescents with chronic somatic conditions, offspring of parents with psychiatric disorders, or adolescents experiencing extreme stressful societal circumstances, for example, the COVID-19 pandemic. However, the app may also serve a broader purpose of prevention for adolescents from a general population.

Objectives

The first aim of this study is to give an elaborate description of the developmental process of the multiplayer serious game app Grow It! Second, we aim to study the feasibility and acceptance of Grow It! among end users.

Methods

Developmental Process

Overview

The Grow It! app was developed, with intermittent periods, from March 2016 to February 2020 (Figure 1). During its development, we cocreated the app with a large multidisciplinary team of child and adolescent psychiatrists, developmental and clinical psychologists, data analysts, game designers, and multiple test panels (adolescents aged 12-25 years) [35,36]. The initial concept was developed with University of the Arts Utrecht (test 1a-1b). With IJsfontein BV and consultancy company Game Architect Studio, an agile process (defined as a software development methodology including iterative development, where requirements and solutions evolve in multidisciplinary teams [37]) then was used to develop and evaluate the minimal viable product (MVP; test 2a-2e). For all tests, informed consent was obtained.
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Figure 1. The developmental process of the Grow It! app. ESM: experience sampling method; VAS: visual analog scale.

**Initial Concept**
In March 2016, the developmental process of Grow It! started with a prepilot (test 1a, N=10), which resulted in a paper-based prototype and wireframes. Later on, in the pilot (test 1b), adolescents from the general population (N=21) tested the app’s beta version during a 6-week trial. Weeks 1 and 6 of the test consisted of an ESM-only study with 8 mood assessments per day. During weeks 2 to 5, the mood assessments were given twice a day and combined with CBT-based challenges. In all weeks, users received feedback through push messages complimenting them. Lessons learned were that adolescents were motivated by the game mechanics of Grow It! and liked completing the ESM questionnaires and daily challenges.

**Minimal Viable Product**
In June 2019, an MVP was built. We aimed to improve the app’s content, visual design, interaction design, and reliability of assessments and ran a technical test. The app was developed using agile development and user-centered design methods, including different tests and collaboration with focus groups. Different groups of adolescents (n=6 and n=9) received instructions and were invited to design CBT-based challenges aiming at adaptive coping [36]. Thereafter, all ideas were formulated into specific challenges and were rated in terms of their clinical appropriateness and coping effectiveness by 11 child and youth psychologists and psychiatrists. As a result of these focus groups (test 2a), 126 challenges were formulated, which were later used as the challenges in the Grow It! app. Furthermore, a survey among 107 adolescents (test 2b) resulted in the choice for a visual design that (1) was accepted by a broad range of ages and by both boys and girls and (2) was low cost in maintenance. In interviews (N=4, test 2c) with regard to the navigation of the app, special attention was given to the answer-scale development (Likert and visual analog scale) to increase the assessments’ reliability. In empirical studies on ESM data [22], visual analog scales had demonstrated the anchor-influenced results, and therefore, different approaches were tested (eg, add a cursor above the anchor line). Interviews with adolescents indicated that Likert scales are more intuitive if they run from high to low on the screen instead of low to high. In December 2019 and February 2020, user experience tests of the Grow It! app were run (test 2d). Adolescents (N=23) played the Grow It! app for 1 week. On the basis of interviews, we improved and extended the content of the app by (1) adding a limited chat function with predesigned stickers to motivate team members, (2) allowing users to choose from 3 challenges a day for 6 weeks, and (3) adding a tour in which game mechanics are explained. Finally, a handbook for errors arose from our technical test and quality assessment, which was performed by the research team (N=10, test 2e).

**Feasibility and Acceptance Test**
In May 2020 and in December 2020, at the first 2 peaks of the COVID-19 pandemic, the Grow It! app was launched to assess the game mechanics and user acceptance of the MVP. Owing to government restrictions, all adolescents had to follow social distancing measures (eg, staying at home because schools were closed). Through (social) media, the app was made available to Dutch-speaking adolescents living in the Netherlands, aged 12-25 years, who owned a smartphone. Participants were consecutively enrolled in a Grow It! team after completion of the baseline questionnaire that was linked to the web-based informed consent procedure on a secure website. This way, participants started with the app as soon as possible.

In total, 685 adolescents (sample 1: mean age 16.19, SD 3.11 years; 193/685, 28.2% boys) played the Grow It! app for 6 weeks, and in the second sample, another 1035 adolescents (sample 2: mean age 18.78, SD 3.51 years; 193/1035, 18.64% boys) played the Grow It! app for 3 weeks. A follow-up questionnaire was filled out by 383 and 644 adolescents for samples 1 and 2, respectively (see Table 1 for demographics). In the Grow It! app, participants were given 5 ESM notifications per day and daily challenges. Users who did not show activity in the app (0 or 1 activity in ESM or challenges) were excluded.
from the sample, because to evaluate the user experience of the Grow It! app we were interested in participants who were involved in playing the app.

A complete overview of all (ESM) instruments and questionnaires is provided in our internet-based codebook [38].

The outcomes of our feasibility and acceptance test can be found in the Results section. Statistical analyses are descriptive (means, SDs, and frequencies) and performed using SPSS (version 25; IBM Corp) [39].

### Table 1. Sample characteristics and demographics.

<table>
<thead>
<tr>
<th></th>
<th>Sample 1</th>
<th>Follow-up questionnaire</th>
<th>Sample 2</th>
<th>Follow-up questionnaire</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>App engagement (Grow It! activity; N=685)</td>
<td>(n=383; 55.9% retention)</td>
<td>App engagement (Grow It! activity; N=1035)</td>
<td>(n=644; 62.2% retention)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>16.19 (3.11)</td>
<td>16.26 (3.07)</td>
<td>18.78 (3.51)</td>
<td>18.48 (3.43)</td>
</tr>
<tr>
<td>Gender, n (% boys)</td>
<td>193 (28.2)</td>
<td>100 (26)</td>
<td>193 (18.6)</td>
<td>120 (18.7)</td>
</tr>
<tr>
<td>Education level⁹, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>30 (4.4)</td>
<td>9 (2.3)</td>
<td>9 (0.9)</td>
<td>6 (1)</td>
</tr>
<tr>
<td>Low</td>
<td>104 (15.2)</td>
<td>54 (14.1)</td>
<td>167 (16.1)</td>
<td>98 (15.2)</td>
</tr>
<tr>
<td>Medium</td>
<td>152 (22.1)</td>
<td>92 (24.1)</td>
<td>337 (32.6)</td>
<td>201 (31.2)</td>
</tr>
<tr>
<td>High</td>
<td>399 (58.2)</td>
<td>228 (59.5)</td>
<td>438 (42.3)</td>
<td>293 (45.5)</td>
</tr>
<tr>
<td>Other⁵</td>
<td>N/A</td>
<td>84 (8.1)</td>
<td>N/A</td>
<td>46 (7.1)</td>
</tr>
<tr>
<td>Cultural identity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>622 (90.8)</td>
<td>348 (90.7)</td>
<td>1013 (97.9)</td>
<td>631 (98.1)</td>
</tr>
<tr>
<td>Mixed</td>
<td>57 (8.3)</td>
<td>4 (1.1)</td>
<td>17 (1.6)</td>
<td>11 (1.7)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (0.9)</td>
<td>31 (8.1)</td>
<td>5 (0.6)</td>
<td>2 (0.3)</td>
</tr>
</tbody>
</table>

⁹Low: (preparatory school for) technical and vocational training; medium: (preparatory school for) professional education; and high: (preparatory school for) university.

⁵N/A: not applicable.

**End Product of Developmental Process: The Grow It! App**

**User Journey**

The user journey first entails a phase of enrollment, during which participants can personalize their account. After receiving a 6-digit code (letters and numbers) from the research team via SMS text messaging, they log in to Grow It! and choose their nickname based on 2 turntables. The first turntable shows an adjective (eg, Adorable, Dangerous, Lucky, Creative, and Romantic), and the second turntable shows an animal name (eg, Alpaca, Snake, Iguana, Rabbit, and Crocodile). Participants can rotate the turntables as often as they want to personalize their nickname. For example, one participant nickname could be Lucky Rabbit or Adorable Alpaca (Figure 2). The game mechanics (ie, personalization, collaboration, competition, and feedback) are explained in the mandatory tour of the Grow It! app.
Collaboration

As adolescents are sensitive to peer influence and can be motivated by interactions with peers [40-42], each participant collaborates anonymously in a team with 3 to 7 other players. Adolescents are allocated to a team by the researchers. To support team members, participants can chat by sending and receiving positive stickers (Figure 3). Via this chat system, participants can motivate each other, while the system minimizes the possibilities of bullying and negative peer pressure.

Figure 2. Nickname.

Figure 3. Chat function with positive stickers.
Competition

Competition is encouraged at the team level, where teams play versus each other. Each team has a virtual tree with a name (eg, Oaks, Pines, and Palms), which allows participants to compare their team performance with that of other teams (Figure 4). At the start of the game, the tree is empty. Teams grow their tree when participants receive points by reporting their feelings and behaviors (ESM) and doing daily challenges. These reports are personal and shielded. Team members only see the amount of points their teammates have collected. After a team collects a specified amount of points, they achieve a spurt (ie, level-up), which means that the tree grows in height, and every team member receives a gift to embellish the tree (Figures 5 and 6). As game mechanics, these provide a positive feedback loop and a progress update and establish the reward scheme or the behavioral conditioning that increases retention. Upon earning a gift (ie, loot box) from a growth spurt, a participant can then select his or her choice from 3 gifts. The gifts are wrapped so that there is no indication of what is inside. As a game mechanic, selecting a random gift creates surprise and moments of anticipation essential to maintaining a state of play [43]. When teams have just started using the app, it does not take many points to achieve the first spurt and earn a gift. As the game progresses, however, and teams move to higher levels, more and more points are needed to earn a spurt and gifts. In this way, adolescents are stimulated to keep playing and remain engaged with the app. The difficulty level is scaffolded by incrementally increasing difficulty, which supports retention by continuously challenging the participants as they progress through the game.

Figure 4. Comparing own tree with trees of other teams.
Feedback

The game mechanics of Grow It! provide feedback at different levels. Whereas users can see their own and their team members’ scores in the score overview screen (Figure 7), on their profile page, they obtain an overview of how many times they reported their feelings, behaviors, and challenges that day (Figure 8). Finally, the Grow It! app has a contact button in case of technical issues or urgent psychological problems. Whenever a participant pushes the contact button, a phone number is displayed through which the research team can be reached by telephone or texting on working days during office hours. On the study website, information can be found on how to reach help in acute situations or outside working hours, referring to professional and free services.
**Daily Emotions**

The ESM is an integral part of the app, which can be used for early identification of emotional problems and enhancing self-management in adolescents [22]. To prompt adolescents to report on their feelings, they receive several notifications per day, which are randomized to prevent structural answering patterns (eg, always in math class at 11 AM) [22]. In the first studies, adolescents answered 5 microquestionnaires per day (taking approximately 1-2 minutes) regarding their sleep, activity, affective well-being (eg, I feel happy or sad), coping strategies, pain, fatigue, social behavior, loneliness, stress, and coping (Figure 9).
Our ESM approach’s novelty is that it is gamified to increase motivation, which intends to result in a higher rate of compliance (percentage completed self-evaluations) as well as improved data quality [15]. Compliance is one of the critical quality markers for ESM studies [22].

**Daily Challenges**

To teach adolescents how to cope with setbacks and to promote emotional resilience, the Grow It! app contains daily challenges aimed at strengthening adaptive coping, supporting physical activation, and preventing emotional problems. Coping styles incorporated in the challenges promote distraction, problem solving, social support, and acceptance [44,45]. Participants can choose 1 out of 3 challenges per day (Figure 10). Challenges are divided into three categories: photo challenges, quizzes, and assignments. Examples of challenges are as follows: make a picture of something you hold dear (photo challenge; aimed at distraction), ask someone what they like about you and write it down (assignment; aimed at social support), or answer a multiple-choice question such as *What is sushi usually rolled in?* (quiz; aimed at problem solving). An additional randomly available assignment is the photo check. Participants are shown a matrix of 9 photos and assess which photos fit a particular theme. In this way, they act as the photo challenge jury and can award points to participants and earn extra points themselves for this task.

**Figure 10.** Daily challenges.
Ethical Considerations and Privacy

Risks related to privacy were mitigated by making all participants pseudonymous and only identifiable in the app by participation codes and pseudonyms. Participants determine their pseudonym (i.e., nickname) from a preselected set of words provided by the app. Participants cannot be identified, and only the research team has insight into the private data of the participants. Data collected with the app pertain to the user’s game data (e.g., game-specific actions) and responses to the ESM. The app also accesses the mobile device’s camera, but only when a participant takes a photo for a challenge (not at other times), and the app does not access other functionalities (e.g., Google, GPS, or health apps). All user data are encrypted and sent directly to a secure server at the researcher’s institute. The privacy and security of the Grow It! app is approved by the privacy and security office of Erasmus Medical Center, and the app complies with the Dutch General Data Protection Regulation (Algemene Verordening Gegevensbescherming) and NEN-norm 7510:2017 (Dutch standard of information security management systems in health care). The app is available for research purposes in the Google Play store [46] and Apple store [47]. This study has been approved by the Medical Ethics Committee of the Erasmus Medical Center (MEC-2020-0287).

Results

Overview

As shown in Table 1, participants of sample 1 (N=685; mean age 16.2, SD 3.1 years) were somewhat younger than adolescents in sample 2 (N=1035; mean age 18.8, SD 3.5 years). In general, participants of both samples were relatively highly educated and mostly of Dutch ethnicity. The follow-up questionnaire was filled out by 55.9% (383/685) and 62.2% (644/1035) of the users in sample 1 and sample 2, respectively.

Feasibility and Acceptance

An overview of app engagement (ESM compliance and challenges) and answers of the user evaluation questionnaire carried out in the follow-up can be found in Tables 2 and 3.

Regarding the ESM component, overall compliance was 16.7% (35.1/210 notifications, sample 1) and 30.9% (32.5/105 notifications, sample 2). About 56.77% (583/1027) of the participants indicated that they thought the number of questions per day was too high, whereas about 40.7% (418/1027) indicated the number of questions as sufficient. Some participants also reported that they did not understand why the same questions were asked repeatedly (sample 1: N=20, sample 2: N=16; i.e., at each notification, the same ESM questions were asked to monitor their feelings and behavior over the study weeks). Moreover, 15% (97/644) to 22.9% (88/383) reported no effect of the ESM. However, 66.8% (256/383) to 72.4% (466/644) reported reflecting more on their feelings as a result of the ESM.

With regard to the daily CBT-based challenges, participants completed 31.5% (216/685) to 49.47% (512/1035) of all challenges. Whereas in sample 1, a total of 1.2% (8/685) participants completed all 42 challenges (100%), 6.57% (68/1035) participants completed all 21 challenges (100%) in sample 2. The self-reported effect of the challenges showed that 20.6% (79/383) to 44.2% (285/644) of the participants became more active as a result of the Grow It! challenges.

The overall user evaluation of Grow It! was positive. The average app evaluation score was 7.1 of 10 (SD 1.5) in sample 1 and 7.2 of 10 (SD 1.3) in sample 2. Moreover, the app’s design was evaluated with a score of 7.7 to 8.0 of 10. Finally, 72.6% (278/383) to 75.6% (487/644) would recommend the app to their friends.
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Table 2. App engagement and user evaluation of Grow It! (sample 1).

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Aged 12-17 years</th>
<th>Aged 18-25 years</th>
<th>Difference test (aged 12-17 vs 18-25 years)</th>
<th>t test (df)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>App engagement (Grow It! activity)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of users</td>
<td>685</td>
<td>500</td>
<td>185</td>
<td></td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compliance of ESM(^b) (n=210), number of notifications (%)</td>
<td>35.1 (16.7)</td>
<td>34.4 (16.4)</td>
<td>41.8 (19.9)</td>
<td></td>
<td>1.89 (683)</td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Challenges (n=42), n (%)</td>
<td>13.2 (31.5)</td>
<td>13.3 (31.6)</td>
<td>13.1 (31.2)</td>
<td></td>
<td>0.19 (683)</td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td><strong>User evaluation (follow-up questionnaire)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of users</td>
<td>383</td>
<td>273</td>
<td>110</td>
<td></td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluation of the app (1-10), mean (SD)</td>
<td>7.1 (1.5)</td>
<td>7.4 (1.3)</td>
<td>6.6 (1.7)</td>
<td></td>
<td>4.70 (381)</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Evaluation of the design (1-10), mean (SD)</td>
<td>7.7 (1.5)</td>
<td>7.8 (1.5)</td>
<td>7.5 (1.5)</td>
<td></td>
<td>2.21 (381)</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td><strong>Self-reported effect of ESM, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I got to know myself better</td>
<td>20 (5.3)</td>
<td>17 (6.3)</td>
<td>3 (2.9)</td>
<td></td>
<td>N/A</td>
<td>1.99 (1)</td>
<td>.58</td>
</tr>
<tr>
<td>It made me feel better</td>
<td>19 (5)</td>
<td>13 (4.7)</td>
<td>6 (5.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It made me think about how I feel more</td>
<td>256 (66.8)</td>
<td>181 (66.4)</td>
<td>75 (67.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No effect</td>
<td>88 (22.9)</td>
<td>62 (22.5)</td>
<td>26 (23.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Evaluation amount of ESM per day, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>9.18 (1)</td>
<td>.002</td>
</tr>
<tr>
<td>Few</td>
<td>15 (4)</td>
<td>8 (3)</td>
<td>7 (6.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sufficient</td>
<td>155 (40.3)</td>
<td>122 (44.8)</td>
<td>32 (29)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A lot</td>
<td>213 (55.7)</td>
<td>143 (52.2)</td>
<td>71 (64.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-reported effect of challenges, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>5.26 (1)</td>
<td>.26</td>
</tr>
<tr>
<td>I have had more contact with others</td>
<td>10 (2.5)</td>
<td>6 (2.3)</td>
<td>3 (2.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am better at solving problems</td>
<td>8 (2.2)</td>
<td>4 (1.5)</td>
<td>4 (3.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am better at accepting situations</td>
<td>32 (8.3)</td>
<td>22 (8.1)</td>
<td>10 (8.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have become more active</td>
<td>79 (20.7)</td>
<td>64 (23.6)</td>
<td>15 (13.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have started to feel less lonely</td>
<td>28 (7.4)</td>
<td>20 (7.3)</td>
<td>8 (7.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Evaluation chat function, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>5.79 (1)</td>
<td>.22</td>
</tr>
<tr>
<td>Not nice at all</td>
<td>79 (20.7)</td>
<td>51 (18.7)</td>
<td>28 (25.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A little bit nice</td>
<td>175 (45.7)</td>
<td>122 (44.7)</td>
<td>53 (48.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quite nice</td>
<td>54 (14.1)</td>
<td>41 (14.9)</td>
<td>14 (13.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nice</td>
<td>45 (11.7)</td>
<td>33 (12.2)</td>
<td>11 (10.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very nice</td>
<td>30 (7.9)</td>
<td>26 (9.5)</td>
<td>4 (3.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Would recommend Grow It! to friends, n (%)</td>
<td>278 (72.6)</td>
<td>212 (77.7)</td>
<td>66 (60)</td>
<td></td>
<td>N/A</td>
<td>12.28 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Want to help with future development of the app, n (%)</td>
<td>133 (34.7)</td>
<td>93 (33.9)</td>
<td>41 (36.9)</td>
<td></td>
<td>N/A</td>
<td>0.35 (1)</td>
<td>.55</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

\(^b\)ESM: experience sampling method.
### Table 3. App engagement and user evaluation of Grow It! (sample 2).

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Aged 12-17 years</th>
<th>Aged 18-25 years</th>
<th>Difference test (aged 12-17 vs 18-25 years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>App engagement (Grow It! activity)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of users</td>
<td>1035</td>
<td>405</td>
<td>630</td>
<td>N/A&lt;br&gt;<strong>P value</strong> N/A&lt;br&gt;Chi-square (df) N/A&lt;br&gt;<strong>t test (df)</strong> N/A</td>
</tr>
<tr>
<td>Compliance of ESM&lt;sup&gt;b&lt;/sup&gt; (n=105), number of notifications (%)</td>
<td>32.5 (30.9)</td>
<td>30 (28.6)</td>
<td>33.9 (32.3)</td>
<td>2.17 (1033)&lt;br&gt;.03</td>
</tr>
<tr>
<td>Challenges (n=21), n (%)</td>
<td>10.4 (49.5)</td>
<td>10.5 (50.1)</td>
<td>10.3 (49.2)</td>
<td>0.45 (1033)&lt;br&gt;.65</td>
</tr>
<tr>
<td>User evaluation (follow-up questionnaire)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of users</td>
<td>644</td>
<td>256</td>
<td>388</td>
<td>N/A&lt;br&gt;<strong>P value</strong> N/A&lt;br&gt;Chi-square (df) N/A&lt;br&gt;<strong>t test (df)</strong> N/A</td>
</tr>
<tr>
<td>Evaluation of the app (1-10), mean (SD)</td>
<td>7.2 (1.3)</td>
<td>7.5 (1.3)</td>
<td>6.9 (1.3)</td>
<td>1.59 (624)&lt;br&gt;.11</td>
</tr>
<tr>
<td>Evaluation of the design (1-10), mean (SD)</td>
<td>8.0 (1.3)</td>
<td>8.2 (1.3)</td>
<td>7.8 (1.3)</td>
<td>4.48 (624)&lt;br&gt;.&lt;.001</td>
</tr>
<tr>
<td>Self-reported effect of ESM, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I got to know myself better</td>
<td>62 (9.6)</td>
<td>27 (10.4)</td>
<td>35 (9)</td>
<td>N/A&lt;br&gt;<strong>P value</strong> 8.54 (1)&lt;br&gt;.003</td>
</tr>
<tr>
<td>It made me feel better</td>
<td>19 (3)</td>
<td>13 (5.2)</td>
<td>6 (1.5)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>It made me think about how I feel more</td>
<td>466 (72.4)</td>
<td>174 (68.0)</td>
<td>292 (75.3)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>No effect</td>
<td>97 (15)</td>
<td>42 (16.4)</td>
<td>55 (14.2)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>Evaluation amount of ESM per day, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Few</td>
<td>N/A</td>
<td>11 (1.7)</td>
<td>5 (1.8)</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td>Sufficient</td>
<td>263 (40.9)</td>
<td>119 (46.5)</td>
<td>144 (37.2)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>A lot</td>
<td>370 (57.4)</td>
<td>132 (51.6)</td>
<td>237 (61.2)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>Self-reported effect of challenges, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have had more contact with others</td>
<td>106 (16.5)</td>
<td>31 (12)</td>
<td>78 (20)</td>
<td>N/A&lt;br&gt;<strong>P value</strong> 10.47 (1)&lt;br&gt;.001</td>
</tr>
<tr>
<td>I am better at solving problems</td>
<td>29 (4.5)</td>
<td>16 (6.3)</td>
<td>12 (3)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>I am better at accepting situations</td>
<td>120 (18.7)</td>
<td>47 (18.3)</td>
<td>74 (19)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>I have become more active</td>
<td>285 (44.2)</td>
<td>121 (47.2)</td>
<td>162 (41.7)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>I have started to feel less lonely</td>
<td>104 (16.1)</td>
<td>41 (16.2)</td>
<td>62 (16.1)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>Evaluation chat function, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not nice at all</td>
<td>142 (22)</td>
<td>35 (13.5)</td>
<td>107 (27.6)</td>
<td>N/A&lt;br&gt;<strong>P value</strong> 28.11 (1)&lt;br&gt;.&lt;.001</td>
</tr>
<tr>
<td>A little bit nice</td>
<td>288 (44.7)</td>
<td>109 (42.7)</td>
<td>179 (46)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>Quite nice</td>
<td>106 (16.4)</td>
<td>54 (21.2)</td>
<td>51 (13.2)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>Nice</td>
<td>77 (12)</td>
<td>41 (16.1)</td>
<td>36 (9.4)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>Very nice</td>
<td>31 (4.9)</td>
<td>17 (6.6)</td>
<td>15 (3.8)</td>
<td>N/A&lt;br&gt;<strong>P value</strong></td>
</tr>
<tr>
<td>Would recommend Grow It! To friends, n (%)</td>
<td>487 (75.6)</td>
<td>215 (84)</td>
<td>272 (70)</td>
<td>N/A&lt;br&gt;<strong>P value</strong> 16.12 (1)&lt;br&gt;.&lt;.001</td>
</tr>
<tr>
<td>Want to help with future development of the app, n (%)</td>
<td>263 (40.9)</td>
<td>117 (45.7)</td>
<td>146 (37.7)</td>
<td>N/A&lt;br&gt;<strong>P value</strong> 0.74 (1)&lt;br&gt;.39</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
<sup>b</sup>ESM: experience sampling method.

### Results for Adolescents Compared With Emerging Adults

Given the broad age range in which adolescents participated (12-25 years), we also reported outcomes separately for adolescents (12-17 years) and emerging adults (18-25 years) in Tables 2 and 3. Higher user evaluations of the Grow It! app were found in the adolescent group in comparison with the emerging adult group (ie, samples 1 and 2: adolescents rated the design of the app higher, and more adolescents would recommend the app to their friends in samples 1 and 2; sample 1: adolescents’ evaluation of the app was higher, and number of ESM notifications per day was evaluated better; sample 2: evaluation of the chat function was better in adolescents). Moreover, no differences between age groups were found with regard to app engagement with the exception of slightly higher...
compliance of ESM in emerging adults than in adolescents (only in sample 1).

Discussion

Principal Findings

The Grow It! app emerged from a lack of and need for preventive interventions for emotional problems and promoting adaptive coping for adolescents; in addition, these interventions need to be low key, nonstigmatizing, fun, attractive, private, and secure. On the basis of the developmental process and acceptance and feasibility of Grow It!, key lessons learned and directions for future research are formulated and shared. Our approach entails an iterative game design process combined with an agile method to develop the smartphone app. The incorporated game features in the Grow It! app were co-designed with adolescent end users to increase participant engagement and adherence. With regard to the app engagement and user evaluation filled out at follow-up, we indicated that we have some evidence that supports the feasibility and acceptance, and therefore applicability, of Grow It! in adolescents.

Earlier studies suggest that adolescents are open to using mHealth [48]. Indeed, the large interest as well as the positive user evaluation provide reason to believe that adolescents, at least a large group, are positive and open to using mHealth. Grow It was co-designed with youths, which was reflected in age-appropriate daily challenges and an overall positive rating of the Grow It! app. Moreover, 66.8% (256/383) to 72.4% (466/644) of the participants felt they reflected more on their emotions.

Limitations

Although the results of the developmental process, acceptance, and feasibility are informative and promising for mHealth, several limitations should be mentioned. First, the majority of the study sample consisted of girls. The design of the app seems more appealing to girls, despite the long process of cocreation with both boys and girls. One of the explanations might be that girls are more inclined to seek help [49] and therefore are also more inclined to participate in our study.

Second, the COVID-19 pandemic and related governmental restrictions might have influenced the results. Owing to remote working during the COVID-19 pandemic, participants had no or minimal personal contact and received minimal instructions on how to participate in an ESM study, although this is stated as an important factor to obtain reliable data [22]. Third, concerning self-monitoring, it is notoriously difficult to motivate adolescents. In this study, compliance of ESM was lower than in a typical research design [22]; however, participants received no financial incentive and were entirely motivated by the game structure to answer questionnaires. We, therefore, expect that with more targeted use (eg, in blended care when the app is explained by a professional), the compliance and user satisfaction might be more favorable. Furthermore, the dropout rates were comparable with other web-based studies [50]. In order to increase app engagement, improvements are needed; for instance, designs may need to be tailored to the individual (personalization) and (in-person) feedback is needed.

Future Directions

With regard to the early identification of emotional problems, ESM data of the Grow It! app provides an opportunity to develop algorithms in future research for the early detection of emotional problems, which often go unnoticed in adolescents [6]. Identifying emotional problems early on would require capitalizing on novel developments in clinical psychology [51] combined with the motivational game architecture codeveloped with youths [36]. The ESM has already shown to be a reliable method to investigate variation in thoughts, feelings, and symptoms over time and context in research settings [22,23]. Dietvorst et al [25] have demonstrated that ESM data helps to identify the onset of depressive feelings among adolescents 3 months ahead. Specifically, this was done by differentiating typical adolescents (eg, grumpy at home), from early depressive feelings. In future work, analyzing highly rich ESM data with more powerful analytical techniques, such as machine learning, could potentially improve this early identification.

In clinical practice, self-management and self-insight may be enhanced by obtaining insights into one's emotion dynamics [22,26,27]. A feature such as providing participants with feedback through a daily life emotion chart (eg, mood profile) could provide participants with better insight and feedback into their well-being [52,53]. It may also serve as a therapeutic function, as integrating real time mood profiles in the app could encourage adolescents to reflect more on their emotions, coping, and behavior in different contexts [26] and could also be used as a routine outcome measure during therapy. To test the effects of the app upon adolescent well-being and resilience, an additional in-depth evaluation is required. Research questions and hypotheses that are beyond the scope of the developmental process focusing on the main effect of the app are preregistered [54,55] and will be executed in the future accordingly, including a randomized controlled trial study to test the effectiveness of the Grow It! app.

Conclusions

The Grow It! app has been developed and improved through iterations in collaboration with a large multidisciplinary team. It is innovative, age-attuned, easily accessible, fun, and visually appealing and, most importantly, serves the needs of adolescents. The app was well received by adolescents, and the first findings presented here indicate that adolescents were motivated by the game mechanics of Grow It! and liked completing the ESM questionnaires and daily challenges. Initially, the app was developed for high-risk adolescent populations, such as adolescents with chronic somatic conditions, offspring of parents with psychiatric disorders, or adolescents experiencing extreme stressful societal circumstances, for example, the COVID-19 pandemic. However, the app may also serve a broader purpose of prevention for adolescents from a general population. Our findings support the feasibility and acceptance, and therefore applicability, of the Grow It! app in adolescents.

The ambition is to further improve the app after each research study by including new features and resolving usability issues. The next step will be to focus on the increase of compliance and providing participants feedback through their personal mood profiles.
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Abstract

Background: There is growing interest in digital platforms as a means of implementing scalable, accessible, and cost-effective mental health interventions in the workplace. However, little is known about the efficacy of such interventions when delivered to employee groups.

Objective: This study aims to evaluate the feasibility and preliminary efficacy of a digital mental health platform for the workplace, which incorporates evidence-based practices such as cognitive behavioral therapy and acceptance and commitment therapy. A total of 3 brief, unguided interventions designed to address stress, anxiety, and resilience, respectively, are evaluated. The primary aim is to determine the feasibility of the study methods and interventions in preparation for a definitive randomized controlled trial.

Methods: The study used a fully remote, parallel, multi-arm, external pilot randomized controlled trial, with 3 intervention arms and a no-intervention control group. Participants were working adults representative of the general UK population with respect to age, sex, and ethnicity who were recruited from a web-based participant platform. Primary outcomes included objective and self-report measures of feasibility, acceptability, engagement, transferability, relevance, and negative effects. Secondary outcomes included 4 self-report measures of mental health and well-being, completed at baseline (time point 0 [t0]), postintervention (time point 1 [t1]), and the 1-month follow-up (time point 2 [t2]). Secondary outcomes were analyzed via linear mixed-effects models using intention-to-treat principles. Preregistered criteria for progression to a definitive trial were evaluated.

Results: Data were collected between January and March of 2021. A total of 383 working adult participants meeting trial eligibility were randomized, of whom 356 (93%) were retained at t2. Objective engagement data showed that 67.8% (196/289) of participants randomized to an intervention arm completed their intervention. Overall, 87.1% (203/233) of participants reported being satisfied or very satisfied with their intervention and rated the quality of their intervention as good or excellent. All intervention groups reported significantly greater improvements than the control group on at least one secondary outcome at t1, with between-group Hedges g effect sizes for the pooled interventions ranging from 0.25 (95% CI 0.05-0.46) to 0.43 (95% CI 0.23-0.64). All the improvements were maintained at t2.

Conclusions: The study methods were feasible, and all preregistered criteria for progression to a definitive trial were met. Several minor protocol amendments were noted. Preliminary efficacy findings suggest that the study interventions may result in improved mental health outcomes when offered to working adults.

Trial Registration: ISRCTN Registry 80309011; http://www.isrctn.com/ISRCTN80309011
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Introduction

Background and Rationale
Mental illness affects hundreds of millions of people worldwide, resulting in decreased quality of life, family and community disruption, increased health care costs, and a significant economic burden for employers [1,2]. Employee performance, rates of illness, absenteeism, and staff turnover are all affected by employees’ mental health status. In the United Kingdom, workplace mental health problems result in an estimated 70 million lost workdays and a total cost of up to £45 billion (US $61 billion) each year for businesses [3]. This is compounded by an estimated global treatment gap of >50% for people with mental health disorders [4,5].

There is growing interest in web and smartphone apps as a means of increasing the reach of mental health and well-being interventions [6,7]. Digital platforms can offer a broad range of content within a standardized environment that is interactive and dynamic while also being widely accessible, cost-efficient, and nonstigmatizing. With fewer access barriers, digital platforms also have the potential to offer a preventative solution to common mental health problems by facilitating sustained, proactive engagement [8,9]. Such platforms can vary widely in their means of delivery (web vs mobile app), the core therapeutic approach they use (with cognitive behavioral therapy [CBT], mindfulness meditation [MM], and positive psychology being common), and the duration and format of their content.

There is now convincing evidence for the effectiveness of digital interventions when delivered in health and community settings [10], as well as emerging evidence that they may be effective when delivered in occupational settings [11,12]. Previous meta-analyses have found small positive effects on psychological well-being (Hedges $g=0.37$) and work effectiveness (Hedges $g=0.25$) [11] and small to moderate effects on common mental health outcomes, such as stress (Hedges $g=0.54$), anxiety (Hedges $g=0.34$), and symptoms of depression (Hedges $g=0.30$) [12]. However, the current evidence base is limited by considerable heterogeneity across studies and an insufficient number of high-quality trials. Moreover, only a fraction of for-profit mental health apps (MHapps) are supported by empirical evidence [13], with added concerns that such platforms are frequently characterized by low adherence [14-16]. Together, these suggest the need for further research.

In this study, we conduct an external pilot randomized controlled trial (RCT) as part of the initial testing of Unmind—a novel digital mental health platform for the workplace. Unmind provides employees with tools to help them track, maintain, and improve their mental health and well-being. It features a broad range of content that draws on multiple evidence-based approaches such as CBT [17], MM [18], behavioral activation [19], acceptance and commitment therapy (ACT [20]), and positive psychology [21]. Central to the platform are individual learning and development courses (known as Series) designed to address specific topics of mental health and well-being. Series are short, standalone interventions, typically ranging between 5 and 7 sessions, each of approximately 10 minutes in duration, and can feature a mix of audio and video content, infographics, and interactions with a chatbot.

Study Objective
Consistent with recent guidelines on pilot trials [22,23], the primary aim of this study is to evaluate the feasibility of the study methods, and 3 separate Unmind Series that address the topics of stress, anxiety, and resilience, respectively, in preparation for a future definitive RCT. We chose to evaluate content relating to stress and anxiety as these are highly prevalent in the workplace [3] and have been extensively studied in previous evaluations of MHapps [24-26], allowing for a comparison of the current findings to previous evidence. In addition, we chose to evaluate content relating to resilience, as evidence suggests that it plays an important role in the prevention of mental health problems [27] and thus may be integral to the effectiveness of a preventative platform. A secondary aim is to establish the preliminary efficacy of each intervention with respect to self-report measures of stress, anxiety, symptoms of depression, and resilience, including establishing between-group effect sizes and 95% CIs (for each intervention compared with the control group). Although depression was not a specific target of any of the study interventions, we chose to include it as an outcome as it is highly comorbid with stress and anxiety [28,29] and a common problem in workplace settings [3]. Finally, we also aim to report on the combined effects of all interventions compared with the control group.

As the Unmind app comprises an extensive library of standalone interventions, it is important that each component of the app is evaluated. We chose to include 3 intervention arms in this study as this is more efficient than performing sequential 2-arm trials and increases the proportion of participants randomized to an intervention arm [30]. In addition, if a definitive RCT is warranted, an aim might be to evaluate whether each intervention arm has a greater effect on the specific outcome targeted by that intervention relative to the other intervention arms. Thus, this study uses a parallel, multi-arm, external pilot RCT design and recruited UK-based, community-dwelling, working adult participants who are randomly allocated to 1 of 3 intervention arms or to a no-intervention control group. We chose to implement a no-intervention control as (1) participants were not selected on the basis of poor mental health or seeking help for a problem, (2) recent evidence suggests that wait-list groups may introduce nocebo effects in psychotherapy trials [31], and (3) participants received monetary compensation for taking part.

The feasibility of each intervention arm is assessed via objective and self-reported outcomes capturing recruitment, retention, intervention uptake and adherence, acceptability, transferability, relevance, and negative effects. The preliminary efficacy of each intervention arm is assessed via self-report outcome measures delivered before (time point 0 [t0]) and after the
interventions (time point 1 [t1]; 2 weeks after t0) and at the 1-month follow-up (time point 2 [t2]). The results of this study are intended to inform whether a definitive RCT to evaluate the efficacy of each intervention arm is warranted and provide estimates of the parameters required for its design and implementation.

Methods

The authors followed the CONSORT (Consolidated Standards of Reporting Trials) 2010 guidelines [32] when preparing this study, including recent extensions to pilot trials [22] and multi-arm trials [33].

Trial Design

This study was a parallel, multi-arm, external pilot RCT with pre- (t0) and postintervention (t1; 2 weeks after t0) assessments and a 1-month follow-up (t2). Participants were randomly allocated to 1 of 3 brief, self-guided psychological interventions (Series) featured on the Unmind platform or to a no-intervention control group in a 1:1:1:1 allocation ratio. Participants were working adults recruited from the Prolific web-based recruitment platform [34], and the entire study was conducted on the web between January and March 2021. Of note, the study commenced several weeks after the start of a third national UK lockdown (in response to the SARS-CoV-2 pandemic), and t2 data were collected after the commencement of a phased easing of lockdown restrictions. The trial was preregistered at ISRCTN 80309011, and a full study protocol was preregistered at Open Science Framework in December 2020.

Ethics Approval

The trial received ethical approval from the University of Sussex sciences and technology research ethics committee (ER/KC226/2).

Participants

Participants were recruited via the Prolific web-based recruitment platform, which has been empirically tested across attributes such as participant response rates and data quality [35]. Inclusion criteria were (1) aged at least 18 years, (2) currently residing in the United Kingdom, (3) self-identifying as being in full- or part-time employment, (4) having an active account on Prolific, (5) having access to an internet connection via a smartphone or desktop device, and (6) being fluent in English. Prolific indicated that there were 50,978 eligible individuals at the time of conducting the study.

Prolific implements a prescreening system that allows researchers to screen for eligibility without implementing a screening questionnaire. Prolific also supports the recruitment of study samples representative of the national UK population with respect to age, sex, and ethnicity based on guidelines from the UK Office of National Statistics. This study drew upon this feature to maximize the generalizability of the findings.

Procedures

All study assessments were hosted on the Qualtrics survey platform [36], and participants were required to provide informed consent via a form built into each study assessment alongside a digital information sheet. All participants who completed the t0 assessment were invited to complete the t1 and t2 assessments via the Prolific recruitment platform. Participants were offered a £7 (US $9.50) incentive for completing each of the 3 study assessments (baseline, postintervention, and 1-month follow-up), delivered via Prolific. Participants randomized to one of the intervention arms received reminder messages on days 5 and 10 of the intervention (delivered via Prolific’s anonymous inbox system), encouraging them to complete all intervention sessions. However, participant reimbursement was not contingent on intervention adherence.

Randomization

Randomization occurred at the end of t0 and was implemented via the Qualtrics randomizer feature, which uses block randomization to ensure balanced groups. It was not possible to blind the participants to group assignments. After randomization, participants assigned to one of the intervention arms were sent a message via Prolific’s anonymous inbox system with instructions on how to access their intervention, including using a unique voucher code to sign up to the Unmind platform. The research team remained blind to group assignment for the duration of data collection but was unblinded during data analysis.

Interventions

Overview

Unmind is a digital platform designed to be used by working adults to measure, manage, and improve their mental health and well-being. It can be accessed via the web, mobile, or tablet (Android or iOS), and the Unmind smartphone app can be downloaded via the Apple or Google Play stores. The platform features a wide range of resources and content created by academics and clinicians with expertise in adult mental health, which are rooted in evidence-based practices such as CBT [17], MM [18], behavioral activation [19], ACT [20], and positive psychology [21].

Although Unmind includes a wide range of content and features, this study focused on evaluating Series. Series are brief, unguided learning and development courses, typically comprising between 5 and 7 sessions, each of approximately 10 minutes in duration, that are designed to be completed sequentially, and include a mix of audio and video content, infographics, and interaction with a chatbot (see Figure 1 for example screenshots). Each Series focuses on a specific symptom, topic, trait, or behavior related to mental health and typically uses a key therapeutic approach, such as CBT, MM, or ACT. Series are designed to provide both reactive support (to manage or address an existing problem) and proactive support (to prevent the onset of a future mental health problem).
The intervention arms in this study comprised 3 individual Series designed to address stress, anxiety, and resilience, respectively. For the purposes of the study, participants were instructed to only engage with their allocated intervention, despite having access to the full Unmind platform, and were excluded from standard email campaigns that encourage interaction with content not evaluated in this study. Participants had 2 weeks to complete their allocated intervention and were free to progress through the intervention at their own pace. A description of each intervention arm is provided in the following sections.

**Combatting Stress**

This intervention draws upon CBT and ACT techniques and is designed to help users better manage their day-to-day stressors. Over the course of 7 sessions, it provides psychoeducation on stress and its physical manifestations, helps users spot personal triggers, and explores different approaches to coping. It also introduces the idea of acceptance. Users are taught stress management techniques and are encouraged to practice between sessions.

**Working With Worry**

This intervention is underpinned by theoretical models of generalized anxiety disorder (GAD), although it is targeted at users who identify as worriers rather than those meeting any predefined criteria for a diagnosis of GAD. Content spans 7 sessions and covers key elements of CBT, including tolerance of uncertainty, challenging worry beliefs, problem solving, and working with imagery. It also introduces the idea of acceptance. Users are taught stress management techniques and are encouraged to practice between sessions.

**Building Resilience**

This intervention aims to help users apply evidence-based techniques to aid the cultivation of essential qualities of personal resilience, drawing upon CBT and ACT. Over the course of 7 sessions, learning covers topics such as honing strengths, facing challenges, and tolerating discomfort. It also explores aspects such as coping styles and realistic optimism. The Series encourages users to increase their self-awareness and guides them to build a personal resilience plan.

In each Series, learning is optimized by the use of a chatbot to allow note-taking and aid reflection, as well as the use of short recap videos at the beginning of each new session. Each Series also has its own accompanying brief handbook, which is emailed to participants as a PDF file on starting their first session. Handbooks contain a summary of key learning points and infographics from the Series and include space for participants to write any further reflections on their learning from each session.

For the purposes of this study, participants were instructed not to engage with other content and features included in the Unmind app (and not described here) so that the feasibility of the study interventions could be assessed in isolation. The app also includes a Help page containing information and resources for key well-being topics and signposting to urgent problems. Participants had access to versions 2.56.0 to 2.59.0 of the Unmind app, and no major app changes or updates were launched during the 2-week study period.

**Outcomes**

**Overview**

Participant demographics and other variables were captured at t0, including whether each participant had engaged with therapy or counseling, and a mental health or well-being app within 6
months before taking part in the study. Participants were also asked to rate the extent to which they agreed with the statement, “Do you agree that it’s important for people to look after their mental health and wellbeing?” on a 5-point Likert scale from strongly agree to strongly disagree.

**Primary Outcome Measures**

Recent guidelines suggest that complex health interventions should be feasible, acceptable, engaging, transferable to other settings, and relevant [37]. In addition, psychological interventions should be evaluated for negative effects [38]. Therefore, preregistered primary outcomes included the following:

1. Feasibility: recruitment, intervention uptake, and retention (at t1 and t2)
2. Acceptability: intervention adherence and completion rates, participant satisfaction, and reasons for discontinuing the intervention
3. Engagement: average sessions completed and 3 questions adapted from the Mobile App Rating Scale [39]
4. Transferability: 1 question adapted from the Mobile App Rating Scale
5. Relevance: 1 question assessing subjective relevance
6. Negative effects: 1 question adapted from recent guidelines on assessing negative effects [40] and the proportion of participants that reliably deteriorated across all secondary outcome measures.

Outcomes were measured through a combination of objective data (captured by the Unmind platform) and self-reported data captured at t1 (Multimedia Appendix 1).

**Secondary Outcome Measures**

Preregistered secondary outcomes included self-report measures capturing symptoms of common mental health problems.

**The Perceived Stress Scale-10**

The Perceived Stress Scale (PSS) is a 10-item scale that asks respondents to rate how often they feel or think that their lives are unpredictable, uncontrollable, and overloaded on a 5-point Likert scale from 0 (never) to 4 (very often) [41]. Total scores range from 0 to 40, with higher scores indicating greater perceived stress. The PSS has a Cronbach α >.70 across 12 individual studies (and .91 in this study at t0) and good test–retest reliability across 4 individual studies [42]. The original scale uses a 1-month reporting period; however, this has been shortened in several previous studies [43,44], and this study used a 2-week reporting period.

**The GAD-7 Scale**

The GAD-7 is a 7-item scale used to screen for the presence and severity of an anxiety disorder [45]. Participants rate each item on a 4-point Likert scale from 0 (not at all) to 3 (nearly every day), with total scores ranging from 0 to 21. A score ≥10 is suggestive of the presence of anxiety, and scores of 5, 10, and 15 are taken as cutoff points for mild, moderate, and severe anxiety, respectively. The GAD-7 has excellent reliability and internal consistency (Cronbach α of .89 in the original validation and .91 in this study at t0) and has been validated in both the general population and primary care settings [45,46].

**The Patient Health Questionnaire-8**

The Patient Health Questionnaire (PHQ)-8 is an 8-item scale derived from the PHQ-9, which screens for the presence and severity of depression [47]. The PHQ-8 omits an item that assesses suicidal ideation and is more appropriate for use in nonclinical samples and settings [48]. The response options are equivalent to those of the GAD-7, with total scores ranging from 0 to 24. A score ≥10 suggests the presence of depression, and scores of 5, 10, 15, and 20 are taken as cutoff points for mild, moderate, moderately severe, and severe depression, respectively. The PHQ-8 has excellent internal consistency (Cronbach α of .89 in primary care settings and .88 in this study at t0) and excellent test–retest reliability [49].

**Brief Resilience Scale**

The Brief Resilience Scale (BRS) is a short, 6-item scale designed to assess people’s ability to bounce back or recover after stressful events [50]. Participants rate each item on a 5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree) or the reverse for negatively worded items. The BRS is scored by reverse coding items 2, 4, and 6 and computing the mean of the 6 items. The creators of the scale have suggested that scores <3 be interpreted as low resilience and scores ≥4.3 be interpreted as high resilience [51]. The BRS displays good internal consistency (Cronbach α=.80-.91 and .91 in this study at t0) and test–retest reliability.

**Progression Criteria**

As per formal guidelines [52], preregistered progression criteria were defined as follows: (1) full study recruitment within 1 month; (2) at least 30% intervention completion rates based on a previous meta-analysis of adherence to unguided psychological interventions [53]; (3) at least 75% adherence to protocol instructions (defined as the proportion of participants who refrain from engaging with ≥1 Series session outside of their allocated Series); (4) at least 50% of participants reporting being satisfied or very satisfied with the intervention and rating the quality of the intervention as good or excellent; and (5) the 95% CI on between-group effect sizes for secondary outcomes including at least a small effect (Hedges g=0.2) for ≥1 outcome measures.

**Sample Size**

This study was powered for CIs on the feasibility outcomes. A sample size calculation indicated that approximately 100 participants were required to estimate feasibility outcomes with a margin of error ≤10% (based on a conservative population proportion of 50% for retention and adherence, and a 95% CI). This is consistent with previous guidelines suggesting that 60 to 100 participants per intervention arm are optimal for estimating binary outcomes in pilot RCTs [54]. Therefore, we aimed to recruit 400 participants in total.

**Statistical Methods**

The results from all preregistered primary and secondary measures are reported. Minor deviations from the preregistered
Primary Analyses

Descriptive statistics were used to report primary outcomes. Categorical data were reported as proportions in each response category, and Fisher exact test of independence was used to compare responses between intervention arms (with P values computed using Monte Carlo simulation and 2000 iterations). Where tests were significant, post hoc pairwise comparisons between study arms were performed (using false discovery rate methods to adjust P values).

Objective in-app usage data were provided by Unmind. For simplicity, intervention sessions were only characterized as complete if all components of the session were played. Descriptive statistics were used to characterize engagement and stratify participants according to whether they completed, started but did not complete, or failed to start their allocated intervention.

We computed the proportion of participants who self-reported reliable deterioration in mental health scores from t0 to t1, and t1 to t2, based on an estimate of the reliable change index for each outcome measure. The reliable change index was computed based on methods provided by Jacobson and Truax [56], using Cronbach α as a measure of reliability and an α level of .05 (Multimedia Appendix 3). Participants with missing data or those who were unable to reliably deteriorate based on t0 scores were excluded from this analysis.

Secondary Analyses

Secondary outcome measures were analyzed using both intention-to-treat (ITT) and per-protocol (PP) approaches. For the ITT analysis, all participants with complete t0 data were included, regardless of intervention adherence and any deviation from instructions. Participants were excluded from the PP analysis if they failed to complete all 7 intervention sessions, if they started an Unmind Series outside of their allocated intervention, or if they were lost to follow-up at t1. As findings from the PP analysis were largely equivalent to ITT, we opted to omit these results (although a comparison of effect sizes is reported in Multimedia Appendix 4).

Analyses were performed using linear mixed-effects models (LMMs) with restricted information maximum likelihood estimation (via the lme4 package in R [57]). Each model included a within-subject factor time (with levels: t0, t1, and t2), a between-subject factor group (combating stress, working with worry, building resilience, or control), their interaction as fixed effects, and a separate baseline for each participant. Time was modeled as a categorical factor. Model residuals were checked via Q–Q plots to assess model assumptions and goodness of fit. For each outcome, we reported (1) the estimated marginal means (EMMs) with 95% CIs for each time point and intervention arm, (2) P values for within-group contrasts comparing changes from t0 to t1 and t0 to t2, and (3) between-group contrasts (with 95% CIs) comparing changes from t0 to t1 and t0 to t2 for each intervention arm (and all intervention arms combined) relative to the control group (with both unadjusted and Tukey-adjusted P values). P values <.05 were considered significant. We also report a standardized effect size (Hedges g with 95% CI) for each between-group contrast. Hedges g was calculated using EMMs (as opposed to raw data, which require the use of complete cases only) and pooled SDs. The 95% CIs were calculated using equations 15 and 16 from Nakagawa and Cuthill [58]. P values were reported to a maximum of 3 decimal places, with values <.001 reported as P<.001.

Subgroup Analyses

Subgroup analyses were performed to examine changes in secondary outcome measures for participants who self-reported having at least mild symptoms at t0 or at least moderately low resilience. Thresholds for subgroup analyses were as follows: a score ≥16 on the PSS, ≥5 on the GAD-7, ≥5 on the PHQ-8, and <3 on the BRS. For simplicity, we report a comparison of Hedges g effect sizes for these subgroups versus the ITT analysis but omit the full output of each LMM. In addition, we analyzed the intervention feedback ratings for these subgroups separately. As the findings were similar to the ITT sample, these are reported in Multimedia Appendix 5.

Finally, multivariate logistic regression was conducted on the intervention group data only to explore whether any baseline variables were predictive of intervention completion (defined as I for randomized participants who completed all sessions of their allocated intervention and 0 for all other randomized participants). Predictor variables included all demographic variables and other baseline characteristics, as well as all self-report secondary outcome measures at t0. For categorical predictors, categories that included <10 observations were dropped from the regression analysis.

Results

Participants

Participant demographics and other baseline variables are presented in Table 1. The mean age of the participants was 44.6 (SD 14.3) years, 52% (199/383) were female, and 81.2% (311/383) were White, suggesting that the study sample was broadly representative of the general UK population [59]. All participants were employed (part-time: 94/383, 24.5%; self-employed: 49/383, 12.8%) across a broad range of industries and most had not used an MHapp (306/383, 79.9%) or not engaged in talking therapy (352/383, 91.9%) in a 6-month period before taking part in the study. Almost all participants (372/383, 97.1%) either agreed or strongly agreed with the statement, “It’s important for people to look after their mental health and wellbeing.”
### Table 1. Participant demographics and baseline variables (N=383).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall</th>
<th>Control (n=94)</th>
<th>CS(^d) (n=94)</th>
<th>WW(^b) (n=97)</th>
<th>BR(^c) (n=98)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD; range)</strong></td>
<td>44.6 (14.3; 18-75)</td>
<td>45.6 (14.2; 18-69)</td>
<td>44.8 (14.3; 19-75)</td>
<td>43.6 (14.7; 19-72)</td>
<td>44.7 (14.3; 18-69)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>199 (52)</td>
<td>53 (56.4)</td>
<td>41 (43.6)</td>
<td>55 (56.7)</td>
<td>50 (51)</td>
</tr>
<tr>
<td>Male</td>
<td>184 (48)</td>
<td>41 (43.6)</td>
<td>53 (56.4)</td>
<td>42 (43.3)</td>
<td>48 (49)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White(^d)</td>
<td>311 (81.2)</td>
<td>76 (80.9)</td>
<td>79 (84)</td>
<td>74 (76.3)</td>
<td>82 (83.7)</td>
</tr>
<tr>
<td>Black(^e)</td>
<td>19 (5)</td>
<td>4 (4.3)</td>
<td>2 (2.1)</td>
<td>7 (7.2)</td>
<td>6 (6.1)</td>
</tr>
<tr>
<td>Mixed or multiple</td>
<td>12 (3.1)</td>
<td>2 (2.1)</td>
<td>3 (3.2)</td>
<td>5 (5.2)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Asian(^f)</td>
<td>35 (9.1)</td>
<td>11 (11.7)</td>
<td>9 (9.6)</td>
<td>9 (9.3)</td>
<td>6 (6.1)</td>
</tr>
<tr>
<td>Other(^g)</td>
<td>6 (1.6)</td>
<td>1 (1.1)</td>
<td>1 (1.1)</td>
<td>2 (2.1)</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>238 (62.1)</td>
<td>60 (63.8)</td>
<td>63 (67)</td>
<td>55 (56.7)</td>
<td>60 (61.2)</td>
</tr>
<tr>
<td>Part-time</td>
<td>94 (24.5)</td>
<td>26 (27.7)</td>
<td>18 (19.1)</td>
<td>28 (28.9)</td>
<td>22 (22.4)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>49 (12.8)</td>
<td>8 (8.5)</td>
<td>13 (13.8)</td>
<td>13 (13.4)</td>
<td>15 (15.3)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (0.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Industry, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture, forestry, or mining</td>
<td>1 (0.3)</td>
<td>1 (1.1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Industrials</td>
<td>22 (5.7)</td>
<td>4 (4.3)</td>
<td>9 (9.6)</td>
<td>3 (3.1)</td>
<td>6 (6.1)</td>
</tr>
<tr>
<td>Energy or utilities</td>
<td>7 (1.8)</td>
<td>2 (2.1)</td>
<td>1 (1.1)</td>
<td>2 (2.1)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Transport or logistics</td>
<td>17 (4.4)</td>
<td>2 (2.1)</td>
<td>5 (5.3)</td>
<td>6 (6.2)</td>
<td>4 (4.1)</td>
</tr>
<tr>
<td>Media or creative industries</td>
<td>24 (6.3)</td>
<td>6 (6.4)</td>
<td>9 (9.6)</td>
<td>4 (4.1)</td>
<td>5 (5.1)</td>
</tr>
<tr>
<td>Data or telecommunication</td>
<td>18 (4.7)</td>
<td>5 (5.3)</td>
<td>5 (5.3)</td>
<td>2 (2.1)</td>
<td>6 (6.1)</td>
</tr>
<tr>
<td>Health care</td>
<td>40 (10.4)</td>
<td>13 (13.8)</td>
<td>6 (6.4)</td>
<td>12 (12.4)</td>
<td>9 (9.2)</td>
</tr>
<tr>
<td>Education</td>
<td>63 (16.4)</td>
<td>17 (18.1)</td>
<td>17 (18.1)</td>
<td>12 (12.4)</td>
<td>17 (17.3)</td>
</tr>
<tr>
<td>Life sciences</td>
<td>4 (1)</td>
<td>0 (0)</td>
<td>1 (1.1)</td>
<td>2 (2.1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Retail</td>
<td>32 (8.4)</td>
<td>2 (2.1)</td>
<td>11 (11.7)</td>
<td>8 (8.2)</td>
<td>11 (11.2)</td>
</tr>
<tr>
<td>Hospitality, leisure, or travel</td>
<td>22 (5.7)</td>
<td>8 (8.5)</td>
<td>7 (7.4)</td>
<td>3 (3.1)</td>
<td>4 (4.1)</td>
</tr>
<tr>
<td>Public or social service</td>
<td>30 (7.8)</td>
<td>8 (8.5)</td>
<td>6 (6.4)</td>
<td>7 (7.2)</td>
<td>9 (9.2)</td>
</tr>
<tr>
<td>Finances, insurance, or real estate</td>
<td>22 (5.7)</td>
<td>5 (5.3)</td>
<td>4 (4.3)</td>
<td>8 (8.2)</td>
<td>5 (5.1)</td>
</tr>
<tr>
<td>Professional services</td>
<td>25 (6.5)</td>
<td>7 (7.4)</td>
<td>4 (4.3)</td>
<td>8 (8.2)</td>
<td>6 (6.1)</td>
</tr>
<tr>
<td>Other</td>
<td>56 (14.6)</td>
<td>14 (14.9)</td>
<td>9 (9.6)</td>
<td>20 (20.6)</td>
<td>13 (13.3)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>4 (1)</td>
<td>0 (0)</td>
<td>2 (2.1)</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>High school</td>
<td>138 (36)</td>
<td>30 (31.9)</td>
<td>33 (35.1)</td>
<td>36 (37.1)</td>
<td>39 (39.8)</td>
</tr>
<tr>
<td>Undergraduate degree</td>
<td>172 (44.9)</td>
<td>46 (48.9)</td>
<td>41 (43.6)</td>
<td>42 (43.3)</td>
<td>43 (43.9)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>69 (18)</td>
<td>18 (19.1)</td>
<td>18 (19.1)</td>
<td>18 (19.1)</td>
<td>15 (15.3)</td>
</tr>
<tr>
<td>MIHapp(^b) use (6 months), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>74 (19.3)</td>
<td>15 (16.0)</td>
<td>17 (18.1)</td>
<td>23 (23.7)</td>
<td>19 (19.4)</td>
</tr>
<tr>
<td>No</td>
<td>306 (79.9)</td>
<td>78 (83.0)</td>
<td>76 (80.9)</td>
<td>73 (75.3)</td>
<td>79 (80.6)</td>
</tr>
<tr>
<td>Maybe</td>
<td>3 (0.8)</td>
<td>1 (1.1)</td>
<td>1 (1.1)</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

---
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Patient-reported outcome scores suggested that participants were, on average, experiencing mild symptoms of depression and anxiety at t0 (mean PHQ-8 6.9, SD 5.2; mean GAD-7 6.5, SD 5.1). The proportion of participants scoring above the cutoff for mild symptoms was 59.3% (227/383) for anxiety (GAD-7≥5) and 59.8% (229/383) for depression (PHQ-8≥5), whereas the proportion scoring above the cutoff for moderate symptoms was 26.9% (101/383) for anxiety (GAD-7≥10) and 28.2% (108/383) for depression (PHQ-8≥10). Self-reported stress levels were approximately consistent with population norms (mean PSS 17.0, SD 7.7 [55]).

Primary Outcomes

Enrollment and Retention

The study was enrolled in January 2021 within 48 hours of launching the study advert. Figure 2 shows the participant flow through the trial. One of the participants withdrew consent after randomization, and 4% (16/400) of participants reported not being employed at t0 (in contrast to their prescreening responses) and were excluded from all analyses. Of the remaining 383 eligible participants, 367 (95.8%) completed an assessment at t1, and 356 (93%) completed an assessment at t2. Retention rates at t2 significantly differed across the intervention arms (P=.02; control 97.9%, combatting stress 93.6%, working with worry 93.8%, and building resilience 86.7%). Pairwise post hoc comparisons suggested significantly lower retention for building resilience than the control arm (adjusted P=.03); however, no other comparisons were significant. All groups exceeded the prespecified minimum retention for progression to a definitive trial.
Figure 2. CONSORT (Consolidated Standards of Reporting Trials) flow of participants through the study. t0: time point 0; t1: time point 1; t2: time point 2.

Engagement and Adherence

Overview

A summary of the intervention engagement is shown in Table 2. Of the 289 participants randomized to an intervention, 237 (82%) started their allocated intervention, and 196 (67.8%) completed all intervention sessions. Of those who completed at least one session, 82.7% (196/289) proceeded to complete all sessions, which differed across intervention arms ($P=.02$). Pairwise post hoc comparisons suggested significantly higher completion for combatting stress (74/81, 91.4%) than for building resilience (59/78, 75.6%; adjusted $P=.03$) but not working with worry (63/78, 80.8%). Of the 289 participants randomized to an intervention, 47 (16.3%) did not start their intervention, and 5 (1.7%) incorrectly engaged with an intervention outside of the one they were allocated. Participants took an average of 6.38 (SD 4.10, range 0-15) days to complete all 7 intervention sessions, which did not significantly differ across intervention arms ($F_{2,193}=1.58; P=.21$). Those who started but did not complete their allocated intervention completed a median of 3 out of 7 sessions (mean 3.24, SD 1.96, range 1-6). A summary of participants’ self-reported reasons for not starting or discontinuing their intervention can be found in Multimedia Appendix 6. The most common reasons for lack of engagement included insufficient time or technical difficulties (although these data were missing for participants who self-reported completing their intervention, regardless of objective adherence).

Overall, participants who objectively completed at least one intervention session self-reported spending a median of 60.1 (median 60, SD 29.1, minimum 10, maximum 210) minutes on the Unmind platform, which differed significantly across groups ($F_{2,231}=3.12; P=.046$). Post hoc Tukey tests suggested that participants in the combatting stress arm reported spending more time on the platform than participants in the building resilience arm (mean difference 11.49, 95% CI 0.64-22.34;
adjusted \( P = .04 \) but not the working with worry arm (adjusted \( P = .40 \)). Of the 274 participants who completed an assessment at t1, 177 (64.6\%) reported receiving a handbook via email (combatting stress 58/90, 64\%, working with worry 61/92, 66\%, and building resilience 58/92, 63\%) while completing their intervention. Of these 177 participants, 45 (25.4\%) reported reading the entire handbook (combatting stress 12/58, 21\%, working with worry 16/61, 26\%, and building resilience 17/58, 29\%), and 84 (47.5\%) reported reading some of the handbook (combatting stress 27/58, 47\%; working with worry 31/61, 51\%; and building resilience 26/58, 45\%). Overall, 4.2\% (12/289) of participants deviated from the study instructions by engaging with ≥1 session outside their allocated intervention arm.

**Table 2.** Intervention adherence and engagement across the 3 intervention arms (N=289).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall</th>
<th>Study arm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CS(^a) (n=94)</td>
</tr>
<tr>
<td>Completers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, n</td>
<td></td>
<td>196</td>
</tr>
<tr>
<td>Percentage of those randomized (95% CI)</td>
<td></td>
<td>67.8 (62.1-73.2)</td>
</tr>
<tr>
<td>Percentage of those starting intervention (95% CI)</td>
<td></td>
<td>82.7 (77.3-87.3)</td>
</tr>
<tr>
<td>Days taken to complete intervention, mean (SD; range)</td>
<td></td>
<td>6.38 (4.10; 0-15)</td>
</tr>
<tr>
<td>Partial completers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, n</td>
<td></td>
<td>41</td>
</tr>
<tr>
<td>Percentage of those randomized (95% CI)</td>
<td></td>
<td>14.2 (10.4-18.8)</td>
</tr>
<tr>
<td>Number of sessions completed by partial completers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td></td>
<td>3.24 (1.96)</td>
</tr>
<tr>
<td>Values, median (range)</td>
<td></td>
<td>3 (1-6)</td>
</tr>
<tr>
<td>Did not start intervention</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, n</td>
<td></td>
<td>47</td>
</tr>
<tr>
<td>Percentage of those randomized (95% CI)</td>
<td></td>
<td>16.3 (12.2-21)</td>
</tr>
<tr>
<td>Engaged only with nonassigned intervention</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, n</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Percentage of those randomized (95% CI)</td>
<td></td>
<td>1.7 (0.6-4)</td>
</tr>
<tr>
<td>Engaged with assigned and nonassigned interventions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, n</td>
<td></td>
<td>12</td>
</tr>
<tr>
<td>Percentage of those randomized (95% CI)</td>
<td></td>
<td>4.2 (2.2-7.1)</td>
</tr>
</tbody>
</table>

\(^a\)CS: combatting stress.  
\(^b\)WW: working with worry.  
\(^c\)BR: building resilience.

**Satisfaction and Feedback Ratings**

Table 3 shows a summary of feedback ratings from participants who were retained at t1 and who also completed at least one intervention session based on objective app use (233/383, 60.8\%; see Multimedia Appendix 1 for feedback questions). Importantly, most (203/233, 87.1\%) participants were either satisfied (99/233, 42.5\%) or very satisfied (104/233, 44.6\%) with their intervention and rated the quality of their intervention as either good (96/233, 41.2\%) or excellent (107/233, 45.9\%). Feedback did not significantly differ across the intervention arms, except for the intervention quality (\( P = .02 \)). Post hoc pairwise comparisons suggested that ratings differed between working with worry and combatting stress (adjusted \( P = .02 \)) and differed marginally between combatting stress and building resilience (adjusted \( P = .07 \)). Compared with building resilience, participants in the combatting stress arm were more likely to rate the intervention as good than okay or poor, and participants in the working with worry arm reported the highest ratio of excellent to good ratings.

Feedback ratings from participants scoring above predefined cutoffs for inclusion in subgroup analyses were largely equivalent to the overall sample and are included in Multimedia Appendix 5.
<table>
<thead>
<tr>
<th>Feedback ratings</th>
<th>Overall n (%)</th>
<th>Study arm n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>CS&lt;sup&gt;b&lt;/sup&gt; (n=79)</th>
<th>WW&lt;sup&gt;c&lt;/sup&gt; (n=76)</th>
<th>BR&lt;sup&gt;d&lt;/sup&gt; (n=78)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Design of intervention</strong></td>
<td></td>
<td></td>
<td>.16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dull, not fun</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mostly boring</td>
<td>14 (6)</td>
<td>1 (1.3)</td>
<td>7 (9.2)</td>
<td>6 (7.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OK, fun enough</td>
<td>55 (23.6)</td>
<td>17 (21.5)</td>
<td>15 (19.7)</td>
<td>23 (29.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderately interesting and fun</td>
<td>103 (44.2)</td>
<td>41 (51.9)</td>
<td>32 (42.1)</td>
<td>30 (38.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highly interesting and fun</td>
<td>60 (25.8)</td>
<td>20 (25.3)</td>
<td>22 (28.9)</td>
<td>18 (23.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Content of intervention</strong></td>
<td></td>
<td></td>
<td>.46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dull, not fun</td>
<td>3 (1.3)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td>2 (2.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mostly boring</td>
<td>11 (4.7)</td>
<td>2 (2.5)</td>
<td>5 (6.6)</td>
<td>4 (5.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OK, fun enough</td>
<td>46 (19.7)</td>
<td>13 (16.5)</td>
<td>13 (17.1)</td>
<td>20 (25.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderately interesting and fun</td>
<td>94 (40.3)</td>
<td>35 (44.3)</td>
<td>28 (36.8)</td>
<td>31 (39.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highly interesting and fun</td>
<td>79 (33.9)</td>
<td>29 (36.7)</td>
<td>29 (38.2)</td>
<td>21 (26.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Relevance of intervention</strong></td>
<td></td>
<td></td>
<td>.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>7 (3)</td>
<td>1 (1.3)</td>
<td>3 (3.9)</td>
<td>3 (3.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>16 (6.9)</td>
<td>3 (3.8)</td>
<td>7 (9.2)</td>
<td>6 (7.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>40 (17.2)</td>
<td>14 (17.7)</td>
<td>9 (11.8)</td>
<td>17 (21.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>97 (41.6)</td>
<td>36 (45.6)</td>
<td>33 (43.4)</td>
<td>28 (35.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>73 (31.3)</td>
<td>25 (31.6)</td>
<td>24 (31.6)</td>
<td>24 (30.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Satisfaction with intervention</strong></td>
<td></td>
<td></td>
<td>.71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very dissatisfied</td>
<td>3 (1.3)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td>2 (2.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>8 (3.4)</td>
<td>2 (2.5)</td>
<td>3 (3.9)</td>
<td>3 (3.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither satisfied nor dissatisfied</td>
<td>19 (8.2)</td>
<td>4 (5.1)</td>
<td>7 (9.2)</td>
<td>8 (10.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>99 (42.5)</td>
<td>36 (45.6)</td>
<td>28 (36.8)</td>
<td>35 (44.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very satisfied</td>
<td>104 (44.6)</td>
<td>37 (46.8)</td>
<td>37 (48.7)</td>
<td>30 (38.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Quality of intervention</strong></td>
<td></td>
<td></td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>5 (2.1)</td>
<td>0 (0)</td>
<td>3 (3.9)</td>
<td>2 (2.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Okay</td>
<td>25 (10.7)</td>
<td>4 (5.1)</td>
<td>9 (11.8)</td>
<td>12 (15.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>96 (41.2)</td>
<td>42 (53.2)</td>
<td>23 (30.3)</td>
<td>31 (39.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>107 (45.9)</td>
<td>33 (41.8)</td>
<td>41 (53.9)</td>
<td>33 (42.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Likelihood of recommending intervention</strong></td>
<td></td>
<td></td>
<td>.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would not recommend it to anyone</td>
<td>7 (3)</td>
<td>1 (1.3)</td>
<td>2 (2.6)</td>
<td>4 (5.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>There are very few people I would recommend it to</td>
<td>29 (12.4)</td>
<td>5 (6.3)</td>
<td>11 (14.5)</td>
<td>13 (16.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>There are several people whom I would recommend it to</td>
<td>65 (27.9)</td>
<td>28 (35.4)</td>
<td>17 (22.4)</td>
<td>20 (25.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>There are many people I would recommend it to</td>
<td>74 (31.8)</td>
<td>20 (25.3)</td>
<td>29 (38.2)</td>
<td>25 (32.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Definitely—I would recommend it to everyone</td>
<td>58 (24.9)</td>
<td>25 (31.6)</td>
<td>17 (22.4)</td>
<td>16 (20.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ease of use of Unmind app and intervention</strong></td>
<td></td>
<td></td>
<td>.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (limited instructions, confusing, and complicated)</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Useable after a lot of time and effort</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usable after some time and effort</td>
<td>12 (5.2)</td>
<td>4 (5.1)</td>
<td>4 (5.3)</td>
<td>4 (5.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy to learn how to use</td>
<td>75 (32.2)</td>
<td>26 (32.9)</td>
<td>22 (28.9)</td>
<td>27 (34.6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Feedback ratings

<table>
<thead>
<tr>
<th>Feedback ratings</th>
<th>Overall n (%)</th>
<th>Study arm n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CS&lt;sup&gt;b&lt;/sup&gt; (n=79)</td>
<td>WW&lt;sup&gt;c&lt;/sup&gt; (n=76)</td>
</tr>
<tr>
<td>Able to use app immediately</td>
<td>144 (61.8)</td>
<td>49 (62)</td>
<td>49 (64.5)</td>
</tr>
<tr>
<td>Negative effects during the intervention</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2 (0.9)</td>
<td>0 (0)</td>
<td>2 (2.6)</td>
</tr>
<tr>
<td>No</td>
<td>231 (99.1)</td>
<td>79 (100)</td>
<td>74 (97.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Fisher exact tests comparing ratings across study arms.

<sup>b</sup>CS: combating stress.

<sup>c</sup>WW: working with worry.

<sup>d</sup>BR: building resilience.

### Negative Effects

Of the 76 participants in the *working with worry* arm, 2 (3%) reported experiencing negative effects while completing their intervention. Qualitative feedback suggested that in both instances, this referred to frustration with the intervention (not understanding the content or not finding it useful). Table 4 shows the proportion of participants whose self-reported outcome scores reliably deteriorated from t0 to t1 and t1 to t2 for each study arm and each secondary outcome measure. Across all outcomes, the proportion of participants who self-reported reliable deterioration ranged from 1.1% to 8.9% for t0 to t1 and 2.4% to 12.4% for t1 to t2 (during which participants no longer had access to any interventions). These rates were largely equivalent between the intervention arms and the control group and are consistent with previous estimates that 5% to 10% of participants are expected to deteriorate following in-person psychotherapy [60]. Thus, the interventions in this study did not appear to be associated with symptom deterioration or other unwanted negative effects.

### Table 4. Number and percentage of participants per study arm (and overall) that reliably deteriorated from time point 0 (t0) to time point 1 (t1) and t1 to time point 2 (t2) based on reliable change index for each secondary outcome measure.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Overall, n (%)</th>
<th>Study arm, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overall, n (%)</td>
<td>Control</td>
</tr>
<tr>
<td>PSS&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1 to t0 (n=365)</td>
<td>15 (4.1)</td>
<td>4 (4.3)</td>
</tr>
<tr>
<td>t2 to t1 (n=349)</td>
<td>35 (9.9)</td>
<td>9 (2.6)</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1 to t0 (n=353)</td>
<td>18 (5.1)</td>
<td>4 (4.4)</td>
</tr>
<tr>
<td>t2 to t1 (n=340)</td>
<td>27 (7.9)</td>
<td>9 (10.2)</td>
</tr>
<tr>
<td>PHQ-8&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1 to t0 (n=359)</td>
<td>17 (4.7)</td>
<td>7 (7.5)</td>
</tr>
<tr>
<td>t2 to t1 (n=344)</td>
<td>13 (3.8)</td>
<td>3 (3.4)</td>
</tr>
<tr>
<td>BRS&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1 to t0 (n=356)</td>
<td>14 (3.9)</td>
<td>4 (4.4)</td>
</tr>
<tr>
<td>t2 to t1 (n=347)</td>
<td>22 (6.3)</td>
<td>5 (5.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CS: combatting stress.

<sup>b</sup>WW: working with worry.

<sup>c</sup>BR: building resilience.

<sup>d</sup>PSS: Perceived Stress Scale.

<sup>e</sup>GAD-7: Generalized Anxiety Disorder-7.

<sup>f</sup>PHQ-8: Patient Health Questionnaire-8.

<sup>g</sup>BRS: Brief Resilience Scale.
Secondary Outcomes

ITT Analyses

Overview

The following are based on ITT analyses that include data from all randomized participants (except for those not meeting the eligibility criteria; see Multimedia Appendix 4 for PP results). EMMs for each secondary outcome (grouped by study arm and time point) are shown in Table 5. All study arms reported significant within-group improvements from t0 to t1 on all secondary outcomes (all \( P < .05 \)), except for symptoms of depression (PHQ-8) and resilience (BRS) in the control group.

Table 5. Estimated marginal means (EMMs) from linear mixed-effects models at each of the 3 study time points shown for each intervention arm and each secondary outcome measure.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Time point</th>
<th>Baseline (t0)</th>
<th>Postintervention (t1)</th>
<th>Follow-up (t2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>EMM (SE; 95% CI)</td>
<td>EMM (SE; 95% CI)</td>
<td>EMM (SE; 95% CI)</td>
</tr>
<tr>
<td>PSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td>16.86 (0.76; 15.37-18.35)</td>
<td>15.19(^b) (0.76; 13.69-16.69)</td>
<td>14.62(^c) (0.76; 13.12-16.12)</td>
</tr>
<tr>
<td>CS(^d)</td>
<td></td>
<td>16.35 (0.76; 14.86-17.84)</td>
<td>13.30(^f) (0.77; 11.79-14.80)</td>
<td>12.59(^e) (0.77; 11.08-14.10)</td>
</tr>
<tr>
<td>WW(^e)</td>
<td></td>
<td>17.14 (0.75; 15.68-18.61)</td>
<td>12.93(^c) (0.76; 11.44-14.42)</td>
<td>12.73(^c) (0.76; 11.24-14.22)</td>
</tr>
<tr>
<td>BR(^f)</td>
<td></td>
<td>17.76 (0.74; 16.29-19.22)</td>
<td>13.49(^c) (0.76; 12.01-14.98)</td>
<td>13.17(^c) (0.77; 11.66-14.68)</td>
</tr>
<tr>
<td>GAD-7(^g)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td>6.38 (0.50; 5.41-7.36)</td>
<td>5.26(^b) (0.50; 4.28-6.24)</td>
<td>5.42(^h) (0.50; 4.44-6.40)</td>
</tr>
<tr>
<td>CS</td>
<td></td>
<td>6.20 (0.50; 5.23-7.18)</td>
<td>4.53(^c) (0.50; 3.54-5.52)</td>
<td>4.01(^i) (0.51; 3.02-5.00)</td>
</tr>
<tr>
<td>WW</td>
<td></td>
<td>6.57 (0.49; 5.61-7.53)</td>
<td>4.12(^c) (0.50; 3.15-5.10)</td>
<td>4.12(^c) (0.50; 3.15-5.10)</td>
</tr>
<tr>
<td>BR</td>
<td></td>
<td>7.02 (0.49; 6.06-7.98)</td>
<td>4.69(^c) (0.50; 3.72-5.66)</td>
<td>4.42(^c) (0.51; 3.43-5.41)</td>
</tr>
<tr>
<td>PHQ-8(^h)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td>6.62 (0.51; 5.61-7.63)</td>
<td>6.38(^j) (0.52; 5.37-7.39)</td>
<td>6.06(^j) (0.52; 5.04-7.08)</td>
</tr>
<tr>
<td>CS</td>
<td></td>
<td>6.68 (0.51; 5.67-7.69)</td>
<td>4.94(^c) (0.52; 3.92-5.96)</td>
<td>4.56(^c) (0.52; 3.53-5.59)</td>
</tr>
<tr>
<td>WW</td>
<td></td>
<td>6.85 (0.51; 5.85-7.84)</td>
<td>4.36(^c) (0.51; 3.35-5.36)</td>
<td>4.56(^c) (0.51; 3.55-5.57)</td>
</tr>
<tr>
<td>BR</td>
<td></td>
<td>7.34 (0.50; 6.35-8.33)</td>
<td>5.53(^c) (0.51; 4.53-6.54)</td>
<td>5.33(^c) (0.52; 4.31-6.36)</td>
</tr>
<tr>
<td>BRS(^i)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td>20.37 (0.52; 19.36-21.38)</td>
<td>20.90(^j) (0.52; 19.89-21.92)</td>
<td>21.18(^b) (0.52; 20.17-22.20)</td>
</tr>
<tr>
<td>CS</td>
<td></td>
<td>19.63 (0.52; 18.62-20.64)</td>
<td>21.03(^c) (0.52; 20.01-22.05)</td>
<td>21.30(^c) (0.52; 20.27-22.33)</td>
</tr>
<tr>
<td>WW</td>
<td></td>
<td>19.00 (0.51; 18.00-20.00)</td>
<td>20.70(^c) (0.51; 19.70-21.71)</td>
<td>20.85(^c) (0.51; 19.84-21.86)</td>
</tr>
<tr>
<td>BR</td>
<td></td>
<td>19.05 (0.50; 18.06-20.04)</td>
<td>20.52(^c) (0.51; 19.51-21.52)</td>
<td>21.29(^c) (0.52; 20.27-22.32)</td>
</tr>
</tbody>
</table>

\(^a\) PSS: Perceived Stress Scale.
\(^b\) \( P \leq 0.01 \); denotes significance of within-group contrasts comparing t0 to t1 and t0 to t2 for each outcome (\( P \) values are unadjusted).
\(^c\) \( P \leq 0.001 \); denotes significance of within-group contrasts comparing t0 to t1 and t0 to t2 for each outcome (\( P \) values are unadjusted).
\(^d\) CS: combatting stress.
\(^e\) WW: working with worry.
\(^f\) BR: building resilience.
\(^g\) GAD-7: Generalized Anxiety Disorder-7.
\(^h\) \( P < 0.05 \); denotes significance of within-group contrasts comparing t0 to t1 and t0 to t2 for each outcome (\( P \) values are unadjusted).
\(^i\) PHQ-8: Patient Health Questionnaire-8.
\(^j\) \( P > 0.05 \).
\(^k\) BRS: Brief Resilience Scale.
Combatting Stress

Participants in the combatting stress arm reported a trend toward larger decreases in perceived stress (t1−t0: Hedges $g=0.24$, 95% CI −0.05 to 0.53; t2−t0: Hedges $g=0.27$, 95% CI −0.02 to 0.56) and larger increases in resilience (t1−t0: Hedges $g=0.24$, 95% CI −0.05 to 0.53; t2−t0: Hedges $g=0.24$, 95% CI −0.05 to 0.53) at both time points; however, none reached significance at an $\alpha$ level of .05 in this sample. Participants also reported greater improvement in symptoms of depression at t1 and t2 (t1−t0: Hedges $g=0.37$, 95% CI 0.08-0.66, $P=.01$; t2−t0: Hedges $g=0.38$, 95% CI 0.09-0.67, $P=.009$) and in symptoms of anxiety at t2 (Hedges $g=0.30$, 95% CI 0.01-0.59; $P=.04$) than the control group (Table 6).
Table 6. Contrasts and between-group (intervention versus control) effect size calculations from linear mixed-effects models (LMMs) applied to each secondary outcome for both intention-to-treat (ITT) and subgroup analyses.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Estimate^a (SE; 95% CI)</th>
<th>P value</th>
<th>Hedges g (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LMM^b</td>
<td>Tukey adjusted^c</td>
</tr>
<tr>
<td>PSS^d,e</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1 minus t0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CS^b</td>
<td>1.38 (0.83; −0.57 to 3.33)</td>
<td>.10</td>
<td>.34</td>
</tr>
<tr>
<td>WW^i</td>
<td>2.54 (0.82; 0.93 to 4.16)</td>
<td>.002</td>
<td>.01</td>
</tr>
<tr>
<td>BR^j</td>
<td>2.59 (0.82; 0.97 to 4.21)</td>
<td>.002</td>
<td>.009</td>
</tr>
<tr>
<td>All^k</td>
<td>2.18 (0.67; 0.86 to 3.50)</td>
<td>.001</td>
<td>.004</td>
</tr>
<tr>
<td>t2 minus t0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CS</td>
<td>1.52 (0.83; −0.11 to 3.16)</td>
<td>.07</td>
<td>.26</td>
</tr>
<tr>
<td>WW</td>
<td>2.18 (0.83; 0.55 to 3.80)</td>
<td>.009</td>
<td>.04</td>
</tr>
<tr>
<td>BR</td>
<td>2.34 (0.84; 0.70 to 3.98)</td>
<td>.005</td>
<td>.03</td>
</tr>
<tr>
<td>All</td>
<td>2.02 (0.68; 0.69 to 3.34)</td>
<td>.003</td>
<td>.008</td>
</tr>
<tr>
<td>GAD-7^m,n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t0 minus t1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CS</td>
<td>0.55 (0.59; −0.61 to 1.71)</td>
<td>.35</td>
<td>.79</td>
</tr>
<tr>
<td>WW</td>
<td>1.32 (0.59; 0.17 to 2.48)</td>
<td>.02</td>
<td>.11</td>
</tr>
<tr>
<td>BR</td>
<td>1.21 (0.59; 0.06 to 2.36)</td>
<td>.04</td>
<td>.17</td>
</tr>
<tr>
<td>All</td>
<td>1.03 (0.48; 0.09 to 1.97)</td>
<td>.03</td>
<td>.08</td>
</tr>
<tr>
<td>t0 minus t2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CS</td>
<td>1.23 (0.59; 0.06 to 2.40)</td>
<td>.04</td>
<td>.16</td>
</tr>
<tr>
<td>WW</td>
<td>1.48 (0.59; 0.33 to 2.64)</td>
<td>.01</td>
<td>.06</td>
</tr>
<tr>
<td>BR</td>
<td>1.64 (0.60; 0.47 to 2.81)</td>
<td>.006</td>
<td>.03</td>
</tr>
<tr>
<td>All</td>
<td>1.45 (0.48; 0.51 to 2.40)</td>
<td>.003</td>
<td>.008</td>
</tr>
<tr>
<td>PHQ-8^o,p</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t0 minus t1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CS</td>
<td>1.51 (0.59; 0.34 to 2.67)</td>
<td>.01</td>
<td>.06</td>
</tr>
<tr>
<td>WW</td>
<td>2.25 (0.59; 1.09 to 3.41)</td>
<td>&lt;.001</td>
<td>.001</td>
</tr>
<tr>
<td>BR</td>
<td>1.57 (0.59; 0.41 to 2.73)</td>
<td>.008</td>
<td>.04</td>
</tr>
<tr>
<td>All</td>
<td>1.78 (0.48; 0.83 to 2.72)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>t0 minus t2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CS</td>
<td>1.56 (0.60; 0.39 to 2.74)</td>
<td>.009</td>
<td>.045</td>
</tr>
<tr>
<td>WW</td>
<td>1.72 (0.59; 0.56 to 2.89)</td>
<td>.004</td>
<td>.02</td>
</tr>
<tr>
<td>BR</td>
<td>1.44 (0.60; 0.27 to 2.62)</td>
<td>.02</td>
<td>.08</td>
</tr>
<tr>
<td>All</td>
<td>1.58 (0.49; 0.63 to 2.53)</td>
<td>.001</td>
<td>.003</td>
</tr>
<tr>
<td>BRS^r</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t0 minus t1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CS</td>
<td>0.87 (0.52; −0.15 to 1.90)</td>
<td>.10</td>
<td>.34</td>
</tr>
<tr>
<td>WW</td>
<td>1.18 (0.52; 0.16 to 2.19)</td>
<td>.02</td>
<td>.11</td>
</tr>
<tr>
<td>BR</td>
<td>0.94 (0.52; −0.08 to 1.96)</td>
<td>.07</td>
<td>.27</td>
</tr>
<tr>
<td>Outcome</td>
<td>Estimatea (SE; 95% CI)</td>
<td>P value</td>
<td>Hedges g (95% CI)</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LMMb</td>
<td>Tukey adjustedc</td>
</tr>
<tr>
<td>All</td>
<td>1.00 (0.42; 0.17 to 1.83)</td>
<td>.02</td>
<td>.049</td>
</tr>
<tr>
<td>t0 minus t2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CS</td>
<td>0.86 (0.53; −0.17 to 1.89)</td>
<td>.10</td>
<td>.36</td>
</tr>
<tr>
<td>WW</td>
<td>1.04 (0.52; 0.01 to 2.06)</td>
<td>.047</td>
<td>.19</td>
</tr>
<tr>
<td>BR</td>
<td>1.43 (0.53; 0.40 to 2.47)</td>
<td>.006</td>
<td>.03</td>
</tr>
<tr>
<td>All</td>
<td>1.11 (0.43; 0.27 to 1.94)</td>
<td>.01</td>
<td>.03</td>
</tr>
</tbody>
</table>

aContrast estimates from LMMs.
bP value from LMM (group×time interaction terms).
cP value following Tukey adjustment for all pairwise comparisons (only comparisons of interest are shown).
dPSS: Perceived Stress Scale.
eSample size for ITT analyses n=383; sample size for subgroup analyses n=236.
fT1: time point 1.
gT0: time point 0.
hCS: combatting stress.
iWW: working with worry.
jBR: building resilience.
kPooled effect of all intervention arms.
lT2: time point 2.
mGAD-7: Generalized Anxiety Disorder-7.
nSample size for ITT analyses n=383; sample size for subgroup analyses n=227.
oPHQ-8: Patient Health Questionnaire-8.
pSample size for ITT analyses n=383; sample size for subgroup analyses n=229.
qBRS: Brief Resilience Scale.
rSample size for ITT analyses n=383; sample size for subgroup analyses n=142.

Working With Worry

Participants in the working with worry arm reported greater improvements in symptoms of anxiety at t1 and t2 than the control group (t1 minus t0: Hedges g=0.33, 95% CI 0.04-0.61, P=.02; t2 minus t0: Hedges g=0.36, 95% CI 0.08-0.65, P=.01), as well as greater improvements across all other secondary outcomes (all P<.05; Hedges g range 0.33-0.55; Table 6). All improvements were maintained at t2 (all P<.05; Hedges g range 0.29-0.42). Effect sizes were largest for symptoms of depression at both t1 (Hedges g=0.55, 95% CI 0.26-0.84) and t2 (Hedges g=0.42, 95% CI 0.13-0.71).

Building Resilience

Participants in the building resilience arm reported a trend toward larger increases in resilience at t1 than the control group (t1 minus t0: Hedges g=0.26, 95% CI −0.02 to 0.55), which emerged as significant at t2 (t2 minus t0: Hedges g=0.39, 95% CI 0.11-0.68; P=.006). In addition, participants reported significantly greater improvements across all other secondary outcomes at t1 (all P<.05; Hedges g range 0.30-0.45), which were maintained at t2 (all P<.05; Hedges g range 0.35-0.40; Table 6).

A comparison of the overall (pooled) effect of all intervention arms relative to the control group revealed significantly greater improvement for all 4 secondary outcome measures (Hedges g range 0.25–0.43; Table 6). In addition, post hoc contrasts on the LMM estimates suggested that none of the intervention arms were significantly different from one another when comparing t0 to t1 or t2 for any of the secondary outcome measures (all P>.05), although this study was not powered to detect such differences. Finally, when comparing score changes from t1 to t2, there were no significant differences between the control group and any of the intervention arms for any of the secondary outcome measures (all P>.05).

Subgroup Analyses

Subgroup analyses were performed for all secondary outcome measures to explore intervention effects for participants self-reporting at least mild symptoms (or moderately low resilience) at t0 (see Multimedia Appendix 7 for subgroup sample sizes and baseline scores). Findings were largely equivalent to the ITT analysis, although between-group effect sizes were generally larger, ranging from 0.39 (95% CI 0.12-0.65) to 0.54 (95% CI 0.28-0.81) when pooling the intervention arms (Table 6).

Exploratory Analyses

Exploratory multiple logistic regression suggested that participants working in health care (b=−2.11, SE 0.86; P=.01), finance, insurance, or real estate (b=−2.57, SE 0.88; P=.004), and professional services (b=−1.87, SE 0.91; P=.04) were less likely to complete their allocated intervention relative to those working in industrials (the reference category). The completion rate for industrials was 83.3% compared with 51.9% for health
care, 41.2% for finance, insurance, or real estate, and 55.6% for professional services.

In addition, participants with higher PHQ-8 scores at baseline were less likely to complete their intervention (b=−0.17, SE 0.05; P<.001). None of the demographic variables collected in this study predicted completion (all P>.05). These analyses also confirmed that participants allocated to combatting stress were more likely to complete their intervention than those allocated to building resilience (b=−1.05, SE 0.37; P=.005) while controlling for all other baseline variables.

Discussion

Principal Findings

Intervention research can be undermined by problems with intervention delivery, acceptability, participant retention, and smaller than anticipated effect sizes. Therefore, guidelines suggest conducting pilot studies to test trial feasibility and estimate important trial parameters before running a definitive trial [61]. This study reports on the feasibility and preliminary efficacy of 3 interventions featured on the Unmind MHapp when delivered to working adults in the United Kingdom. The study methods and interventions were found to be feasible, and all preregistered progression criteria were met. This suggests that a definitive trial is warranted, although several minor proposed protocol amendments are discussed.

Participant retention and intervention adherence were largely consistent with or higher than those in comparable studies. For instance, only 7% (27/383) of participants were lost to attrition at follow-up, which compares favorably with recent meta-analyses reporting average attrition rates of 23% to 48% for MHapp trials [11,16,62]. This may be because of the use of the Prolific recruitment platform, which is associated with high participant response rates [35], and reimbursing participants at each study assessment. It may also suggest that participants, on average, perceived the Unmind platform as helpful and engaging and were thus motivated to complete the study.

Objective engagement data suggested that 67.8% (196/289) of randomized participants (and 196/237, 82.7% of those starting their intervention) completed all intervention sessions, which is similar to or higher than average completion rates ranging between 30% and 65% for other MHapp interventions [11,16,53,63]. These engagement rates are particularly encouraging, considering that participants were not recruited on the basis of seeking help for a mental health problem and were not randomized to an intervention based on scoring poorly on the target outcome at baseline.

Despite these high levels of engagement, the study interventions were brief, comprising approximately 60 to 80 minutes of learning over 7 sessions. In addition, the study used a nonclinical sample, and regression analyses suggested that participants with higher symptom severity at baseline were less likely to complete their allocated intervention. Thus, these findings may not be generalizable to other interventions featured on the Unmind app or to other study populations. Future studies designed to evaluate the use of the Unmind app in subclinical populations are currently being planned. Interestingly, although participants with higher baseline symptoms were less likely to complete their intervention, feedback ratings at postintervention were largely equivalent across the study sample. For example, 87.1% (203/233) of all participants reported being either satisfied or very satisfied with their intervention and rated the quality of their intervention as either good or excellent, and these ratings did not differ for participants with more severe symptoms at baseline.

Although all 3 interventions met progression criteria, participants randomized to the building resilience arm were marginally less likely to start their allocated intervention and complete all intervention sessions after starting. A potential explanation is that participants may have felt less motivated by the theme of resilience as compared with stress and anxiety. In addition, participants in the building resilience arm reported marginally worse mental health scores at baseline, which may have negatively affected engagement. Although participant feedback was largely equivalent across the 3 interventions, there were several marginal (not statistically significant) differences that may be a contributing factor. For example, compared with combatting stress, participants in the building resilience arm were slightly less likely to rate the intervention as good relative to okay or poor. Although it is difficult to draw firm conclusions from these data, it will be important to test whether such differences persist in a definitive trial and the extent to which any changes or improvements to the building resilience intervention are warranted.

The findings from this pilot study revealed several opportunities for minor protocol improvements before running a definitive trial. First, of the 383 participants, 11 (2.9%) reported not fully understanding the study instructions, and 1.7% (5/289) of participants randomized to an intervention engaged with the wrong intervention. This could be addressed by providing participants with detailed video instructions and implementing a brief quiz to ensure that all participants understand how to access their allocated intervention. If feasible, participants could be given access to a modified, study-specific version of the Unmind platform that only includes the interventions being tested. Second, discrepancies between self-reported and objective in-app engagement meant that 48% (45/93) of participants who stopped using the Unmind app did not provide feedback on their reasons for discontinuing their intervention. This could be addressed by restructuring the feedback questionnaire to capture data from all participants, regardless of self-reported engagement. Third, 0.9% (2/233) of participants reported experiencing negative effects while completing their intervention; however, qualitative feedback suggested that both instances referred to frustration with the intervention (not understanding the content or not finding it useful). This question could be modified to capture lasting bad effects (refer to the study by Crawford et al [64]) with more specific clarifying questions to better differentiate harmful effects from frustration and/or lack of intervention enjoyment. Finally, 4% (16/400) of participants were excluded from the analysis as they reported being unemployed at baseline, which was in contrast to their prescreening responses. Although the Prolific platform precludes the use of additional screening questions at baseline, the sample...
size calculation for a definitive trial could be adjusted to account for this potential discrepancy.

Although the study was not powered for formal hypothesis testing, preliminary efficacy findings suggested that the study interventions were associated with small to moderate between-group improvements in ≥1 mental health outcomes, which were maintained at the 1-month follow-up. This is consistent with findings from meta-analyses of previous MHapp trials [11,12,26]. All 3 interventions resulted in larger improvements in symptoms of depression, anxiety, perceived stress, and resilience than the control group, although smaller effects (Hedges g < 0.3) did not reach statistical significance. An appropriately powered definitive trial may be more likely to capture such small effects with greater precision and, where possible, should aim to report on the clinical importance of these findings (eg, with regard to minimal important difference thresholds). These efficacy findings were consistent across both PP and ITT analyses and are particularly promising, given the brevity of the interventions. In addition, the findings were robust across subgroup analyses that only included participants with at least mild problems at baseline. However, 2 further patterns emerged that merit discussion.

First, relative to baseline, participants in the control group reported statistically significant improvements in stress and anxiety at both study time points and improvements in resilience at the 1-month follow-up, despite not having access to any study interventions. Although this may reflect phenomena such as practice effects or regression to the mean, it is worth noting that baseline data were collected several weeks after the commencement of a third national UK lockdown (in response to rising cases of SARS-CoV-2), whereas follow-up data were collected after the start of a phased easing of restrictions. A longitudinal survey conducted in England suggests that symptoms of anxiety and depression tend to rise rapidly during the early stages of a lockdown but decline quickly thereafter [65], which may partly explain the changes in mental health scores reported by the control group. Thus, the present efficacy findings may not be directly generalizable to other contexts. Importantly, the intervention groups reported larger improvements in mental health despite significant changes in the control group, and MHapps such as Unmind may be an effective way of delivering accessible mental health support to workforces working remotely or during times of national crisis.

Second, although all 3 interventions resulted in significant improvements for at least one mental health outcome, the study interventions did not appear to be sensitive or specific to their target outcome. For example, the combatting stress arm resulted in small between-group (intervention vs control) improvements in perceived stress (not statistically significant), as well as significant reductions in symptoms of depression. Similarly, participants in the working with worry arm reported significant improvements across all outcomes, despite the intervention specifically targeting anxiety. A potential explanation for this is that different facets of mental health tend to strongly covary with one another [66], and transdiagnostic research suggests that symptoms of different mental health problems often respond to the same treatments [67]. The present findings lend credence to this, as the study interventions all primarily involve similar CBT-based techniques (identifying and challenging negative thinking patterns, problem solving, and breaking negative cycles of thinking or behaviors). As this study was not powered to detect differences between intervention arms (or to test whether effect sizes for some outcomes were significantly different from others), it is not possible to draw meaningful conclusions from these data. Future studies should aim to test for any such differences so that users of the Unmind app can access interventions that are most likely to benefit their individual problem areas.

Strengths and Limitations

This study had several strengths. First, intervention adherence and engagement were objectively captured via Unmind (the intervention platform). This is important, given the recent evidence of substantial discrepancies between self-reported and objective adherence in digital interventions [68]. Second, participant retention was very high, which is extremely important as missing data can reduce statistical power and lead to biased intervention effects. Second, all study outcomes and analyses were prospectively registered, precluding any selective reporting of outcomes or nonpublication of findings [69]. Third, the study recruited a sample representative of the general UK population with respect to age, sex, and ethnicity, and participants were employed across a variety of industries. This is important as Unmind is designed for use across a broad range of demographics, and a lack of diversity within study samples can limit the generalizability of the study findings.

A limitation of this study is the use of a passive no-intervention control group, as opposed to an active control group in which participants engage with activities matched for duration, attention, and interest. Passive controls do not allow true intervention effects to be differentiated from nonspecific placebo effects and may introduce nocebo effects [31]. Although it is useful in practical terms to estimate this combined effect of the Unmind app, active controls are needed to fully understand the mechanisms underlying its effects. In addition, despite being randomly assigned, participants in the control group had slightly higher levels of self-reported resilience at baseline, and it is unknown whether this may have affected between-group differences in resilience scores over time. In addition, as with most web-based trials, participants were not blinded to group allocation. Finally, although the Prolific recruitment platform has several strengths, the participant pool was entirely self-selected, and it remains unknown to what extent the present findings are generalizable to working adults nationwide.

Conclusions

This study assessed the feasibility of conducting a future definitive RCT to evaluate the efficacy of 3 brief interventions featured on the Unmind MHapp. The study methods and interventions were found to be feasible, and all preregistered criteria for progression to a definitive trial were met. Several minor protocol amendments have been suggested. Preliminary efficacy findings indicate that the study interventions may result in improved mental health outcomes when offered to working adults.
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Abstract

Background: For patients with multiple myeloma receiving high-dose chemotherapy followed by autologous stem cell transplantation (SCT), acute life disruptions and symptom burden may lead to worsened quality of life (QOL) and increased emotional distress. Digital life coaching (DLC), whereby trained coaches deliver personalized well-being–related support via phone calls and SMS text messaging, has been shown to improve QOL among SCT survivors. However, DLC has not been investigated during the acute peri-SCT period, which is generally characterized by symptomatic exacerbations and 2-week hospitalizations.

Objective: We launched a single-arm pilot study to investigate the feasibility of patient engagement with DLC during this intensive period.

Methods: We approached English-speaking adult patients with multiple myeloma undergoing autologous SCT at our center. Enrolled patients received 16 weeks of virtual access to a life coach beginning on day −5 before SCT. Coaches used structured frameworks to help patients identify and overcome personal barriers to well-being. Patients chose the coaching topics and preferred communication styles. Our primary endpoint was ongoing DLC engagement, defined as bidirectional conversations occurring at least once every 4 weeks during the study period. Secondary endpoints were electronic patient-reported outcome assessments of QOL, distress, and sleep disturbances.

Results: Of the 20 patients who were screened, 17 (85%) chose to enroll and 15 (75%) underwent SCT as planned. Of these 15 patients (median age 65 years, range 50-81 years), 11 (73%) demonstrated ongoing DLC engagement. The median frequency of bidirectional conversations during the 3-month study period was once every 6.2 days (range 3.9-28 days). During index hospitalizations with median lengths of stay of 16 days (range 14-31 days), the median frequency of conversations was once every 5.3 days (range 2.7-15 days). Electronic patient-reported outcome assessments (94% adherence) demonstrated an expected QOL nadir during the second week after SCT. The prevalence of elevated distress was highest immediately before and after SCT, with 69% of patients exhibiting elevated distress on day −5 and on day +2.

Conclusions: DLC may be feasible for older patients during intensive hospital-based cancer treatments such as autologous SCT for multiple myeloma. The limitations of our study include small sample size, selection bias among enrolled patients, and heterogeneity in DLC use. Based on the positive results of this pilot study, a larger phase 2 randomized study of DLC during SCT is underway to investigate the efficacy of DLC with regard to patient well-being.
Digital health; life coaching; multiple myeloma; stem cell transplantation; stem cell therapy; cancer; high-dose chemotherapy; patient engagement; feasibility; digital life coaching; mobile phone

Introduction

Multiple myeloma (MM) is an incurable hematologic malignancy in older adults. Unlike in many other malignancies, upfront use of myeloablative chemotherapy followed by autologous stem cell transplantation (SCT) remains the standard of care for MM in eligible patients [1,2]. Autologous SCT is marked by acute symptomatic toxicities during the first 100 days after transplantation, such as fatigue, pain, and anorexia [3-6]. Sudden functional limitations, increased isolation, and nonрестful inpatient environments may also contribute to emotional distress. Patients must be monitored closely for other post-SCT toxicities and may, on average, spend over 30% of their days during this 3-month period either hospitalized or at clinic appointments [7,8]. Furthermore, most patients with MM who are employed prior to undergoing SCT are unable to return to work thereafter [9]. These factors, in turn, may lead to significant personal costs from transportation-related expenses and missed workplace productivity.

Specific manifestations of peri-SCT life disruptions may include worsened quality of life (QOL), elevated anxiety or emotional distress, and worsened sleep disturbances. These symptoms are particularly relevant for patients with MM who tend to be older and may have poorer baseline QOL than patients with other malignancies [10]. Previous studies, while limited by substantial heterogeneity in patient populations and survey-based inventories, suggest that well-being reaches its nadir 1-2 weeks after SCT before recovering in subsequent months [5,11-16]. Even so, long-term consequences of these short-term exacerbations may include persistent decreases in QOL, lowered posttransplant medication adherence, psychological comorbidities, reliance on potentially inappropriate medications such as benzodiazepines, and increased risk of hospital readmissions [17-23]. Several hospital-based interventions have thus been studied to target well-being during SCT, such as scheduled palliative care consultations, structured exercise programs, acupuncture, music therapy, and programmed room lighting [24-29]. However, these strategies may be limited by in-person provider availability in the inpatient setting or the need for “extra” clinic appointments in the outpatient setting.

Digital life coaching (DLC), whereby patients receive well-being–related support from trained coaches via bidirectional phone calls and SMS text messaging on their personal phones, may be able to address these limitations because of its virtual and location-agnostic nature. Life coaching, whereby trained coaches provide support and longitudinal accountability to empower patients to set and accomplish personal goals, has been effective in several ambulatory cancer populations [30-39]. DLC can reach patients both during and after their index SCT hospitalizations, which is a priority for patient-facing digital tools in this population [40]. While feasible among SCT survivors [41,42], DLC-type interventions have not been studied during the acute 100-day period immediately preceding and following SCT. Given the paucity of studies on the use of communication-based digital technologies among older adults [43], it is similarly unclear how acceptable DLC can be for patients with MM. We thus launched a pilot study to assess the feasibility of a DLC program for patients with MM actively undergoing SCT.

Methods

Study Design and Intervention

We launched a single-arm, pilot feasibility study of DLC among adult patients with MM undergoing non-tandem autologous SCT at our center. English proficiency and mobile phone ownership were required for study participation; however, neither smartphone ownership nor mobile app installation were needed. There were no restrictions on time frames for pre-SCT stem cell collection or on agents used for stem cell mobilization. Based on a 68% rate of engagement in a prior study of DLC among SCT survivors and an assumption that DLC engagement below 33% would not merit further study [41], we enrolled 15 patients to exclude the possibility (with 1-sided α .05 and 90% power) of DLC engagement falling below this threshold. Patients who enrolled in the study but did not ultimately undergo autologous SCT were replaced. All patients provided informed consent prior to study enrollment. This study was approved by the University of California San Francisco Institutional Review Board (ClinicalTrials.gov NCT04432818).

Regarding the DLC platform itself, 2 life coaches employed by Pack Health [44] were paired with all patients enrolled in this study. Both coaches were certified by the National Board for Health and Wellness Coaching [45]. Coaches reached out to patients to coordinate their first coaching call beginning no earlier than day −5 before SCT. Patients then received 16 weeks of free unlimited access to their life coach by phone, SMS text messaging, or email. Coaches used structured frameworks longitudinally, including the Transtheoretical Model, Fogg Behavior Model, SMART (Specific, Measurable, Achievable, Relevant, and Time-based) Framework, and Pathways Thinking, to help patients identify and overcome personal barriers to well-being [46-53]. The content of the coaching curriculum was highly personalized to each patient at any given time and was not standardized per the study protocol. However, coaches did attempt to discuss several components of wellness (physical health, mental health, nutrition, exercise, sleep, and financial health) at least once during the study period. Coaches were not medical providers and were not licensed to address medical or psychiatric issues; as such, coaches were instructed to refer patients back to their SCT providers with any clinical concerns.
Patients could communicate bidirectionally with their coach by SMS text messaging, phone call, or email. This contact information was standardized for each coach; in other words, patients could add their coach to their list of phone contacts and communicate with them as they would communicate with loved ones. While coaches encouraged the use of weekly check-in phone calls, the actual cadence and communication methods of coaching were personalized to each patient based on their individual goals and preferences. Caregivers were allowed to join or participate in coaching as well, although all content was specifically geared toward patients themselves. Coaches organized phone calls and responded to messages during business hours for the DLC vendor (8 AM to 5 PM CST, corresponding to GMT –6); all enrolled patients were on PST (GMT –8). If patients did not respond to messages from their coaches, follow-up messages were sent no more frequently than 3 times per week. Patients were not contacted by coaches after the conclusion of the study period.

Data Collection

The primary objective of this study was to assess the rate of ongoing patient engagement with the DLC program using an intent-to-treat approach during the 16-week study period. We adopted the definition of feasibility used in a previous study of DLC among SCT survivors—patient-initiated engagement at least once with the DLC platform in at least 68% of patients over a 3-month period [41]—with 2 a priori modifications. First, we focused on bidirectional conversations (including phone calls lasting at least 1 minute) as examples of meaningful engagement even if initiated by the coach. Second, we adopted a stricter definition of feasibility as at least one bidirectional conversation every 4 weeks during the 16-week period rather than at least once over 3 months. Our rationale for this second modification was to assess the practicality of ongoing patient-coach conversations across a dynamic 100-day period including index hospitalizations as well as the initiation of post-SCT maintenance therapy.

The secondary objectives of this study were to explore the results of email-based electronic patient-reported outcome (ePRO) assessments measuring QOL, emotional distress, and sleep disturbances. ePROs were assessed in accordance with the Checklist for Reporting Results of Internet E-Surveys [54]. To measure QOL, we administered the 10-item Patient-Reported Outcome Measurement Information System (PROMIS) Global Health Scale instrument v1.2. To measure emotional distress, we administered the single-item National Comprehensive Cancer Network (NCCN) Distress Thermometer excluding the problem list. To measure sleep disturbances, we administered the 4-item PROMIS Sleep Disturbance Short Form 4a. These inventories, comprising 15 questions across 4 pages including a welcome page, were assessed through a secure web-based Research Electronic Data Capture (REDCap; Vanderbilt University) platform hosted on the study site’s server. Patients received unique weblinks to complete ePRO assessments through emails sent from REDCap to their personal email addresses. These emails were sent at 12 discrete timepoints: weekly for the first 8 weeks of the study (day –5 to day +50) and then biweekly thereafter (day +51 to day +106). No ePRO questions were mandatory, no incentives were provided for ePRO assessment completion, and responses were not editable or rewrutable after completion of each timepoint. The results of ePRO assessments were not shared with patients’ coaches or clinical teams at any time.

Data Analysis and Statistical Considerations

For our primary endpoint of ongoing DLC engagement, we calculated SCT-relative dates for each bidirectional conversation within each of four 4-week study subperiods: day –5 to +22, day +23 to +50, day +51 to +78, and day +79 to +106. Based on our sample size of 15 patients, we defined feasibility as the presence of ongoing engagement in 10 or more patients (ie, at least 68% of patients) based on a previous study of DLC among SCT survivors [41].

For our secondary objectives involving ePRO assessments, we converted raw PROMIS inventory scores into T-scores to reflect a reference population with a mean score of 50 and SD of 10 as per their respective scoring manuals. We analyzed PROMIS inventory scores and Distress Thermometer scores at each timepoint descriptively using medians and ranges. Based on previous studies of patients with cancer, we defined clinically meaningful changes in PROMIS instruments as an increase or decrease of 5 or more points [55-57]. Specifically, we compared median T-scores at each timepoint to their baseline values. We defined worsened physical or mental QOL as a decrease of 5 or more points and worsened sleep as an increase of 5 or more points. We separately calculated the percentages of patients at each ePRO timepoint with elevated distress, defined as a Distress Thermometer score of 4 or higher [58].

Given our small sample size, we did not perform any longitudinal modeling of ePRO data. All analyses were performed using Stata (StataCorp) and R version 4.0.2 (R Foundation for Statistical Computing).

Results

Enrollment and Baseline Characteristics

Of the 20 patients approached between June 2020 and November 2020, 17 (85%) enrolled as outlined in Figure 1. However, 2 of these 17 (12%) patients did not undergo planned SCT for medical reasons and thus were replaced before DLC initiation. Of the 15/20 (75%) remaining patients, 2 (13%) dropped out of the study before coaching was initiated: one because she felt that the planned frequency of coaching would become too intense during SCT hospitalization and another because of a personal emergency (wildfire-related evacuations) that prevented her from coordinating a time to speak with her coach before arriving to the hospital to undergo SCT. Thus, 13/15 (87%) patients completed ePRO assessments beyond the baseline assessment and were evaluable for our secondary endpoints of QOL, emotional distress, and sleep disturbances.
Baseline characteristics of the 15 patients evaluable for DLC feasibility are summarized in Table 1. The median age of the enrolled patients was 65 years (range 50-81 years); 4/15 (27%) patients were 70 years or older at the time of SCT. The median time between MM diagnosis and SCT was 7 months (range 4-108 months). A total of 4/15 patients (27%) had an Eastern Cooperative Oncology Group performance status of 1; the remainder had a performance status of 0. Most patients (12/15, 80%) received full-dose melphalan conditioning (200 mg/m²) prior to SCT. All patients were hospitalized for SCT, with a median length of stay of 16 days (range 14-31 days).
Table 1. Baseline characteristics of evaluable patients (N=15).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age at the time of SCT</strong></td>
<td></td>
</tr>
<tr>
<td>50-59.9</td>
<td>3 (20)</td>
</tr>
<tr>
<td>60-69.9</td>
<td>8 (53)</td>
</tr>
<tr>
<td>70-79.9</td>
<td>3 (20)</td>
</tr>
<tr>
<td>≥80</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Female</td>
<td>8 (53)</td>
</tr>
<tr>
<td><strong>Time since diagnosis (months)</strong></td>
<td></td>
</tr>
<tr>
<td>0-11.9</td>
<td>11 (73)</td>
</tr>
<tr>
<td>≥12</td>
<td>4 (27)</td>
</tr>
<tr>
<td><strong>Performance status</strong></td>
<td></td>
</tr>
<tr>
<td>ECOG PS 0</td>
<td>11 (73)</td>
</tr>
<tr>
<td>ECOG PS 1</td>
<td>4 (27)</td>
</tr>
<tr>
<td><strong>Caregiver</strong></td>
<td></td>
</tr>
<tr>
<td>Spouse</td>
<td>13 (87)</td>
</tr>
<tr>
<td>Other c</td>
<td>2 (13)</td>
</tr>
<tr>
<td><strong>Melphalan dose (mg/m²)</strong></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>12 (80)</td>
</tr>
<tr>
<td>140</td>
<td>3 (20)</td>
</tr>
</tbody>
</table>

aSCT: stem cell transplantation.  
bECOG PS: Eastern Cooperative Oncology Group performance status.  
cOther caregivers included an ex-spouse for one patient and a sibling for another patient.

Feasibility of the DLC Platform

Bidirectional conversations during the 16-week study period are depicted in Figure 2. Of the 15 enrolled patients who underwent SCT, 11 (73%) met our primary endpoint of ongoing engagement. Of the remaining 4/15 (27%) patients, 2 (50%) dropped out of the study prior to DLC initiation while an additional 2 (50%) demonstrated ongoing engagement only for the first 3 of the 4 study subperiods. For the 13/15 (87%) patients who received any coaching, the median number of conversation-days (defined as discrete days with at least one bidirectional conversation) during the 16-week study period was 18 (range 4-29). This corresponded to a median engagement frequency of 1 conversation every 6.2 days (range 3.9-28 days). During inpatient hospitalizations, this corresponding frequency was 1 conversation every 5.3 days (range 2.7-15 days). Of 240 conversation-days across 13 patients, 120 (50%) occurred via SMS text messaging while 109 (45%) occurred exclusively via phone calls. Of note, 69% (9/13) of patients never used emails to engage with their coaches.

We did not formally request feedback from patients about the DLC curriculum with respect to its feasibility or overlap with existing clinical resources. However, 2/13 (15%) patients did opt to reply at least once to automated ePRO assessment emails (correspondences that were then forwarded to the study team nonurgently). One patient wrote that her coach was “fantastic for answering questions, hearing and airing concerns…and mostly boosting hope, which is so very necessary in the MM world.” A second patient’s caregiver responded to an automated ePRO prompt inquiring about any additional medications for the management of neuropathy; however, whether this question had been redirected to the study team by the patient’s coach was not specified.
Longitudinal Patient-Reported Outcomes

The results of ePRO assessments for the 13/15 (87%) patients who received any coaching are depicted in Figure 3. A total of 94% (147/156) of ePRO assessments were completed, with a mean time of 3.3 minutes (range 1.1-17.9 minutes) spent per 15-question assessment. The results of these assessments were not shared with patients’ coaches or clinical teams at any point. Compared to baseline values assessed at a median of day −5, both the physical and mental components of QOL nadired during the second week after SCT (median day +9). There were no clinically meaningful exacerbations in sleep disturbances during the study period when compared to baseline. A total of 69% (9/13) of patients exhibited elevated distress at baseline (median day −5) and at the second timepoint (median day +2); this percentage decreased steadily in subsequent weeks to a nadir of 31% (4/13) in the eleventh week (median day +72).

**Figure 2.** Timeplot of bidirectional conversations. Days relative to SCT during which at least one bidirectional conversation took place are marked either by unboxed X icons (for outpatient) or boxed X icons (for inpatient). The 16-week study subperiod is divided into four 28-day subperiods as shown. *These patients underwent SCT but dropped out of the study prior to digital life coaching initiation. SCT: stem cell transplantation.

**Figure 3.** Repeated ePRO assessments over time. For QOL (physical), QOL (mental), and sleep disturbances, values represent population-adjusted T-scores with a mean of 50 and SD of 10. Higher values represent better physical/mental QOL and worsened sleep, respectively. For % elevated distress, values represent the percentage of patients at each timepoint who reported elevated distress (defined as a Distress Thermometer score of 4 or higher) [58]. ePRO: electronic patient-reported outcome; PROMIS: Patient-Reported Outcome Measurement Information System; QOL: quality of life; SCT: stem cell transplantation.
Discussion

Main Findings

In our single-arm pilot study, we found that DLC can be feasible for selected patients with MM during the intensive 100-day period encompassing autologous SCT. Although our study enrolled patients immediately prior to 2-week hospitalizations for myeloablative chemotherapy, the rate of ongoing patient engagement of 73% over a 3-month period was similar to or approached that of DLC-type interventions designed for ambulatory survivors beyond day +100 after SCT [41,42]. Hospitalized patients who underwent SCT in our study engaged bidirectionally with their coaches approximately once per week on average, a frequency comparable to that of unidirectional mobile health apps for patient education or ePRO completion [59,60]. Based on the positive results of this pilot study, a randomized phase 2 study of DLC versus usual care in this population is underway to investigate the efficacy of DLC (ClinicalTrials.gov NCT04589286).

One lesson learned from our study was the optimal timing of supportive interventions during intensive cancer-directed treatments. Our DLC intervention began on day −5 of SCT, which preceded hospital admission for high-dose chemotherapy by 2-3 days. Our rationale for this time frame was to focus on the acute posttransplant period itself, a time during which QOL is known to decrease because of increased symptom burden and acute life disruptions [11-15]. However, in contrast to 2 prior studies that demonstrated that distress peaked at count nadir or hospital discharge [3,15], this study found that elevated distress was highest at pre-SCT baseline. As a second observation of note, our narrow pre-SCT window also precluded participation for 1 of our 15 enrolled patients who was unable to connect with her coach before hospitalization. Earlier initiation of DLC, as we have implemented in our ongoing phase 2 study, may allow coaches to intervene during emotional distress when this symptom is at its peak while also improving the logistical adoptability of DLC for patients.

A second lesson learned from our study was the importance of flexibility and bidirectionality regarding how patients can engage with coaches. Our DLC platform allowed patients to call, text, or email their coaches in the same ways in which they might communicate with loved ones. All communications sent by coaches were intentionally worded to encourage subsequent responses from patients. Prior research has suggested that the promotion of interactivity may improve patients’ perceptions of and patient engagement with digital platforms [61,62]. Although we did not formally test this hypothesis, these characteristics may have enhanced the “stickiness” of DLC (defined as the ease of continued use of a patient-facing platform over time) [63] during the peri-SCT period. As a counterexample within digital oncology, the randomized Southwest Oncology Group S1105 study of automated twice-weekly unidirectional SMS text messaging for women with breast cancer did not show a benefit in its primary endpoint of medication adherence [64]. The authors posited that their approach may not have sufficiently engaged patients to promote behavioral change.

Limitations and Future Directions

Our study nevertheless had several limitations; the most important one was the limited external validity from our small cohort of English-speaking patients who owned personal mobile phones. Although our intervention was deemed acceptable by patients who were planning to undergo SCT (with 85% of approached patients enrolling in the study), our patient population was relatively homogeneous with regard to race, ethnicity, and marital status. Because racial and socioeconomic barriers affect SCT access and post-SCT outcomes in patients with MM [65,66], further investigation of this platform in a broader population of patients is needed. Two active areas of expansion for the DLC vendor include translation of content into other languages and development of an entirely landline-based curriculum (eg, using hospital-based phones and house-based phones) for patients who do not personally own mobile phones.

Other limitations of our study include our inability to isolate the specific coaching frameworks or themes that were most useful for patients. While patients communicated with their coaches approximately once per week on average, we did not directly gauge patient rationales for DLC engagement at each timepoint. As such, it is possible that patients may have maintained interactions with their coaches out of politeness rather than firm beliefs that the coaching was of value. Elucidating the specific impact of DLC on ePRO assessments of QOL is thus a key goal of our ongoing randomized phase 2 study. Furthermore, our ePRO results must be interpreted with caution given the small sample size and the presence of DLC itself as a potential confounder. Our finding that elevated distress was most prevalent in the days immediately before and after SCT was predicated on scores of 4 or higher on the single-question NCCN Distress Thermometer, a definition used previously in the SCT population [67,68]. It is unclear whether the use of longer survey-based instruments to assess distress, such as the Brief Symptom Inventory or Impact of Event Scale, would have yielded different results.

While DLC-type interventions have already been investigated in ambulatory cancer survivors [32,33,36-39,41,42], this is the first study to our knowledge to investigate DLC during a hospital-based cancer therapy such as SCT. DLC offers 3 possible benefits over traditional face-to-face tools during such intensive treatment modalities. First, although interventions with substantial in-person components may be more likely to improve distress in patients with cancer [69], additional in-person visits may be impractical for patients to attend in the setting of acute symptomatic toxicities. In contrast, DLC allows patients to access a centralized team of life coaches from the convenience of their phones regardless of their current location. Second, for patients who interact frequently with their coaches, “micro-learning” (a key functionality of mobile health tools) [70] may enhance the staying power of the coaching curriculum. Third, as discussed previously, DLC can readily accommodate individual patient preferences with regard to specific communication modalities and cadences.

However, whether DLC can truly improve the quality of supportive care during SCT requires further investigation in our
ongoing randomized phase 2 trial and subsequent investigations. Similarly, given a plethora of ePRO instruments used to assess QOL and distress in the hematopoietic stem cell transplant population [71], the PROMIS Global Health Scale and NCCN Distress Thermometer—both of which are relatively newer in this patient population—require further validation against longer survey-based instruments such as the Functional Assessment of Cancer Therapy Bone Marrow Transplantation or Brief Symptom Inventory assessments. Expansion of DLC into other transplantation settings, particularly for patients with acute leukemia undergoing allogeneic SCT, is warranted given that patients who undergo allogeneic SCT have a higher symptom burden than those who undergo autologous SCT [11,72]. This is an active area of investigation for our group.

Conclusions

Selected patients receiving high-dose chemotherapy followed by autologous SCT can engage meaningfully with life coaches using their phones, even during 2-week hospitalizations. A randomized phase 2 study to assess the efficacy of DLC in this population is underway. If future studies demonstrate the effectiveness of DLC in improving QOL and symptom burden during SCT, this type of intervention may eventually become a routine tool for supporting patient well-being during intensive cancer-directed therapies.
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Abstract

Background: Hospital bed management is an important resource allocation task in hospital management, but currently, it is a challenging task. However, acquiring an optimal solution is also difficult because intraorganizational information asymmetry exists. Signaling, as defined in the fields of economics, can be used to mitigate this problem.

Objective: We aimed to develop an assignment process that is based on a token economy as signaling intermediary.

Methods: We implemented a game-like simulation, representing token economy–based bed assignments, in which 3 players act as ward managers of 3 inpatient wards (1 each). As a preliminary evaluation, we recruited 9 nurse managers to play and then participate in a survey about qualitative perceptions for current and proposed methods (7-point Likert scale). We also asked them about preferred rewards for collected tokens. In addition, we quantitatively recorded participant pricing behavior.

Results: Participants scored the token economy–method positively in staff satisfaction (3.89 points vs 2.67 points) and patient safety (4.38 points vs 3.50 points) compared to the current method, but they scored the proposed method negatively for managerial rivalry, staff employee development, and benefit for patients. The majority of participants (7 out of 9) listed human resources as the preferred reward for tokens. There were slight associations between workload information and pricing.

Conclusions: Survey results indicate that the proposed method can improve staff satisfaction and patient safety by increasing the decision-making autonomy of staff but may also increase managerial rivalry, as expected from existing criticism for decentralized decision-making. Participant behavior indicated that token-based pricing can act as a signaling intermediary. Given responses related to rewards, a token system that is designed to incorporate human resource allocation is a promising method. Based on aforementioned discussion, we concluded that a token economy–based bed allocation system has the potential to be an optimal method by mitigating information asymmetry.

(JMIR Form Res 2022;6(3):e28877) doi:10.2196/28877
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Introduction

Hospital bed management is an important resource allocation task for better patient care and sustainable hospital management [1]. In particular, efficient bed utilization is a key driver for hospital revenue [2] and health care system management [3,4]. The management of hospital finances has become difficult in Japan [5,6] and worldwide [7-9]; thus, to cope, effective resource management is essential.

Poor bed management wastes time, resulting in longer wait times for patients, the reduction of employee (especially ward nurses) satisfaction [10], and adverse effects on patient safety [11,12].

The current bed control process begins when physicians admit patients to the hospital and asked bed allocation managers to find adequate beds [13]. Allocation managers search the wards to find the best fit for the patient. Then, either the negotiation-based method, wherein allocation managers negotiate with frontline ward managers, who sometimes decline the request, to form consensus and make a final decision [14], or the command-based method, wherein allocation managers have the authority to force wards to accept the request [15], emerges. The negotiation-based method takes more time [14], while the command-based method hinders employee satisfaction by involuntarily increasing the patient-to-nurse ratio, which has been reported to increase staff dissatisfaction [16]. In fact, these methods are not discrete but form a continuum, as procedures, in reality, both have negotiation-based as well as command-based aspects.

Conflict is defined as the struggle that arises when the goal-directed behavior of a person or group blocks that of another [17]. Both bed allocation methods include a systemic structure that can cause intraorganizational conflict between allocation managers and frontline ward workers. Previous reports mentioned that mediation of information asymmetry is an effective form of conflict management [18], and often, information asymmetry is observed in real practice between allocation managers, who have broad but superficial views of the bed occupancy situation for the whole hospital, and managers of individual wards, who tend to only see their situation but perfectly know their capacity.

Previous studies [19,20] in operational research have tried to solve the bed assignment problem with mathematical modeling, which is based on the assumption that computers can calculate optimal solutions for command-based bed allocation to satisfy any stakeholder requirements; despite this, no real-world solutions are in wide use, because of the implementation difficulties arising from inputting data from a variety of sources and convincing users to accept computed suggestions [19]. This situation indicates that collecting sufficient information is difficult, which can lead to information asymmetry, resulting in intraorganizational conflict.

In the field of economics and management, signaling, whereby one party credibly conveys some information about itself to another [21], is a solution for information asymmetry [22]. However, requiring too much information from frontline staff is not feasible in practice; therefore, simple information to be expressed is needed. Herein, we propose the implementation of a token economy–based operation for bed allocation, in which the allocation process is regarded as a virtual currency transaction. Token economy was originally developed for behavior modification in psychology [23] and education [24] and is now also used by businesses [25] that intend to manage user behavior. We hypothesize that this system has the advantages of both negotiation-based and command-based allocation systems.

We developed a token economy–based system for bed allocation and conducted a preliminary evaluation of the system with a game-like simulation followed by a brief survey about its effectiveness.

Methods

Token Economy–Based Bed Assignment System

Overview

The current bed assignment process begins when physicians decide to admit a patient to the hospital and the allocation manager negotiates with ward staff to find an available bed (Figure 1).

However, we propose that the bed allocation process can be considered as transactions of nursing contributions between physicians and nursing staff. Each ward in the hospital is asked to set a price (ie, define the value for their nursing service) using a virtual currency (ie, token) in advance. When physicians admit patients, the hospital allocates a certain number of tokens to the physicians as consideration for admission. Then, using prices and their preferences, such as ward specialty, physicians decide where patients will be assigned. Once the deal is finalized, the bed allocation process is completed (Figure 1). In this process, allocation managers do not have a role. By repeating this procedure, each stakeholder can accumulate tokens, to be exchanged for something that has value to them, and ward price setting acts as a signaling of availability, which removes information asymmetry to result in optimal bed allocation.
Implementation of Simulation System

To evaluate the token economy–based bed allocation system, we developed a game-like simulation. We developed a web-based simulation for nurse managers (who represent the nursing staff on the wards). The behavior of physicians was emulated by computer agents.

The scenario consisted of a small hospital with 3 wards, each having 40 beds. For simplicity, we used the assumption that there are 3 illnesses (ie, gastric ulcer, pneumonia, and heart failure) with 3 severities (ie, mild, moderate, and severe). To represent the real-world allocation of specialties, we also defined the assumption that each virtual ward was used to manage a single type of illness: ward A, gastric ulcer; ward B, pneumonia; and ward C, heart failure (Figure 2).

Each virtual ward had a workload parameter, that reflected nursing staff workloads. This information was only seen by the relevant ward, thus representing information asymmetry. The workload increased in response to bed occupancy, weighted by patient illness and severity: workload increased by 1.0, 1.25, and 1.5 points when the ward received a patient with mild, moderate, and severe, respectively, corresponding illness; however, when the patient’s illness was not aligned with the ward’s specialty, workload increased by an additional 50%—1.5, 1.8, and 2.25 points for mild, moderate, and severe illnesses, respectively, not corresponding to that of the ward specialty (Table S1 in Multimedia Appendix 1).
Figure 2. Game scenario: the hospital consisted of 3 wards, with 40 beds each, and patients with 3 diseases with 3 levels of severity.

User Interface

The simulation consisted of day-level repetition (Figure 3). At the beginning of a day, nurse managers (players) were asked to set a price for each illness and severity. They could see the current bed occupancy and staff workload of their ward, but they could only see the number of patients admitted to other wards (Figure S1 in Multimedia Appendix 1). Players were then asked to set prices for 9 patterns of patients (Figure S2 in Multimedia Appendix 1). Each day, 7 patients appeared, with random illnesses and severities (Figure S3 in Multimedia Appendix 1) and were allocated to the ward selected by physicians—a computer agent programmed to select the ward that proposed the lowest price unless the ward specializing in the patient’s illness was available, in which case, a certain additional price was acceptable. The additional rate was set as a uniform random number between 1.0 (no additional fee) and 2.0 for every admission decision. Patients were randomly discharged from wards at a rate equivalent to a mean of 14 days, so that vacant beds appeared in wards. We repeated the simulation 10 times, representing 10 real-world days. All simulations were implemented with Python (version 3.4.5) and Django (version 2.0.13).
**Evaluation**

**Participants**

We recruited 9 nurse managers from a single university-affiliated hospital in Japan. We split them into 3 groups with 3 participants each. After receiving informed consent, we asked the nurse managers to participate in 2 sessions of the game-like simulation. During the first session, participants were told that the player who earned the most tokens would be the winner. For the second session, participants were instructed to assume they can receive the form of compensation they wish and that they are required to make decisions as nurse managers, by considering aspects such as staff satisfaction, patient safety, and equality, as they did in their daily practice.

We conducted 3 surveys with the participants: before, between, and after sessions (Figure 4). Using a similar question format about perceptions relating to manager satisfaction, staff satisfaction, benefit for patients, patient safety, timeliness of decision making, extent of managerial rivalry, extent of managerial control from hospital administrators, effect on revenues, employee development, consistency with organizational mission (which is equal to the whole hospital’s mission), and consistency with the goal of each ward as independent division (Table 1), the before-session survey asked participants about their perceptions of the current bed assignment practices, whereas the after-session survey asked participants about their perceptions of the token economy–based assignment method. Each response used a 7-point Likert scale (1, strongly disagree, to 7, strongly agree). We developed the questionnaire to examine the system’s effect on hospital management through resource allocation decision-making, given the advantages and disadvantages that have been identified by previous researchers [26], of decentralized decision-making in an organization. In addition, we considered Balanced scorecard, which is well-known organizational performance assessment tool [27]. In particular, questionnaire about employee development was set to evaluate this method could develop ward staffs’ managerial ability. We did not perform statistical testing, due to the limited number of participants.

For the interim survey, we asked participants about desired compensation regarding the token—“Please enumerate what you want to get as a consideration of tokens. List at least two, and at most five, items with giving priority.”
**Analysis of Participants’ Price Setting**

We recorded price list input by participants and workload fluctuations. We collected data from 6 sessions (3 groups, each playing 2 sessions). To evaluate this token economy–based method as a signaling mediator, we plotted the associations between workload and price setting.

**Ethics Approval**

These experiments were conducted with the approval of the Ethics Committee of Kyoto University Graduate School and Faculty of Medicine (R1972).

**Results**

**Participants**

Participants had more than 25 years (mean 31.1 years) of experience as nurses and more than 3 years (mean 11.6 years) as nurse managers at the time of experiment (Table 2).
Table 2. Demographic backgrounds of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender (n=9), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1 (11) Male</td>
</tr>
<tr>
<td>Female</td>
<td>8 (89) Female</td>
</tr>
<tr>
<td><strong>Experience (years), mean (range)</strong></td>
<td></td>
</tr>
<tr>
<td>Nurse</td>
<td>31.1 (26-34) Nurse</td>
</tr>
<tr>
<td>Nurse manager</td>
<td>11.6 (4-18) Nurse manager</td>
</tr>
</tbody>
</table>

Survey Results

Staff satisfaction for current operation practices and for the proposed method were at 2.67 and 3.89 points on average, respectively. Conversely, they scored benefit for patients in current practices and for the proposed method at 4.44 and 3.56 points, respectively. Participants gave favorable responses for the proposed method when compared with those for current practices for manager satisfaction, patient safety, timely decision-making, and consistency with goal of divisions; however, they gave unfavorable responses for the proposed method compared with those of current practices for the extent of managerial rivalry, the extent of control from hospital administration, employee development, and consistency with hospital mission (Table 3 and Figure 5).

Most participants (7 out of 9) listed additional human resources as preferred compensation for tokens. Financial compensation, such as salary increases or bonuses, ranked in the top 3 for some participants (4 out of 9). Only 1 participant did not list items related to human resources; this participant listed commendation from the hospital as the top priority (Table 4).

Table 3. Before- (current) and after-session (proposed) survey scores; items were rated on a 7-point Likert scale (1, strongly disagree, to 7, strongly agree).

<table>
<thead>
<tr>
<th></th>
<th>Current bed management practices, mean</th>
<th>Proposed token economy–based system, mean</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manager satisfaction</td>
<td>3.44</td>
<td>3.78</td>
<td>0.33</td>
</tr>
<tr>
<td>Staff satisfaction</td>
<td>2.67</td>
<td>3.89</td>
<td>1.22</td>
</tr>
<tr>
<td>Benefit for patients</td>
<td>4.44</td>
<td>3.56</td>
<td>−0.89</td>
</tr>
<tr>
<td>Patient safety</td>
<td>3.50</td>
<td>4.38</td>
<td>0.88</td>
</tr>
<tr>
<td>Timeliness</td>
<td>3.67</td>
<td>4.00</td>
<td>0.33</td>
</tr>
<tr>
<td>Managerial rivalry</td>
<td>2.78</td>
<td>3.67</td>
<td>0.89</td>
</tr>
<tr>
<td>Control</td>
<td>4.44</td>
<td>3.44</td>
<td>−1.00</td>
</tr>
<tr>
<td>Revenue</td>
<td>3.78</td>
<td>3.78</td>
<td>0.00</td>
</tr>
<tr>
<td>Employee development</td>
<td>4.11</td>
<td>3.44</td>
<td>−0.67</td>
</tr>
<tr>
<td>Hospital mission</td>
<td>4.56</td>
<td>4.11</td>
<td>−0.44</td>
</tr>
<tr>
<td>Goal of divisions</td>
<td>3.00</td>
<td>3.67</td>
<td>0.67</td>
</tr>
</tbody>
</table>

*aThere was a missing response; therefore, n=8 for this item.

*bOnly for this item, a higher score means a negative response.
Figure 5. Differences between perceptions in current bed management practices and those for the proposed bed management method. Since a higher score for managerial rivalry indicates a negative response, we inverted the raw data. There was 1 missing response for patient safety.

Table 4. Participants’ response to the question asking the desirable rewards for collected token.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Priority</th>
<th>First</th>
<th>Second</th>
<th>Third</th>
<th>Fourth</th>
<th>Fifth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Human resources (nurses)</td>
<td>Human resources (nurses)</td>
<td>Travel fee for workshop</td>
<td>Travel fee for conference</td>
<td>Improved work environment</td>
<td>Improved work environment</td>
</tr>
<tr>
<td>2</td>
<td>Human resources (nurses)</td>
<td>Human resources (nurses)</td>
<td>Travel fee for conference</td>
<td>Improved work environment</td>
<td>Human resources (nurse assistants)</td>
<td>Equipment</td>
</tr>
<tr>
<td>3</td>
<td>Human resources (nurses)</td>
<td>Human resources (nurses)</td>
<td>Vacation</td>
<td>Bonus</td>
<td>Reduction of overtime</td>
<td>Support for mental condition</td>
</tr>
<tr>
<td>4</td>
<td>Human resources (nurses)</td>
<td>Human resources (nurses)</td>
<td>Bonus</td>
<td>Office supplies</td>
<td>Equipment</td>
<td>Human resources (doctors)</td>
</tr>
<tr>
<td>5</td>
<td>Allowance</td>
<td>Human resources (nurses)</td>
<td>Human resources (nurse assistants)</td>
<td>Vacation</td>
<td>Human resources (nurse assistants)</td>
<td>Improved work environment</td>
</tr>
<tr>
<td>6</td>
<td>Human resources (nurse)</td>
<td>Human resources (nurse assistants)</td>
<td>Salary</td>
<td>Improved work environment</td>
<td>Office supplies</td>
<td>Education materials</td>
</tr>
<tr>
<td>7</td>
<td>Human resources (nurses)</td>
<td>Human resources (nurse)</td>
<td>Salary</td>
<td>Improved work environment</td>
<td>Human resources (doctors)</td>
<td>—</td>
</tr>
<tr>
<td>8</td>
<td>Human resources (nurses)</td>
<td>Human resources (nurses)</td>
<td>Salary</td>
<td>Improved work environment</td>
<td>Human resources (nurse assistants)</td>
<td>—</td>
</tr>
<tr>
<td>9</td>
<td>Human resources (nurses)</td>
<td>Human resources (nurses)</td>
<td>Salary</td>
<td>Improved work environment</td>
<td>Human resources (nurse assistants)</td>
<td>—</td>
</tr>
</tbody>
</table>

Participants were asked to list between 2 and 5 items; therefore, some entries are blank.

Workloads and Price Setting

When average workload increased, participants typically set higher prices for each illness; however, this did not occur every time (Figure 6). Every group, especially Group A, showed a more apparent association between price and workload during the second session than that in first session (Figures S4 and S5 in Multimedia Appendix 1). There was a similar tendency for mild illnesses; however, we could not evaluate quantitative association due to limited data.
Figure 6. Association between price and workload. The upper graphs show the first session, in which players were asked to collect as many tokens as possible, and the lower graphs show the second session, in which players were asked to make decisions as nurse managers in real practice. A darker gray indicates a higher workload.

Discussion

General

A preliminarily examination of practicing nurse managers’ perception on the feasibility of using a token economy–based bed allocation system to mitigate information asymmetry indicated that the system may enhance staff satisfaction and patient safety but may worsen managerial rivalry and inhibit staff development. There is also potential that hospital administrators can utilize our system as a strategy development tool for human resource allocation.

In mathematical modeling studies of bed assignment processes, patient flow, and bed availability [19,20], there is the implicit assumption that there is no information asymmetry, which allows an optimized solution to be found; however, as those studies [19,20] indicated, communication problems between planners and frontline workers remained. That is, information asymmetry diminished the efficacy of such methods in practice. The impossibility of the planner being able to collect complete information has been widely acknowledged in economics (ie, calculation controversy [28]) and by military strategists (fog of war [29]). Likewise, in real practice at hospitals, there is too much apparent or latent information that can be considered in bed assignment process; thus, solving the bed assignment operation problem with mathematical calculation is fundamentally unfeasible.

To the best of our knowledge, no previous research has focused on information asymmetry in bed allocation or hospital management. We identified optimized bed assignment as the target behavior and designed our token economy with transactions occurring between physicians and impatient wards. Unlike token economy designs, in which psychiatrists or teachers define target behavior unilaterally, our design made both stakeholder parties represent desirable behaviors with tokens. Even though the sample size was limited, associations between the information that participants had (workload) and the information that participants broadcast (price) demonstrated that our token economy–based has potential to mitigate information asymmetry in bed allocation management.

Participants positively rated staff satisfaction, patient safety, and consistency with divisional goals. Autonomy is said to be one of the important factors in improving employee satisfaction in hospitals [30], and characteristics of the proposed method—each frontline division can broadcast their status in a 1-dimensional simplified manner, in the form of pricing—may enhance the autonomy of divisions, resulting in positive effects, which may explain our survey results. Employee satisfaction increases organizational loyalty and employee retention [31], which is critical for human resource management generally and specifically in the nursing filed [32,33]. In addition, patient safety improves when employees are satisfied with their workplace [34] and vice versa [35].

Participants negatively rated the effect on the intensity of managerial rivalry, employee development, and the benefits for patients. Managerial rivalry is said to be a disadvantage of decentralized decision-making; However, a decentralized method is also said to have positive effects on employee development, by allowing autonomous decision-making [26].

Participants were nurse managers in a teaching hospital, where many employees have limited experience as nurses to make adequate decisions independently; therefore, participants, as managers, might be afraid that their staff would make selfish choices [36]. Given this, prior to being implementing this token economy–based systems in practice, staff decision-making
capabilities should be evaluated. Regarding benefit for patients, our method did not take ward specialty into consideration when selecting admission for the sake of simplicity; therefore, participants thought patients had higher possibilities of being assigned to nonspecialized wards than the current method. To address this problem, rule-based restrictions can be considered in future system designs.

When asked about desirable rewards for tokens, most participants indicated human resources (in particular, additional nursing staff). Rewards for tokens are called “back-up reinforcer(s)” [37] when used in behavior modification fields, and are key factors in the method’s design [38]. Hospitals in Japan are suffering from nurse shortages [39], and efficient human resource allocation is needed. Wards (or divisions) that collect more tokens can be regarded as creating more value for the hospital. Therefore, allocating more resources to those wards is reasonable, especially given that hospitals are a labor-intensive industry [40], in which nurses play central role [41]. Through such implementation design, a token economy–based system may be able to optimize resource allocation and improve staff motivation.

Although we chose bed allocation as the target problem, hospitals have many other resource allocation problems to be solved. The proposed token economy–based method may be applied to other resource allocation problems in hospitals in the future, with appropriate token economy design.

Limitations

The study had some limitations because this research showed only preliminary implications for efficiency in applying a token economy–based system to bed assignment processes. First, the assumptions used in our simulation were too simple compared with those in real practice. That is, we only considered emergency admissions, whereas in reality, hospitals also receive elective admissions. The proposed token economy–based system may cause confusion for nurse managers whether emergency and elective cases should be prioritized at first, but they will be able to adjust pricing behavior by referring elective admission lists. We can, theoretically, expect that the adjustment may result in convergence to adequate allocation via market mechanism. Second, participants were recruited from a single university-affiliated teaching hospital, thus the perceptions of the participants may be different from the perceptions of staff in general hospital fields. Third, we only recruited 9 participants, due to limited resources, and the limited sample size may result in impaired external validity. Based on these limitations, immediate implementation of our method into real practice is probably unfeasible. However, by showing the constraints of previous studies [19,20] and proposing an innovative method, we make an important contribution.

Conclusion

A token economy–based bed allocation system has the potential to be an effective method to innovatively solve bed allocation problems in hospitals, by mitigating intraorganizational information asymmetry, and improve staff satisfaction, by allowing the autonomy of frontline professionals.
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Abstract

Background: Singapore’s national digital contact-tracing (DCT) tool—TraceTogether—attained an above 70% uptake by December 2020 after a slew of measures. Sentiment analysis can help policymakers to assess public sentiments on the implementation of new policy measures in a short time, but there is a paucity of sentiment analysis studies on the usage of DCT tools.

Objective: We sought to understand the public’s knowledge of, concerns with, and sentiments on the use of TraceTogether over time and their preferences for the type of TraceTogether tool.

Methods: We conducted a cross-sectional survey at a large public hospital in Singapore after the COVID-19 lockdown, from July 2020 through February 2021. In total, 4097 respondents aged 21-80 years were sampled proportionately by sex and 4 age groups. The open-ended responses were processed and analyzed using natural language processing tools. We manually corrected the language and logic errors and replaced phrases with words available in the syuzhet sentiment library without altering the original meaning of the phrases. The sentiment scores were computed by summing the scores of all the tokens (phrases split into smaller units) in the phrase. Stopwords (prepositions and connectors) were removed, followed by implementing the bag-of-words model to calculate the bigram and trigram occurrence in the data set. Demographic and time filters were applied to segment the responses.

Results: Respondents’ knowledge of and concerns with TraceTogether changed from a focus on contact tracing and Bluetooth activation in July-August 2020 to QR code scanning and location check-ins in January-February 2021. In total, 4097 respondents aged 21-80 years were sampled proportionately by sex and 4 age groups. The open-ended responses were processed and analyzed using natural language processing tools. We manually corrected the language and logic errors and replaced phrases with words available in the syuzhet sentiment library without altering the original meaning of the phrases. The sentiment scores were computed by summing the scores of all the tokens (phrases split into smaller units) in the phrase. Stopwords (prepositions and connectors) were removed, followed by implementing the bag-of-words model to calculate the bigram and trigram occurrence in the data set. Demographic and time filters were applied to segment the responses.

Conclusions: The public’s knowledge of and concerns with the use of a mandatory DCT tool varied with the national regulations and public communications over time with the evolution of the COVID-19 pandemic. Effective communications tailored to subpopulations and greater transparency in data handling will help allay public concerns with data misuse and improve trust in the authorities. Having alternative forms of the DCT tool can increase the uptake of and positive sentiments on DCT.
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Introduction

COVID-19, declared a pandemic by the World Health Organization in March 2020, is highly transmissible, with infections leading to deaths and severe illnesses [1]. Contact tracing has been a critical measure in curbing infectious disease transmissions [2]. However, conventional methods are time-consuming, labor-intensive, subject to recall biases, and unscalable during large-scale outbreaks, such as COVID-19 [3].

Digital contact-tracing (DCT) tools can potentially address the problem of scale during the COVID-19 pandemic by capturing device encounters via Bluetooth-enabled smartphone apps or wearable devices [4,5]. Studies have suggested that DCT tools can help to increase the detection of cases and reduce the time taken for contact tracing by 2.5 times [6-8]. However, a minimum population adoption rate of 60% is required for contact tracing to be effective with DCT tools [9]. At present, Singapore is the only country that has achieved a nationwide DCT adoption rate of more than 70% [10].

Singapore developed a national DCT tool—TraceTogether—in March 2020 and promoted its use after exiting a lockdown in June 2020. Since then, mandatory use of the TraceTogether smartphone app or wearable token for check-ins to enter public venues (such as shopping centers, grocery stores, restaurants, cinemas, schools, and hospitals) has been introduced to increase its adoption [11]. Although the adoption rate of TraceTogether increased from 40% in July to more than 70% in December 2020 [10], the adoption of TraceTogether may have been involuntary under mandatory conditions.

Privacy concerns, lack of trust in the government, and pessimistic views on the effectiveness of DCT tools were barriers against its adoption [12-14]. The plethora of reasons for the hesitancy to adopt DCT tools suggests complex sentiments among users, which may have been deep seated under mandatory conditions. Since the large-scale adoption of DCT tools is unprecedented, understanding the complex sentiments associated with its use would help policymakers to adjust implementation approaches. Traditional qualitative analyses can identify in-depth user perspectives on a topic but are usually confined to smaller samples of text due to their resource-intensive requirements. Natural language processing (NLP) tools are less sensitive in identifying nuances in text data but are able to process a large number of texts in a shorter time frame. Therefore, the use of NLP tools would be most suitable for the analysis of a large number of short texts without in-depth meanings [15].

Opinion mining and sentiment analysis have been performed widely to understand the public’s reaction and challenges faced during the COVID-19 pandemic [16,17]. These methods are useful for consolidating a large amount of information in a short period. For example, policymakers can study public sentiments on new events or COVID-19 measures and tailor public health communications to mitigate negative emotions arising from the event or measure [17]. An increasing number of studies have utilized short social media texts, such as Tweeter posts, to understand public sentiments on the COVID-19 pandemic [18,19]. Despite the benefits of opinion mining and sentiment analysis in rapidly garnering the public’s opinion, the data collected from online platforms, such as microblogs, social media, app store reviews, and online surveys, were biased toward the more privileged and technologically savvy individuals [20,21]. Overrelying on data collected from social media sites would omit the views of social groups that do not use these sites [22,23].

There is also a paucity of sentiment analysis studies on the usage of DCT tools. An Irish study analyzed the sentiments of DCT app reviews and found predominantly positive sentiments; however, the review focused on voluntary app users who may be more accepting of DCT tools [20]. Given the lack of studies on user perspectives on DCT tools and biases of the data sources used for opinion mining, we sought to understand the public’s knowledge of, concerns with, and sentiments on the use of DCT tools over time, as mandated by the authorities for pandemic control, across an extensive demographic and age distribution.

Methods

Study Design

We conducted a cross-sectional survey in the 2 busiest ambulatory clinics at the second-largest public hospital in Singapore, starting from 1 month after the nationwide COVID-19 lockdown in 2020. Data collection occurred over 8 months from July 2020 through February 2021 during patients’ or their caregivers’ visit to the clinic. Respondents from ages 21 to 80 years were sampled proportionately by sex and four 15-year age groups to cover the perspectives of digital natives and digital immigrants. We included only citizens and permanent residents of Singapore as this population would best fit the context of our study.

Timeline of TraceTogether Events in Singapore

The use of TraceTogether was widely promoted after the COVID-19 lockdown in Singapore. The smartphone app was initially promoted to trace encounters with users in close proximity but was updated in June 2020 to collect personal identifiers for more effective contact tracing. The app is available in multiple languages, including Bengali, Burmese, Chinese, English, Hindi, Melayu, Tamil, and Thai. In July 2020, the token form of TraceTogether was made available to seniors who do not own smartphones. Each token weighs 15 g, with dimensions that are 62 mm long, 15 mm thick, and 45 mm wide. From September to November 2020, the government made a series of announcements to promote the uptake of TraceTogether. All Singapore citizens were eligible to collect a free TraceTogether token to facilitate mandatory safe entry check-ins at all public venues [11], and social restrictions would
be eased further if at least 70% of the population adopted TraceTogether [24]. In early January 2021, the Singapore police force used the TraceTogether data for criminal investigations under the Criminal Procedure Code (CPC) [25]. Clarifications were made when the act evoked a public outcry on personal data protection.

Survey Instrument
We designed a 14-item survey questionnaire based on literature review and included questions on the status of digital device usage and willingness to use TraceTogether (pre- and postsharing on DCT tools). Three open-ended questions were used to determine respondents’ knowledge of TraceTogether, top three concerns with any DCT technology, and the reasons for their preference for the form factor of TraceTogether (refer to Multimedia Appendix 1 for the questionnaire).

Data Collection
We trained all data collectors to ensure that the questionnaire was appropriately administered by the interviewer. Information on respondents’ perceptions of a DCT tool was collected using TraceTogether as an example. We then provided a 2-minute explanation on the purpose of DCT tools at the end of the survey and asked respondents again whether they would be willing to use a DCT tool and, if so, whether they preferred an app or a token and the reason for their choice. Demographic information was collected to perform segmented analyses.

This study focused on the open-ended responses from respondents, which included asking the respondents their thoughts on the purpose, data security, and usage of TraceTogether and their concerns with TraceTogether. The reasons for the choice of a smartphone app or token were also analyzed.

Descriptive Statistics
We classified respondents into 4 age and sex categories (younger females, older females, younger males, and older males) and classified those who were above the age of 50 years as older adults and those 50 or under 50 years as younger adults. Mean and SDs were computed for age, while proportions were computed for other categorical variables, such as demographics, smartphone ownership, awareness of TraceTogether, willingness to use TraceTogether, and preference for its form factor. We also presented the bimonthly uptake rate of TraceTogether by age and sex to show the impact of the policy measures to boost uptake rates.

Data Processing
The open-ended responses were manually processed to correct language and spelling errors. Abbreviations were written in full, and the informal and colloquial form of the English language was rephrased to the formal form. For example, “don’t like” was rephrased as “dislike” as “don’t” would likely be removed as a stop word, while “like” would be detected as a positive sentiment, although the phrase implies a negative sentiment. Important phrases on “knowledge of TraceTogether” were standardized 3-word phrases and analyzed as trigrams (refer to Table S1 in Multimedia Appendix 1), while other sections were analyzed as bigrams. The processed trigrams were subsequently replaced with a phrase that was closer to their original meaning before it was presented graphically (eg, the pre-processed phrase “Location unknown uncollected” was replaced with “Location data NOT collected” when presented graphically).

The preprocessed responses were then processed with NLP tools. All phrases were tokenized (split into smaller units), and the sentiment score of each phrase was computed by summing the sentiment scores of all the tokens in the phrase. Stopwords, such as prepositions and connectors, were removed according to the stopwords package in R, followed by implementation of the bag-of-words model (simplifying the representation of words) to calculate the occurrence of bigrams and trigrams in the data set. Demographic and time filters were applied to segment the responses, as required (Figure 1).
Figure 1. Process of data processing and analysis. *Refer to Table S1 and Figure S1 in Multimedia Appendix 1.

Sentiment Analysis

We used the syuzhet package for sentiment analysis as it incorporates 3 other lexicons developed by other groups [26]. The bing lexicon contains a list of words classified into positive and negative sentiments, while the nrc lexicon classifies words into 8 other emotions on top of the positive and negative sentiments. The afinn and syuzhet lexicons contain a database of words with a sentiment score. We compared the sentiment scores derived from the syuzhet and afinn lexicon and did not find substantial differences in sentiment patterns [26,27]. Hence, we used the syuzhet lexicon for our analyses as the database contains a wider range of vocabulary compared to the afinn database. Each word in the syuzhet library has a value of between –1 and 1. Words with positive connotations are scored positively, while those with negative connotations are scored negatively. The sentiment score of a response statement was computed by summing the values of all the words in the
statement that could be found in the *syuzhet* library. All analyses were performed using RStudio version 1.2.5033.

Some of the respondents would comment on the disadvantages of the TraceTogether token when asked why they preferred the smartphone app or vice versa. Hence, the reasons for respondents’ preference for either the TraceTogether tool (smartphone app or portable token) were split into token- or smartphone-related comments before sentiment analysis.

**Ethical Considerations**

This study was approved by the National Healthcare Group (NHG) Domain Specific Review Board (DSRB) in Singapore (NHG DSRB ref. 2020/00775). A waiver of written informed consent was granted, and implied consent was assumed if the individual agreed to respond to the survey.

**Results**

**Recruitment Rate and Demographics of Respondents**

We approached 6260 potential respondents and excluded 744 (11.88%) who did not meet the inclusion criteria. Of 5229 eligible participants, we interviewed 4097 (78.35%) respondents in total. Approximately a quarter of the respondents who were interviewed declined to respond to the open-ended questions.

Table 1 shows the demographics of respondents. Age and sex were proportionately sampled during data collection. Hence, respondents were divided into 4 age and sex categories. The Chinese race was slightly oversampled in older adults as the Chinese race constitutes about 76% of the Singapore population. A higher proportion of younger adults were tertiary educated compared with older adults, but the overall education level of respondents was representative of the general population. A smaller proportion of older adults were employed, as 796 (38.81%) of 2051 older adult respondents were retirees.

### Table 1. Baseline characteristics of respondents (N=4097).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total respondents</th>
<th>Younger males</th>
<th>Younger females</th>
<th>Older males</th>
<th>Older females</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>50.2 (16.8)</td>
<td>35.4 (8.7)</td>
<td>35.7 (8.5)</td>
<td>64.8 (7.9)</td>
<td>64.7 (7.9)</td>
</tr>
<tr>
<td>Ethnicity, n/N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>3330/4097 (81.27%)</td>
<td>802/1024 (78.32%)</td>
<td>756/1022 (73.97%)</td>
<td>867/1027 (84.42%)</td>
<td>905/1024 (88.38%)</td>
</tr>
<tr>
<td>Malay</td>
<td>315/4097 (7.69)</td>
<td>107/1024 (10.45)</td>
<td>148/1022 (14.48)</td>
<td>49/1027 (4.77)</td>
<td>50/1024 (4.88)</td>
</tr>
<tr>
<td>Indian</td>
<td>354/4097 (8.64)</td>
<td>84/1024 (8.20)</td>
<td>84/1022 (8.22)</td>
<td>91/1027 (8.86)</td>
<td>56/1024 (5.47)</td>
</tr>
<tr>
<td>Others</td>
<td>98/4097 (2.39)</td>
<td>31/1024 (3.03)</td>
<td>34/1022 (3.33)</td>
<td>20/1027 (1.95)</td>
<td>13/1024 (1.27)</td>
</tr>
<tr>
<td>Education level, n/N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>1296/4097 (31.63%)</td>
<td>488/1024 (47.66%)</td>
<td>489/1022 (47.85%)</td>
<td>214/1027 (20.84%)</td>
<td>105/1024 (10.25)</td>
</tr>
<tr>
<td>Employment status&lt;sup&gt;a&lt;/sup&gt;, n/N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>2728/4097 (66.59%)</td>
<td>870/1024 (84.96%)</td>
<td>872/1022 (85.32%)</td>
<td>548/1027 (53.36%)</td>
<td>438/1024 (42.77)</td>
</tr>
<tr>
<td>Digital device usage&lt;sup&gt;b&lt;/sup&gt;, n/N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owns a smartphone</td>
<td>3712/4097 (90.60%)</td>
<td>1022/1024 (99.80%)</td>
<td>1019/1022 (99.71%)</td>
<td>871/1027 (84.81%)</td>
<td>800/1024 (78.13)</td>
</tr>
<tr>
<td>Heard of TraceTogether</td>
<td>3818/4097 (93.19%)</td>
<td>987/1024 (96.39%)</td>
<td>972/1022 (95.11%)</td>
<td>934/1027 (90.94%)</td>
<td>925/1024 (90.33)</td>
</tr>
<tr>
<td>Willing to use TraceTogether (presharing)</td>
<td>3143/4097 (76.71%)</td>
<td>739/1024 (72.17%)</td>
<td>767/1022 (75.05%)</td>
<td>806/1027 (78.48%)</td>
<td>831/1024 (81.15)</td>
</tr>
<tr>
<td>Willing to use TraceTogether (postsharing; 36 [0.9%] missing)</td>
<td>3674/4061 (90.47%)</td>
<td>908/1021 (88.93%)</td>
<td>924/1018 (90.77%)</td>
<td>903/1010 (89.41%)</td>
<td>939/1012 (92.79)</td>
</tr>
<tr>
<td>Form factor preference (willing to use TraceTogether postsharing; 127 [3.5%] missing), n/N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smartphone app</td>
<td>1900/3547 (53.56%)</td>
<td>604/872 (69.27%)</td>
<td>602/887 (67.87%)</td>
<td>399/872 (45.76%)</td>
<td>295/916 (32.21)</td>
</tr>
<tr>
<td>Token</td>
<td>1647/3547 (46.43%)</td>
<td>268/872 (30.73%)</td>
<td>285/887 (32.13%)</td>
<td>473/872 (54.24%)</td>
<td>621/916 (67.79)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Full-time, part-time, self-, or temporary employment.

<sup>b</sup> Uptake of TraceTogether was not presented in this table, as uptake rates changed over time with the policy measures. Refer to Figure 2 for bimonthly uptake rates.
The overall smartphone ownership was 3712 (90.60%) of 4097 people. However, the proportion of older adults who owned a smartphone was lower than that of younger adults. Older females had the lowest smartphone ownership compared with other groups. The majority of respondents (3818/4097, 93.19%) had heard of TraceTogether at the time of the survey. The willingness to use TraceTogether increased across all age and sex categories after the study team explained the rationale and benefits of TraceTogether to the respondent.

Knowledge of TraceTogether

We counted the occurrence of unique trigrams and further collapsed trigrams with similar meanings to reduce the number of statements. Figure 3 shows the proportion of top trigrams classified into 2-month periods. All but 1 period had trigrams covering at least 70% of responses. Overall, the proportion of trigrams, representing respondents’ knowledge and perceptions of TraceTogether, changed over time.

The top 6 trigrams from respondents’ opinion on the purpose of TraceTogether (“What do you think TraceTogether is for?”) were “Contact-tracing purpose/trace close-proximity contacts,” “Location-tracing purpose,” “COVID-19-positive patient,” “Receive alert notification,” and “Scan QR code/location check-ins.” The proportion of mentions on contact tracing decreased (from 414/1806 [22.92%] to 365/2755 [13.25%]), while mentions on QR code scanning and location check-ins increased (from 19/588 [3.23%] to 133/1362 [9.77%]) over time.

The top 6 trigrams from respondents’ opinion on the usage of TraceTogether (“What do you think users need to do?”) were “Activate Bluetooth setting,” “Activate GPS tracker,” “Activate mobile data,” “Activate/download phone app,” “Carry token alongside,” and “Scan QR code/scan NRIC/location check-ins” (where NRIC stands for National Registration Identity Card). Initially, respondents thought they had to download the app (41/292, 14.04%) and activate Bluetooth on their smartphones (174/292, 59.59%) to use TraceTogether. Over time, the proportion of mentions on Bluetooth activation decreased from 174 (59.59%) of 292 to 284 (29.71%) of 956, while the proportion of mentions on scanning QR codes/location check-ins increased from 9 (3.08%) of 292 to 301 (31.49%) of 956. The proportion of mentions on the need to carry the TraceTogether token also increased from 0 in August 2020 to 81 (8.47%) of 956 in December 2020.
When respondents were asked their opinion on the data security of TraceTogether, three-quarters of the responses from July to October 2020 were mentions of “location data collected” or “users’ location traced/tracked.” By December 2020, the proportion of mentions related to location tracking/tracing/data collection decreased to 263 (61%) of 428 and subsequently to 25 (6.44%) of 388 by February 2021. The proportion of mentions on “secured data collection” doubled from 18 (5.96%) of 302 in July-August 2020 to 49 (12.63%) of 388 in November-December 2020. However, 64 (16.49%) of the 388 trigrams in January-February 2021 were mentions of the use of data collected by TraceTogether for the “Criminal Procedure Code.”

Concerns With the Use of TraceTogether

We present the proportion of TraceTogether uptake (question item on “Are you currently using the TraceTogether app or Token?”) and the mean syuzhet sentiment score of concerns with TraceTogether (open-ended question on “Please list your top three [3] main concerns with any DCT technology [not limited to TraceTogether]”) at 2-week intervals in Figure 2. The plots were segmented into 4 categories: older males, older females, younger males, and younger females. Older adults were aged between 51 years and 80 years, while younger adults were between 21 years and 50 years of age. Uptake rates increased rapidly after the announcement of mandatory TraceTogether check-ins at public venues in mid-October 2020 and reached 70% by December 2020. The magnitude of the sentiment scores was used to compare sentiment changes over time, and the concerns with TraceTogether were negative overall.

Younger males had the highest TraceTogether uptake (24/40, 60%), while older females had the lowest uptake (8/34, 24%) in the first half of July 2020. This trend was reversed in mid-October after the announcement on mandatory TraceTogether check-ins at public venues. In mid-February 2021, the TraceTogether uptake of older adults surpassed 90% (93/99), while that of younger adults was 80%-90% (100/116).

The mean sentiment scores were the lowest in January 2021 when the media reported that the data collected by TraceTogether were used for criminal investigations. Older females also had decreased sentiment scores as their TraceTogether uptake increased over time. This group of respondents were mainly concerned about data breaches, privacy violation, and the pressure to adopt a new technology that they were unfamiliar with. Four respondents had misconceptions about the Bluetooth technology and cited health concerns about possible radiation emitted by TraceTogether. Younger adults had similar concerns with privacy violation but were also concerned about Bluetooth battery consumption on their smartphones.

We present the occurrence of bigrams on respondents’ concerns with the usage of TraceTogether in Table 2. The bigrams were classified into 5 categories. Each bigram was presented with a corresponding example of a response statement and the sentiment score of the statement.
Table 2. Top bigrams (N=3995) of respondents’ concerns with TraceTogether.

<table>
<thead>
<tr>
<th>Bigram</th>
<th>Occurrence, n (%)</th>
<th>Example of response statement</th>
<th>Sentiment score of example statement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TraceTogether app inconvenience</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Battery drainage</td>
<td>489 (12.24)</td>
<td>Bluetooth needs to be activated, which causes battery drainage and slows down the app. [Male, 57 years, September 2020]</td>
<td>–0.25</td>
</tr>
<tr>
<td>Technical glitch</td>
<td>83 (2.08)</td>
<td>Technical glitch. It malfunctions on my phone all the time and does not seem to capture any interactions that I made with the people around me. That is why I stopped utilizing it. [Female, 41 years, August 2020]</td>
<td>–1.5</td>
</tr>
<tr>
<td>Phone battery</td>
<td>77 (1.93)</td>
<td>Inconvenient. If [my] phone battery [goes] flat, it [TraceTogether] would not work anymore. [Female, 57 years, November 2020]</td>
<td>–0.25</td>
</tr>
<tr>
<td>User unfriendly</td>
<td>22 (0.55)</td>
<td>App is user unfriendly. [Female, 49 years, October 2020]</td>
<td>–0.5</td>
</tr>
<tr>
<td>Bluetooth battery</td>
<td>22 (0.55)</td>
<td>Bluetooth battery drainage. [Respondents aged 21-71 years, both sexes, all months]</td>
<td>–0.25</td>
</tr>
<tr>
<td>Memory space</td>
<td>10 (0.25)</td>
<td>Lack of phone memory storage space. [Female, 27 years, July 2020]</td>
<td>–0.75</td>
</tr>
<tr>
<td>Phone memory</td>
<td>9 (0.23)</td>
<td>Lack of phone memory storage space. [Female, 27 years, July 2020]</td>
<td>–0.75</td>
</tr>
<tr>
<td>Language barrier</td>
<td>5 (0.13)</td>
<td>Language barrier. [The] Interface is in English. The first page should especially be in mandarin as 70% of the population is Chinese and some may not understand [English]. [Male, 68 years, July 2020]</td>
<td>–0.5</td>
</tr>
<tr>
<td><strong>TraceTogether app and token data security</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Privacy violation</td>
<td>386 (9.66)</td>
<td>Data privacy violation. Even though they [the authorities] say they collect minimal data, you would not know if they changed it down the road since nobody reads the terms and conditions. [Male, 46 years, November 2020]</td>
<td>–0.5</td>
</tr>
<tr>
<td>Data privacy</td>
<td>238 (5.96)</td>
<td>Location data privacy violation. You do not want others to know some places you go to. [Female, 68 years, January 2021]</td>
<td>–0.5</td>
</tr>
<tr>
<td>Dislike location</td>
<td>139 (3.48)</td>
<td>Linked with location tracking and location tracing</td>
<td>—</td>
</tr>
<tr>
<td>Location tracking</td>
<td>96 (2.40)</td>
<td>Dislike location tracking. The app will track my location like an ankle collar on criminals. [Male, 54 years, December 2020]</td>
<td>–1.5</td>
</tr>
<tr>
<td>Location tracing</td>
<td>53 (1.33)</td>
<td>Dislike location tracing. Mistrust the government on data safety. [Female, 57 years, November 2020]</td>
<td>–1.2</td>
</tr>
<tr>
<td>Data insecurity</td>
<td>81 (2.03)</td>
<td>Lack of transparency on data usage, concerned about data insecurity. [Male, 29 years, July 2020]</td>
<td>–2.1</td>
</tr>
<tr>
<td>Data leak</td>
<td>66 (1.65)</td>
<td>Afraid of [data] being hacked and having data leak. [Male, 27 years, September 2020]</td>
<td>–2.1</td>
</tr>
<tr>
<td>Data unprotected</td>
<td>9 (0.23)</td>
<td>Data are unprotected. Dislike having to input IC [identification] number. Phone number should suffice. [Male, 68 years, September 2020]</td>
<td>–1.8</td>
</tr>
<tr>
<td><strong>TraceTogether app and token data misuse</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PDPA violation</td>
<td>152 (3.80)</td>
<td>PDPA violation. Dislike that personal details have to be entered before you can utilize it. [Female, 42 years, December 2020]</td>
<td>–1.5</td>
</tr>
<tr>
<td>Data breach</td>
<td>148 (3.70)</td>
<td>Who is responsible if there is a data breach and how is the breach being handled? [Female, 50 years, July 2020]</td>
<td>–0.5</td>
</tr>
<tr>
<td>Privacy invasion</td>
<td>41 (1.03)</td>
<td>Privacy invasion. A sense that you are being stalked. [Male, 67 years, July 2020]</td>
<td>–1.4</td>
</tr>
<tr>
<td>Jeopardize bank details</td>
<td>17 (0.43)</td>
<td>Jeopardize bank and credit card details. [Respondents aged 26-67 years, both sexes, September 2020-February 2021]</td>
<td>–0.5</td>
</tr>
<tr>
<td>Credit card details</td>
<td>16 (0.40)</td>
<td>Jeopardize bank and credit card details. [Respondents aged 26-67 years, both sexes, September 2020-February 2021]</td>
<td>–0.5</td>
</tr>
<tr>
<td>Personal information</td>
<td>18 (0.45)</td>
<td>Privacy violation as there may be a personal information leak. [Female, 47 years, January 2021]</td>
<td>–0.85</td>
</tr>
<tr>
<td>Information leak</td>
<td>12 (0.30)</td>
<td>Privacy violation as there may be a personal information leak. [Female, 47 years, January 2021]</td>
<td>–0.85</td>
</tr>
</tbody>
</table>
Inconvenience Created by the TraceTogether App

In this study, 717 (17.95%) of 3995 bigrams were concerns with the inconvenience created by the TraceTogether app. The concerns included smartphone battery drainage due to Bluetooth activation, frustration with technical glitches, and the app taking up phone memory space. Older individuals may have language barriers with using the app, and individuals with dependents may find the process of checking into locations troublesome.

- **Bluetooth needs to be activated, which causes battery drainage and slows down the app.**
- **Inconvenient. If [my] phone battery [goes] flat, it [TraceTogether] would not work anymore.**
- **User unfriendly. Will appreciate [it] if you can include your child in the parents’ app as well so can save time on scanning as the child’s details are inside the parents’ app.**
- **Language barrier. [The] interface is in English. The first page should especially be in Mandarin as 70% of the population is Chinese and some may not understand [English].**

Concerns With Data Security in the TraceTogether App and Token

In this study, 1068 (26.73%) of 3995 bigrams were concerns with the data security of TraceTogether. Respondents disliked location tracking or tracing and felt that their (data) privacy was/will be violated with the use of TraceTogether. Respondents also felt that data transparency was insufficient, and they were insecure about data leaks should they lose their token.

- **Data privacy violation. Even though they [the authorities] say they collect minimal data, you would not know if they changed it down the road since nobody reads the terms and conditions.**
- **Location data privacy violation. You do not want others to know some places you go to.**
- **Dislike location tracking. The app will track my location like an ankle collar on criminals.**

Dislike location tracing. Mistrust the government on data safety.
Lack of transparency on data usage, concerned about data insecurity.

Concerns With Data Misuse by the TraceTogether App and Token

In this study, 404 (10.11%) of 3995 bigrams were concerns with data misuse, such as violation of the Personal Data Protection Act (PDPA), data breaches, and leakage of personal information and credit card details. Respondents also felt that tagging the TraceTogether device provided a sense of privacy invasion and insecurity about possible data breaches.

- **PDPA violation. Dislike that personal details have to be entered before you can utilize it.**
- **Who is responsible if there is a data breach and how is the breach being handled.**
- **Privacy invasion. A sense that you are being stalked.**

Concerns With the Efficiency and Efficacy of Contact Tracing

In this study, 70 (1.75%) of 3995 bigrams were mentions of the accuracy of TraceTogether and delayed notifications. Respondents were concerned that TraceTogether would be inaccurate if most of the population does not utilize TraceTogether appropriately. Some respondents mentioned that they did not receive timely app notifications of possible exposures.

- **Inefficiency of the tool. The success of contact tracing depends on the cooperation of citizens.**
- **The app notified me of possible exposure on the 14th (of the month), but I received delayed notification only on the 30th (of the month).**

Dissatisfaction With the TraceTogether Token Design

In this study, 47 (1.18%) of 3995 bigrams were mentions of dissatisfaction with the TraceTogether token form factor. Respondents felt that the large token size makes it cumbersome.

- **Token size cumbersome.**
- **Cumbersome token size and it is unacceptable at some stores.**

---

**Table: Bigram Sentiment Analysis**

<table>
<thead>
<tr>
<th>Bigram</th>
<th>Occurrence, n (%)</th>
<th>Example of response statement</th>
<th>Sentiment score of example statement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TraceTogether app and token efficiency and efficacy of contact tracing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact tracing</td>
<td>58 (1.45)</td>
<td>Even with contact tracing we are unable to immediately know who is infected or if I met them, so it is inefficient. [Female, 40 years, February 2021]</td>
<td>−1.35</td>
</tr>
<tr>
<td>TraceTogether inaccurate</td>
<td>6 (0.15)</td>
<td>TraceTogether [is] inaccurate. It is pointless if I utilize and others do not. [Male, 50 years, October 2020]</td>
<td>−1.5</td>
</tr>
<tr>
<td>Delayed notification</td>
<td>6 (0.15)</td>
<td>The app notified me of possible exposure on the 14th, but I received delayed notification only on the 30th. [Male, 30 years, December 2020]</td>
<td>−0.15</td>
</tr>
<tr>
<td><strong>TraceTogether token design</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size cumbersome</td>
<td>35 (0.88)</td>
<td>The token is badly designed, has a limited lifespan and its large size [is] cumbersome. [Male, 74 years, December 2020]</td>
<td>−2</td>
</tr>
<tr>
<td>Token size</td>
<td>12 (0.30)</td>
<td>Cumbersome token size and it is unacceptable at some stores. [Female, 51 years, December 2020]</td>
<td>−0.5</td>
</tr>
</tbody>
</table>

---

aNot applicable.
bPDPA: Personal Data Protection Act.
to carry around. Other issues related to the token include its limited battery span, unsightly aesthetics, and inability to check in at smaller stores without token scanners.

*The token is badly designed, has a limited lifespan, and its large size is cumbersome. Cumbersome token size and it is unacceptable at some stores.*

---

**Preference for the TraceTogether Tool**

Respondents’ preference for the type of the TraceTogether tool (smartphone app or portable token) and sentiment scores of the reason for their preferred type over time are shown in Figure 4. In the first 2 months of data collection, in July and August 2020, two-thirds (96/150, 64%) and three-quarters (161/217, 74.2%) of respondents preferred the smartphone app over the token. Over time, the preference for the type of TraceTogether tool equalized among respondents as tokens became accessible to the whole population.

**Figure 4.** The proportion of respondents’ preference for the TraceTogether tool (smartphone app or token) and the sentiment scores of the reason for their choice over time. Note: The proportion of TraceTogether preferences are based on cross-sectional time series data.

The sentiment scores of the reason for the preferred type of TraceTogether tool moved in tandem with the proportion of respondents’ indicating preference for that particular type. The sentiments on token-related comments became more positive as the preference for tokens increased. Similarly, the sentiments on smartphone app–related comments became less positive as the preference for the smartphone app decreased. Overall, respondents had more positive sentiments on the use of the TraceTogether app compared with the token. Respondents preferring the smartphone app felt that the app was a convenient option since they would always have their phones with them. Respondents preferring the app also felt burdensome to have to remember to bring the token when going out and were worried that the token, if misplaced, would be misused by the finder. In addition, some respondents commented that the plastic used to manufacture the tokens was environmentally unfriendly and that the tokens were unsightly and bulky to carry. There were also smaller shops that did not allow the checking-in of tokens.

Respondents preferring the token felt that the tokens were suitable for the elderly with difficulty using smartphone apps. They liked that the token does not consume the smartphone’s battery and mobile data and that there is no need to charge the token or worry about their smartphone battery going flat.

**Discussion**

**Principal Findings**

We found differences in the sentiments of respondents across age, sex, and time under voluntary and mandatory use of TraceTogether. The application of NLP techniques on unstructured free-text responses to open-ended questions in an interviewer-administered questionnaire implemented consistently over 8 months enabled us to quantify and examine the changes in public sentiments as the COVID-19 pandemic evolved. Such analyses will provide useful and timely feedback to policymakers on the impact of public health policies and measures imposed on the population and enable them to fine-tune them for greater public acceptance and compliance.

The knowledge of TraceTogether did not differ across age groups. Respondents’ knowledge of the purpose of TraceTogether did not change substantially over time, except for a slight shift from its use for contact tracing to scanning of
QR codes for location check-ins. A small proportion of respondents (450/5206, 8.64%) had the misconception that TraceTogether tracks their location. Polls have shown that a reason for the hesitancy in TraceTogether uptake is the misconception that TraceTogether tracks the user’s location [28]. More could be done by the authorities to address such misconceptions in public education.

Respondents’ perception of the security of the data collected by TraceTogether shifted from being location focused from July to December 2020 to a focus on the Criminal Procedure Code and loss of freedom and privacy in January-February 2021. The overall sentiments on the concerns with TraceTogether were most negative in January 2021. Despite the negative sentiments on the usage of TraceTogether data for the CPC, there was also a higher proportion of mentions of secured data collection in January-February 2021, implying improved knowledge of and confidence in TraceTogether’s data handling among some respondents. The media is powerful in eliciting knee-jerk reactions among the public. Although such reactions may be short lived, it is imperative to promptly address any public concern to prevent long-term repercussions [29].

The sentiments on concerns with TraceTogether became more negative after the government’s announcement on the mandatory use of TraceTogether for check-ins to enter public venues, although the reported uptake rate of TraceTogether increased. This observation suggests involuntary uptake of TraceTogether required for social interactions to resume. In another study, we assessed the trade-offs of social interactions and incentives on the use of DCT tools and found that most people would prefer to use a DCT tool in exchange for more social interactions under conditions of social restrictions during the COVID-19 pandemic.

The involuntary uptake of TraceTogether may lead to negative sentiments due to a lack of understanding of the data transparency and the need for users to tag their identifiers with the tool. Although the negative sentiments could be transient and existent only during the COVID-19 pandemic, prolonged negative population sentiments may lead to future political repercussions if the benefits of the mandatory measures are unappreciated [30].

The sentiments and preference for TraceTogether tokens improved after mass token distributions to the public. Although smartphone apps were preferred, having an alternative type of TraceTogether tool could have improved the overall uptake of TraceTogether. Reducing barriers to accessibility may have helped to increase the TraceTogether uptake rate as no other country has nationally distributed alternative forms of the DCT tool or achieved more than 70% uptake [31].

Limitations
There are various limitations to this study. First, the observations were cross-sectional, as we did not assess opinion changes of the same respondents over time. Nonetheless, the serial cross-sectional surveys on proportionately sampled respondents with a good representation of age and sex at every period provided invaluable insights into the changes in the population’s opinions over time. Second, the stopwords package removed too many words, while the existing sentiment libraries did not have sentiment scorings for colloquial phrases such as “don’t like,” “don’t want,” and “not friendly.” We had to manually replace these words with words found in the sentiment library to apply a sentiment score to the phrase. Regardless, the meaning of the words was retained. Third, manual data cleaning is time-consuming and may not be feasible for analyzing a large data set in a short amount of time. Lastly, respondents were patients and visitors of a public hospital and may not be representative of the Singapore population. However, a good representation of sex and age groups were sampled.

Future studies could explore crowdsourcing to develop a sentiment library that better suits the local context to reduce the time spent on data preprocessing. A stop word library that excludes (does not remove) words used in colloquial phrases will also reduce efforts on data preprocessing. Timely awareness of the public’s sentiments on a new policy will allow policymakers to adjust their approach to public communication [32]. The insights gained from subpopulations, such as the elderly and adults who are not technologically astute, provide opportunities to tailor interventions that can help them to better adapt to the new technology.

Conclusion
In conclusion, the public’s knowledge of and concerns with using a mandatory DCT tool varied with the national regulations and public communications over time with the evolution of the COVID-19 pandemic. Effective communications tailored to subpopulations and greater transparency in data handling will help allay public concerns with data misuse and improve trust in the authorities. Having alternative forms of the DCT tool can increase the uptake of and positive sentiments on DCT tools.
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Abstract

Background: Digital health is efficacious for the management and prevention of mental health (MH) problems. It is particularly helpful for the young adult population, who appreciate the autonomy digital health provides, and in low-income countries, where the prevalence of MH problems is high but the supply of professionals trained in MH is low.

Objective: The objectives of this study are 2-fold: to determine whether university students in Bangladesh find using digital health for MH promotion acceptable and to examine motivational factors for using digital health for MH.

Methods: This study used a cross-sectional survey to examine the likelihood that university students in Bangladesh (n=311) would use different forms of digital health platforms for MH promotion and assessed drivers of intention to use and actual use of digital health generally and digital health for MH through the lens of the Technology Acceptance Model. The results provided evidence that the university student population in Bangladesh is likely to use digital health to promote their MH.

Results: Social influence (adjusted odds ratio [aOR] 1.68, 95% CI 1.40-2.01; P<.001), ease of use (aOR 1.85, 95% CI 1.35-2.53; P<.001), and perceived usefulness (aOR 4.12, 95% CI 1.79-9.51; P=.001) of digital health were found to be significant drivers of the intention to use general digital health, and having an intention to use digital health (aOR 2.10, 95% CI 1.17-3.78; P=.01) had the greatest influence on actual use of digital health. Social influence (aOR 1.71, 95% CI 1.43-2.04; P<.001), perceived usefulness (aOR 8.92, 95% CI 4.18-19.04; P<.001), and use of general digital health (aOR 2.16, 95% CI 1.18-3.97; P=.01) were associated with higher intention to use digital health for MH. The use of general digital health (aOR 4.19, 95% CI 2.37-7.41; P<.001) was associated with the actual use of digital health for MH, as were greater non–stigma-related barriers to using traditional clinical MH services (aOR 2.05, 95% CI 1.10-3.80; P=.02).

Conclusions: Overall, we see that the use of digital health for MH is acceptable in this population and can be helpful for students who perceive barriers to receiving traditional care. We also gain insight into how to promote the intention to use digital health, which in turn promotes the actual use of digital health.

doi:10.2196/34901
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**Introduction**

**Background**

Digital health interventions have become widespread to fulfill the need for mental health (MH) services that are low in supply and high in demand [1]. Mobile health (mHealth) is a category within digital health defined as the use of mobile computing and communication technologies in health care and public health [1]. The most common uses of mHealth are apps for monitoring and treating chronic conditions as well as in prevention efforts [2]. mHealth interventions have been found to be beneficial for smoking cessation, adherence to care, health behavior changes, disease management, increasing physical activity [3], and attendance rates of care [4,5]. Marcolino et al [2] examined 23 systematic reviews encompassing >10,000 articles published from 2009 to 2016 and concluded that there is strong evidence to suggest that mHealth is effective in disease management, symptom improvement, and increasing the quality of life of populations.

MH is another domain in which the use of apps has shown promising results. Apps are defined as discrete and independent software that runs on a mobile device [6,7]. Mobile apps have more benefits than SMS text messaging as they can be more deeply personalized [8], visually engage the user, track progress, and be self-paced [9,10]. These features make apps an invaluable platform for the dissemination of interventions. A systematic review evaluated 5646 abstracts published between 2008 and 2013 and found 8 papers describing 5 apps targeting depression, anxiety, and substance abuse that met their inclusion criteria [11]. The review only included evidence-based MH apps that could be downloaded from app stores. The results showed significant reductions in depression, stress, and substance use [11]. Other meta-analyses support that psychological intervention content delivered through a web or mobile app can be as efficacious as face-to-face treatment for depression [12-14].

Digital health can increase the likelihood that health interventions will be delivered to otherwise hard-to-reach populations, particularly in low- and middle-income settings [2]. A systematic review assessed 6 interventions that were specific to low- and middle-income countries and found that 5 out of 6 showed benefits to participants [15]. Other advantages of digital health are convenience, ease, cost-effectiveness, scalability, personalization, and "the ability to send time-sensitive messages with an ‘always on’ device" [16]. Furthermore, it can reach populations who would otherwise not engage with traditional health services [17].

There are particular benefits for governments of low-income countries that need additional support for patient management [18] because digital health is potentially highly accessible in low-income countries, with 60% of low-income populations having access to a mobile phone [19]. Furthermore, internet and smartphone use are rising worldwide in high- and low-income countries alike [20]. Bangladesh is one such low-income country that has shown positive results in the use of digital health for promoting health care in Bangladesh for various health-related issues [21,22]. The Bangladesh government fosters digital development, and the United Nations recognized its efforts toward building a digital health infrastructure in 2011 [23]; as of the beginning of 2020, >99 million people use the internet in Bangladesh [24], and most of them own smartphones [25]. Although the focus of most interventions in Bangladesh has been on the use of SMS text messaging and landlines [21,22], a handful of studies have examined using apps on smartphones for health [22]. In Bangladesh, apps have been used to link village physicians to formal physicians [26] and for diabetes management [27], nutrition services [28], and maternal and child health [29]. A systematic review examined all health-related apps in Bangladesh (N=234), and a total of nine categories of apps were mentioned in the report: general health information apps, physician information apps, institutional apps, fitness apps, mother and child apps, disease-specific care apps, herbal apps, and food and nutrition apps [20]. As such, we see a large number of mobile phone apps being used for health promotion in Bangladesh; yet, none are focused on MH promotion.

Although apps show promise in Bangladesh for other health outcomes, there is a lack of literature examining the use of mHealth for MH in this population or rates of mHealth use in general. This is particularly important given the high rates of MH problems in the population and the current lack of infrastructure in Bangladesh to deal with these problems [30]. According to the World Health Organization, there is <1 (0.001%) psychiatrist available for every 100,000 people in Bangladesh [31,32]. Although there is no national surveillance system that indicates a nationally representative prevalence rate of MH disorders in Bangladesh, a systematic review estimated the prevalence of MH disorders to be between 6.5% and 31% among adults [33]. Another systematic review examining rates of suicide estimated the rate to be 39.6 per 100,000, which is triple the global rate (10.7 per 100,000) [30]. The onset of depression typically occurs from adolescence to early adulthood [34,35]. In particular, early adulthood is deemed the “most vulnerable time” for the onset of depressive symptoms in Bangladesh [30]. This time frame, along with the multiple stressors (academic pressure and new social and physical environments) that college students face, makes the university student population particularly prone to depressive symptoms [36]. Recent studies examined MH outcomes in Bangladesh university students and found high rates of depression, ranging from 47.5% [37] to 69.5% [25]. Evidence supports that, the earlier one can manage stress and depressive symptoms, the better the overall health outcomes they will have [38]. MH apps are particularly well-suited for young adults seeking help for their symptoms because this population reports a high need for autonomy [39,40]. Young adults prefer using self-help materials if they are familiar with the medium that delivers them, such as smartphones [41].

Although the rates of MH problems may be high, there is low MH literacy [33] and high stigma surrounding the topic [28]. Hossain et al [33] found that there was low awareness of MH disorders and that attitudes toward seeking help for MH were negative. They found that even those who had an MH disorder did not prioritize MH care. This is not uncommon in low-income countries in Asia [31,42], where it is believed that MH problems
are caused by religious or cultural abnormalities [43], which in turn is associated with low use of clinical services. As mHealth has been used successfully in Bangladesh for chronic disease management [20], it is possible that it can also be used to improve MH. At a minimum, the acceptability of using digital health for MH should be determined. Developing MH messaging for in-app delivery for college students in Bangladesh has the potential to reduce, manage, and prevent depression symptomatology.

The Technology Acceptance Model (TAM) is an information technology framework for understanding users’ adoption and use of emerging technologies [44]. The model proposes that a user’s perception of the usefulness (ie, perceived benefits) and ease of use lead to their intent to use the technology and that intention is directly related to actual use. The TAM also posits that perceptions of usefulness and ease of use are influenced by external factors such as social influences [44]. This study uses this framework to assess where a Bangladeshi population falls on the scale of accepting digital health for MH and describing their current digital health use.

Objectives

This paper aims to (1) describe the likelihood that students will use different forms of digital health platforms for MH promotion; (2) assess the relationship between the perceived ease of use, usefulness, and social influence on the use of digital health and the intention to use and actual use of digital health; and (3) assess the relationship between the perceived ease of use, usefulness, and social influence on the use of digital health for MH and the intention to use and actual use of digital health for MH.

Methods

Study Sample

Adult university students across Bangladesh were invited to take an anonymous web-based survey. Students were emailed a flyer invitation by faculty to participate in the study and offered a 1-in-4 chance to win 422 Bangladeshi taka (US $5) for participating in the survey. In addition to faculty recruitment, flyers were posted on university social media pages. The total sample size was 311 complete responses.

Survey Creation

A total of 5 cognitive interviews were conducted with Bangladeshi university students to develop the survey. As part of the creation of the survey instruments, first, native Bangla speakers reviewed and translated the English survey items (most items were part of previously validated scales, which is explained further in the Measures section of this paper) into Bangla. Items with complex translations or items with cultural meanings that differed in Bangla were noted and compiled into a guide for the cognitive interviews. The cognitive interviews asked the participants to explain how they defined MH and their interpretation of the survey items. Items that were culturally inappropriate or that students did not understand were adapted to make it easier for them to understand. For example, the phrase feeling down to denote feeling sad or depressed in the question How often in the past two weeks did you feel down, depressed, or hopeless? is not used in Bangladesh and was removed from the question. On the basis of the cognitive interviews, the questionnaire was adapted and pilot-tested with 10 participants. The pilot test participants reported no difficulties with the items, and the survey was completed.

Measures

Dependent Variables

Overview

Intention to use general digital health (Cronbach α=.88) was assessed by creating a mean score of three items: (1) I intend to use a digital health service in the future, (2) I will always try to use digital health services in my daily life, and (3) I plan to continue to use digital health services frequently [45]. Intention to use digital health for MH (Cronbach α=.89) was assessed similarly using the mean of three items: (1) I intend to use digital mental health services in the future, (2) I will always try to use digital mental health care in my daily life, and (3) I plan to continue to use digital mental health services frequently. Items were scored from 1 (do not agree) to 7 (totally agree) and then dichotomized into no or low (1-4.44) and moderate or high (4.45-7) intention. The cutoff was 4.45 because 4 was considered neither agree nor disagree and 5 was considered slightly agree on the scale.

Current Use

The use of digital health for general health was assessed by asking if the following statement—I use digital health services to better my health (excluding use for mental health) currently—was true or false. An example was given in the question stem For example, using an app to track steps, for weight loss, to increase physical activity. Similarly, digital health for MH was a binary variable as to whether participants used digital health: I use digital health for mental health currently (for example, following meditation videos). These questions have been used in previous studies assessing use of digital health for MH in populations in low-income countries [46].

Independent Variables

Barriers to Using Clinical MH Services

Barriers to seeking MH services were measured using the Barriers to Access to Care Evaluation scale [47]. The scale consists of both stigma-related and nonstigma-related items. The participants responded using a Likert-scale of 1=not at all (indicating this was not a barrier to care) to 4=a lot (indicating a great barrier to care) to the following question: Have any of these issues ever stopped, delayed or discouraged you from getting, or continuing with, professional care for a mental health problem? The respondents rated how much of a barrier the provided scenarios were to receiving MH care, example barriers being Thinking that professional care probably would not help or Concern about what people at work might think, say, or do. Responses to the items were averaged to create the final score (1-4). The nonstigma (attitudinal and instrumental) barriers subscale of the Barriers to Access to Care Evaluation scale included 22 items and had adequate reliability, with a Cronbach
α of .76. The stigma subscale consisted of 12 items and had a Cronbach α of .89.

Variables in relation to general digital health and digital health specifically for MH promotion were included.

Likelihood of Using Digital Health
This variable was assessed by asking how likely the participants were to (1) text a helpline or crisis center, (2) text a professional (ie, therapist or physician), (3) use a smartphone app for self-paced meditation or nonclinical practices, (4) use a smartphone app to look up information and symptoms about MH, (5) use internet-based self-paced programs for meditation or nonclinical practices, and (6) use internet-based programs to video chat with a professional on a scale of 1 (extremely unlikely) to 5 (extremely likely).

Ease of Use of Digital Health
This variable was assessed by averaging the scores of 6 items measured on a 7-point scale (1=do not agree, 7=strongly agree). Example items included Learning how to use digital health services is easy for me, My interaction with digital health service is clear and understandable, and I find digital health services easy to use [45]. The Cronbach α for these items was .89.

Social Influence on Digital Health Use
This variable was assessed using the mean of the following three items on a 7-point scale (1=do not agree, 7=strongly agree): (1) People who are important to me think that I should use a digital health service, (2) People who influence my behavior think that I should use a digital health service, and (3) People whose opinions that I value prefer that I use digital health service [45]. The Cronbach α for these items was .94. Social influence regarding the use of digital health for MH was assessed using the mean of 3 items measured on a scale of 1 (do not agree) to 7 (strongly agree); for example, People who are important to me think that I should use digital mental health services. The Cronbach α for these items was .95.

Perceived Usefulness of General Digital Health
This variable was assessed by taking the mean of two items: I find digital health services useful in my daily life and Using digital health services helps me accomplish things more quickly [45]. Both were measured on a scale of 1 (do not agree) to 7 (totally agree). Perceived usefulness of digital health for MH was assessed by taking the mean of 3 items and dichotomizing the measure into a scale of 0 (low perceived usefulness; do not agree to neither agree nor disagree) to 1 (high perceived usefulness; slightly agree to totally agree). The construct was dichotomized as a method of addressing collinearity between this construct and the ease of use construct. The following is an example item: I find that digital mental health services are or could be useful in my daily life. The Cronbach α for these items was .88.

Covariates
Wellness
This variable was measured using the 5-item HERO Wellness Scale by Yaklin et al [48]. The scale assesses happiness, enthusiasm, resilience, and optimism, and had high-reliability scores in the study sample (Cronbach α=.87). An example item—On average, during the last seven days, how optimistic have you felt?—was scored on a scale of 0 (not at all) to 10 (extremely). Final scores were created by summing the answers to all items and ranged from 0 to 50, with higher scores indicating higher wellness.

Perceived Stress
This variable was measured using the 4-item Perceived Stress Scale [49] and had an acceptable reliability score in the study sample (Cronbach α=.70). Questions such as In the last month, how often have you felt that you were unable to control the important things in your life? were answered on a scale of 0 (never) to 4 (very often) and were summed, with final scores ranging from 0 to 16 and higher scores indicating higher stress.

Depression
This variable was assessed using the 2-item (r=0.53; P<.001) Patient Health Questionnaire [50]. Questions such as In the past two weeks, how often have you felt depressed or hopeless? were answered on a scale of 0 (never) to 3 (almost every day). Scores were dichotomized into whether one was likely to have a major depressive disorder based on a cutoff point of 3 from the sum of the scale items.

Lifetime Suicidal Ideation
This was assessed as a binary variable (yes or no) as to whether they had ever had thoughts that they would rather be dead.

Physical Health
This variable was assessed using one item: How would you rate your overall health? (1=poor, 5=excellent).

Demographics
Socioeconomic status (SES) while growing up was assessed by asking How often did your family have enough money to make ends meet? Respondents answered on a scale of 0 (never) to 5 (always), and the answers were dichotomized into low versus high SES. Gender was measured in three categories: male, female, and gender minority. Age was measured as a continuous variable. Relationship status was assessed categorically; the participants selected if they were single, partnered (in a relationship or married), or other. Semester or year in school was categorized as first to third or first year, fourth to sixth or second year, seventh to ninth or third year, 10th to 12th or fourth year, and 13th or fourth year or higher. The degree of study was dichotomized as pursuing either a bachelor’s or master’s degree. Geographic location was assessed by asking if the participants lived in a rural or urban setting. Specific digital health indicators of interest were payment methods, where responses indicated if the participants had monthly plans, pay as you go, or something else. The participants were also asked about their language preference for digital health and if they preferred their native language (Bangla), English, or something else.

Analysis
Analyses were conducted using complete case analysis with a final sample size of 311. Means, SDs, and frequencies were used to describe the data. Group differences between the primary
outcome of interest—use of digital health for MH—and demographic variables were assessed using analysis of variance and chi-square tests. Logistic regression analysis was used to examine the unadjusted relationships between individual predictors and outcomes of interest. If the unadjusted association was found to be associated at \( P \leq 0.20 \), the variable was included in a final, adjusted logistic regression model. Models were shown to predict the intention to use and actual use of general digital health and digital health for MH. The models predicting actual use included hierarchical regression, with the first step showing unadjusted associations, the second step showing the model without including intention to use, and the final step (step 3) including the intention to use. Model fit statistics were reported.

### Ethics Approval

The study was approved by the University of Maryland College Park (UMCP) Institutional Review Board (IRB number: 1656046-3)

### Results

#### Overview

Descriptive statistics were used to describe the sample demographics in Table 1. Differences between those who used the primary outcome of digital MH and those who did not were examined within demographic variables. The sample was predominantly male (184/311, 59.2%), identified as heterosexual (276/311, 93.9%), not in a relationship (239/311, 76.8%), and sought a bachelor’s degree (258/311, 83%). Growing up, the participants were mostly from families with a high SES (167/311, 53.7%). The only significant differences among the variables of interest between those who used digital health for MH and those who did not were gender and whether they used general digital health. The participants who reported using digital health for MH (82/311, 26.4%) used general digital health at nearly twice the rate (57/82, 70%) of those who did not use digital health for MH (25/82, 30%), a significant difference (\( P < 0.001 \)). Men were less likely to use digital health for MH than women and gender minorities—of those who did not use digital health for MH, 62.4% (143/229) were men and 37.6% (86/229) were women or gender minorities (\( P = 0.049 \)).

Students had moderate levels of wellness (mean 26.58, SD 9.94), self-reported health status (mean 2.69, SD 0.87), and perceived stress (mean 8.46, SD 0.87). Approximately 43.4% (157/317) of the sample were likely to have depression, and 28% (91/317) reported lifetime suicidal ideation. Most students used a monthly plan to pay for their phones (211/317, 73.1%), owned their phones (206/317, 97.7%), and used a smartphone (199/317, 98.8%). In the sample, 43.4% (157/317) reported using digital health for general health, and 26.4% (91/317) used digital health for MH. Although half of the sample (82/317, 49.8%) did not have a preference between their native language (Bangla) and English, 31.5% (98/317) preferred Bangla and 18.6% (58/317) preferred English.

Respondents reported their likelihood of using different forms of digital health for MH promotion (Figure 1). Overall, a large percentage (227/302, 75.3% to 246/297, 82.9%) of the sample reported likelihood of using apps and internet-based programs. Most respondents said they would be likely to text a helpline or crisis center (170/290, 58.8%) or a professional (ie, therapist or physician; 220/292, 75.3%), use an app on a smartphone for self-paced meditation or nonclinical practices (227/302, 75.3%), look up information and symptoms about MH (229/301, 76.2%), use internet-based self-paced programs for meditation or nonclinical practices (242/302, 80.2%), or talk with a professional (250/301, 82.9%).

A correlation matrix of the independent variables used in all models is shown in Table 2. When examining the main constructs of the TAM related to general digital health, we found significant correlations between social influence and ease of use of general digital health (\( r = 0.366, P < 0.001 \)) and perceived usefulness (\( r = 0.412, P < 0.001 \)). For the variables related to digital health for MH, there were significant correlations among the ease of use of digital health construct, social influence (\( r = 0.292, P < 0.001 \)), and perceived usefulness (\( r = 0.366, P < 0.001 \)). There were also significant correlations among the control variables of interest—wellness was negatively correlated with stress (\( r = -0.560, P < 0.001 \)) and depression (\( r = 0.338, P < 0.001 \)). Geography and SES were correlated (\( r = 0.190, P < 0.001 \)) in that those who lived in urban areas had higher SES. Perceived general health was positively correlated with wellness (\( r = 0.382, P < 0.001 \)) and negatively correlated with stress (\( r = -0.292, P < 0.001 \)). Perceived stigma as a barrier to MH care and instrumental and attitudinal barriers to care were highly correlated (\( r = 0.765, P < 0.001 \)).
Table 1. Participant demographics (N=311).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Overall</th>
<th>Did not use digital health for MH(^a) (n=229)</th>
<th>Used digital health for MH (n=82)</th>
<th>Chi-square (P) value or ANOVA(^b)(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (18-41 years), mean (SD)</td>
<td>22.7 (1.86)</td>
<td>22.8 (1.74)</td>
<td>22.6 (2.18)</td>
<td>.59</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>184 (59.2)</td>
<td>143 (62.4)</td>
<td>41 (50)</td>
<td>.049</td>
</tr>
<tr>
<td>Female and gender minority</td>
<td>127 (40.8)</td>
<td>86 (37.6)</td>
<td>41 (50)</td>
<td></td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>Heterosexual or straight</td>
<td>276 (93.9)</td>
<td>203 (93.5)</td>
<td>73 (94.8)</td>
<td></td>
</tr>
<tr>
<td>Sexual minority (LGBTQA+(^c))</td>
<td>18 (6.1)</td>
<td>14 (6.5)</td>
<td>4 (5.2)</td>
<td></td>
</tr>
<tr>
<td>Childhood SES(^d), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.73</td>
</tr>
<tr>
<td>Low</td>
<td>88 (28.3)</td>
<td>66 (28.8)</td>
<td>22 (26.8)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>223 (71.7)</td>
<td>163 (71.2)</td>
<td>60 (73.2)</td>
<td></td>
</tr>
<tr>
<td>Relationship status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.65(^e)</td>
</tr>
<tr>
<td>Single</td>
<td>239 (76.8)</td>
<td>179 (78.2)</td>
<td>60 (73.2)</td>
<td></td>
</tr>
<tr>
<td>Partnered (relationship or married)</td>
<td>69 (22.2)</td>
<td>48 (21.0)</td>
<td>21 (25.6)</td>
<td></td>
</tr>
<tr>
<td>Other (self-described)</td>
<td>3 (1.0)</td>
<td>2 (0.9)</td>
<td>1 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Semester or year in school, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>First to third or first year</td>
<td>64 (20.6)</td>
<td>51 (22.4)</td>
<td>13 (15.9)</td>
<td></td>
</tr>
<tr>
<td>Fourth to sixth or second year</td>
<td>60 (19.4)</td>
<td>38 (16.7)</td>
<td>22 (26.8)</td>
<td></td>
</tr>
<tr>
<td>Seventh to ninth or third year</td>
<td>62 (20.0)</td>
<td>43 (18.9)</td>
<td>19 (23.3)</td>
<td></td>
</tr>
<tr>
<td>10th to 12th or fourth year</td>
<td>60 (19.4)</td>
<td>43 (18.9)</td>
<td>19 (23.2)</td>
<td></td>
</tr>
<tr>
<td>13th or fourth year or higher</td>
<td>64 (20.6)</td>
<td>53 (23.3)</td>
<td>11 (13.4)</td>
<td></td>
</tr>
<tr>
<td>Degree of study, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Bachelor’s (BS(^f) or BA(^g))</td>
<td>258 (83.0)</td>
<td>186 (81.2)</td>
<td>72 (87.8)</td>
<td></td>
</tr>
<tr>
<td>Master’s (MPH(^h) or MBA(^i))</td>
<td>53 (17.0)</td>
<td>43 (18.8)</td>
<td>10 (12.2)</td>
<td></td>
</tr>
<tr>
<td>Geographic location, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Rural</td>
<td>144 (46.3)</td>
<td>102 (44.5)</td>
<td>42 (51.2)</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>167 (53.7)</td>
<td>127 (55.5)</td>
<td>40 (48.8)</td>
<td></td>
</tr>
<tr>
<td>Wellness (0-50), mean (SD)</td>
<td>26.6 (9.94)</td>
<td>26.2 (9.73)</td>
<td>27.5 (10.48)</td>
<td>.32</td>
</tr>
<tr>
<td>Perceived stress (0-16), mean (SD)</td>
<td>8.46 (3.42)</td>
<td>8.42 (3.48)</td>
<td>8.53 (3.24)</td>
<td>.81</td>
</tr>
<tr>
<td>High depressive symptoms (&gt;3), n (%)</td>
<td>135 (43.4)</td>
<td>104 (45.4)</td>
<td>31 (37.8)</td>
<td>.23</td>
</tr>
<tr>
<td>Suicidal ideation (lifetime), n (%)</td>
<td>78 (28.0)</td>
<td>58 (28.4)</td>
<td>20 (26.7)</td>
<td>.77</td>
</tr>
<tr>
<td>Rating of health status (1-5), mean (SD)</td>
<td>2.69 (0.87)</td>
<td>2.69 (0.89)</td>
<td>2.68 (0.86)</td>
<td>.92</td>
</tr>
<tr>
<td>Mobile phone plan, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.98</td>
</tr>
<tr>
<td>Monthly plan</td>
<td>223 (71.7)</td>
<td>164 (71.6)</td>
<td>59 (72)</td>
<td></td>
</tr>
<tr>
<td>Pay as you go</td>
<td>52 (16.7)</td>
<td>38 (16.6)</td>
<td>14 (17.1)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>36 (11.6)</td>
<td>27 (11.8)</td>
<td>9 (11)</td>
<td></td>
</tr>
<tr>
<td>Phone ownership, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.78</td>
</tr>
<tr>
<td>Personal phone</td>
<td>308 (99.0)</td>
<td>227 (99.1)</td>
<td>81 (98.8)</td>
<td></td>
</tr>
<tr>
<td>Shared phone</td>
<td>3 (1.0)</td>
<td>2 (0.9)</td>
<td>1 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Type of phone, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.55</td>
</tr>
<tr>
<td>Phone with internet capability</td>
<td>310 (99.7)</td>
<td>228 (99.6)</td>
<td>82 (100)</td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td>Overall</td>
<td>Did not use digital health for MH (n=229)</td>
<td>Used digital health for MH (n=82)</td>
<td>Chi-square P value or ANOVA $^b$ P value</td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>------------------</td>
<td>------------------------------------------</td>
<td>----------------------------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td>Phone without internet capability</td>
<td>1 (0.3)</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>General digital health use, n (%)</td>
<td>135 (43.4)</td>
<td>78 (34.1)</td>
<td>57 (69.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Use of digital health for MH, n (%)</td>
<td>(82) 26.4</td>
<td>N/A $^j$</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Language preference for digital health, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bangla</td>
<td>98 (31.5)</td>
<td>77 (33.6)</td>
<td>21 (25.6)</td>
<td>.36</td>
</tr>
<tr>
<td>English</td>
<td>58 (18.6)</td>
<td>40 (17.5)</td>
<td>18 (22.5)</td>
<td></td>
</tr>
<tr>
<td>Bangla or English</td>
<td>115 (49.8)</td>
<td>112 (48.9)</td>
<td>43 (52.4)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$MH: mental health.  
$^b$ANOVA: analysis of variance.  
$^c$LGBTQA+: lesbian, gay, bisexual, transgender, queer, asexual plus other identities.  
$^d$SES: socioeconomic status. Item asked How often did your family have enough money to make ends meet growing up? Low=never, rarely, sometimes; high=most of the time, always.  
$^e$This chi-square test is not valid as n<5 for some cells.  
$^f$BS: bachelor of science.  
$^g$BA: bachelor of arts.  
$^h$MPH: master of public health.  
$^i$MBA: master of business administration.  
$^j$N/A: not applicable.

**Figure 1.** Distribution of likelihood of using digital health forms for mental health promotion (%; N=311). Somewhat likely and extremely likely were combined in the likely category. Somewhat unlikely and extremely unlikely were combined in the unlikely category.
Table 2. Correlation matrix (N=311)\(^a\).

<table>
<thead>
<tr>
<th></th>
<th>1(^b)</th>
<th>2(^c)</th>
<th>3(^d)</th>
<th>4(^e)</th>
<th>5(^f)</th>
<th>6(^g)</th>
<th>7(^h)</th>
<th>8(^i)</th>
<th>9(^j)</th>
<th>10(^k)</th>
<th>11(^l)</th>
<th>12(^m)</th>
<th>13(^n)</th>
<th>14(^o)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.01</td>
<td>.32(^q)</td>
<td>.24(^q)</td>
<td>.80(^q)</td>
<td>.30(^q)</td>
<td>-.05</td>
<td>.10</td>
<td>-.06</td>
<td>-.19(^r)</td>
<td>.05</td>
<td>-.10</td>
<td>-.06</td>
<td>.03</td>
<td>.01</td>
</tr>
<tr>
<td>2</td>
<td>-.03</td>
<td>.27(^q)</td>
<td>.26(^q)</td>
<td>.37(^q)</td>
<td>.10</td>
<td>.14(^q)</td>
<td>-.11</td>
<td>-.05</td>
<td>.16(^q)</td>
<td>.11</td>
<td>-.13(^q)</td>
<td>-.21(^q)</td>
<td>-.22(^q)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-.06</td>
<td>.19(^q)</td>
<td>.44(^q)</td>
<td>.02</td>
<td>.08</td>
<td>-.06</td>
<td>-.09</td>
<td>.02</td>
<td>-.04</td>
<td>.01</td>
<td>-.14(^q)</td>
<td>-.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-.22</td>
<td>.33(^q)</td>
<td>-.03</td>
<td>.07</td>
<td>-.04</td>
<td>-.21(^q)</td>
<td>.01</td>
<td>-.06</td>
<td>-.10</td>
<td>.09</td>
<td>.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.10</td>
<td>-.01</td>
<td>-.10</td>
<td>-.05</td>
<td>.02</td>
<td>.05</td>
<td>-.02</td>
<td>.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>.38(^q)</td>
<td>-.29(^q)</td>
<td>-.17(^q)</td>
<td>.06</td>
<td>.15(^q)</td>
<td>-.22(^q)</td>
<td>-.19(^q)</td>
<td>-.18(^q)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-.56(^q)</td>
<td>-.19(^q)</td>
<td>-.02</td>
<td>.08</td>
<td>-.34(^q)</td>
<td>-.25(^q)</td>
<td>-.25(^q)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>.17(^q)</td>
<td>.01</td>
<td>.00</td>
<td>.45(^q)</td>
<td>.26(^q)</td>
<td>.24(^q)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>.14(^q)</td>
<td>.10</td>
<td>-.03</td>
<td>.03</td>
<td>.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>.19(^q)</td>
<td>-.10</td>
<td>-.12(^q)</td>
<td>-.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>.06</td>
<td>-.17(^q)</td>
<td>-.20(^q)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>.25(^q)</td>
<td>.26(^q)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>.76(^q)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Higher scores equal greater amounts for all variables.
\(^b\)Social influence on the use of general digital health; range: 1-7.
\(^c\)Ease of use of general digital health; range: poor to excellent.
\(^d\)Perceived usefulness of general digital health (0=low, 1=high).
\(^e\)Social influence on the use of digital health for mental health (0=low, 1=high); range: 1-7.
\(^f\)Perceived usefulness of digital health for mental health (0=low, 1=high).
\(^g\)General health rating; range:0-50.
\(^h\)Wellness; range: 0-50.
\(^i\)Perceived stress; range: 0-16.
\(^j\)Gender (0=male, 1=female).
\(^k\)Geography (0=rural, 1=urban).
\(^l\)Socioeconomic status (0=low, 1=high).
\(^m\)Depression (0=low, 1=high).
\(^n\)Stigma-related barriers to care; range: 1-4.
\(^o\)Attitudinal and instrumental barriers to care.
\(^p\)Not applicable.
\(^q\)P<.001.
\(^r\)P<.01.

Regression Analysis Results

The outcomes of intention to use and actual use of digital health in general and digital health for MH were examined using logistic regression analysis. Table 3 shows the results for the outcome of intention to use general digital health. In the unadjusted results, all the main constructs of the TAM (ease of use, social influence, and perceived usefulness of digital health) were positively associated with intention to use digital health, as was perceived wellness. In the adjusted model, these constructs remained statistically significantly associated. Those who perceived digital health to be easy to use (adjusted odds ratio [aOR] 1.85; \(P<.001\)), had higher approval from their social networks to use digital health (aOR 1.68; \(P<.001\)), and perceived higher usefulness of digital health (aOR 4.12; \(P<.001\)) had higher adjusted odds of intending to use digital health. The \(R^2\) for this final adjusted model was 0.445 (\(P<.001\)).
Table 3. Logistic regression analysis associating the Technology Acceptance Model constructs with intention (high vs low) to use digital health (N=311)*.

<table>
<thead>
<tr>
<th>Item</th>
<th>Unadjusted associations</th>
<th>Adjusted modelb,c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR^d (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Ease of use of digital health (1-7)^f</strong></td>
<td>2.29 (1.79-2.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Social influence on digital health use (1-7)^f</strong></td>
<td>1.79 (1.54-2.09)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Perceived usefulness of digital health (high vs low)</strong></td>
<td>9.76 (4.70-20.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rating of general health (poor to excellent)^f</td>
<td>1.23 (0.94-1.61)</td>
<td>.14</td>
</tr>
<tr>
<td>Wellness (0-50)^f</td>
<td>1.02 (1.00-1.05)</td>
<td>.04</td>
</tr>
<tr>
<td>Perceived stress (0-16)^f</td>
<td>0.97 (0.91-1.04)</td>
<td>.45</td>
</tr>
<tr>
<td>SES^h growing up (high vs low)</td>
<td>0.67 (0.39-1.13)</td>
<td>.13</td>
</tr>
</tbody>
</table>

*aGeography (urban vs rural) and gender (female vs male) variables were not significant in the unadjusted model, so they were not included in the adjusted model.

^bNagelkerke R^2=0.445.

^cP value <.001

^dOR: odds ratio.

^eAOR: adjusted odds ratio.

^fHigher scores equal greater amounts.

^gN/A: not applicable.

^hSES: socioeconomic status.

When examining the outcome of use of digital health, the only TAM construct significantly associated was social influence, as seen in Table 4. However, when the intention to use digital health construct was added to the model (step 3 of the hierarchical regression), social influence was no longer significantly associated with the use of digital health. In the unadjusted analyses shown in step 1 of Table 4, the controls of better health, wellness, and higher SES were associated with actual use; in the adjusted model, only SES remained associated. In the final step of the model, we saw that those with higher intention to use digital health had higher adjusted odds of actual use (aOR 2.10; P=.01). The R^2 for this final adjusted model was 0.108 (P<.001).

In Table 5, for the analysis looking at predictors of intention to use digital health for MH, we found that social influence, perceived usefulness, and use of general digital health were positively associated with the intention to use digital health for MH in the unadjusted model. In the adjusted model, these constructs remained significantly associated. Higher social influence (aOR 1.73; P<.001), perceived usefulness (aOR 8.70; P<.001), and use of general digital health (aOR 2.16; P=.01) were associated with higher adjusted odds of intention to use digital health for MH. The R^2 for this final adjusted model was 0.492 (P<.001).

The results in Table 6 show that social influence, intention to use, use of general digital health, instrumental and attitudinal barriers, and gender were positively associated with using digital health for MH. There were no significant changes when comparing step 2 of the model (without intention to use) and step 3. In the final adjusted model, we see that those who used digital health for their general health had higher odds (aOR 4.19; P<.001) of using digital health for MH. Those who perceived higher instrumental and attitudinal barriers to receiving clinical MH care had higher adjusted odds of using digital health for MH (aOR 2.05; P=.02), and women had almost twice higher adjusted odds of use when compared with men (aOR 1.88; P=.03). These model statistics show that the model is statistically significant (P<.001), with an R^2 of 0.204.
Table 4. Logistic regression associating the Technology Acceptance Model constructs with use of digital health (N=311)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Item</th>
<th>Step 1</th>
<th>Step 2\textsuperscript{b}</th>
<th>Step 3\textsuperscript{c}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR\textsuperscript{d} (95% CI)</td>
<td>P value</td>
<td>OR\textsuperscript{e} (95% CI)</td>
</tr>
<tr>
<td>Ease of use of digital health (1-7)</td>
<td>1.21 (0.99-1.47)</td>
<td>.06</td>
<td>1.07 (0.86-1.33)</td>
</tr>
<tr>
<td>Social influence on digital health use (1-7)</td>
<td>1.14 (1.01-1.30)</td>
<td>.03</td>
<td>1.15 (1.01-1.32)</td>
</tr>
<tr>
<td>Perceived usefulness of digital health (high vs low)</td>
<td>1.39 (0.74-2.61)</td>
<td>.30</td>
<td>N/A\textsuperscript{f}</td>
</tr>
<tr>
<td>Intention to use digital health (high vs low)</td>
<td>2.29 (1.41-3.72)</td>
<td>.001</td>
<td>N/A</td>
</tr>
<tr>
<td>Controls</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rating of general health (poor to excellent)</td>
<td>1.49 (1.14-1.94)</td>
<td>.004</td>
<td>1.37 (1.03-1.85)</td>
</tr>
<tr>
<td>Wellness (0-50)</td>
<td>1.03 (1.01-1.05)</td>
<td>.01</td>
<td>1.02 (0.99-1.05)</td>
</tr>
<tr>
<td>Perceived stress (0-16)</td>
<td>0.95 (0.89-1.02)</td>
<td>.15</td>
<td>1.00 (0.92-1.09)</td>
</tr>
<tr>
<td>SES\textsuperscript{g} growing up (high vs low)</td>
<td>1.72 (1.03-2.87)</td>
<td>.04</td>
<td>1.64 (0.96-2.82)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Higher scores equal greater amounts. Geography (urban vs rural) and gender (female vs male) variables were not significant in the unadjusted model; therefore, they were not included in the adjusted model.

\textsuperscript{b}Nagelkerke $R^2$=0.08; $P$=.11.

\textsuperscript{c}Nagelkerke $R^2$=0.08; $P$<.001.

\textsuperscript{d}OR: odds ratio.

\textsuperscript{e}aOR: adjusted odds ratio.

\textsuperscript{f}N/A: not applicable.

\textsuperscript{g}SES: socioeconomic status.
Table 5. Logistic regression associating the Technology Acceptance Model constructs with intention to use digital health for mental health (N=311).  

<table>
<thead>
<tr>
<th>Item</th>
<th>Unadjusted associations</th>
<th>Adjusted model&lt;sup&gt;b,c&lt;/sup&gt;</th>
<th>P value</th>
<th>aOR&lt;sup&gt;e&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of use of digital health (1-7)</td>
<td>1.79 (1.44-2.23)</td>
<td>&lt;.001</td>
<td>1.39 (0.99-1.73)</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>Social influence on the use of digital health for mental health (1-7)</td>
<td>1.89 (1.61-2.21)</td>
<td>&lt;.001</td>
<td>1.71 (1.43-2.04)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness of digital health for mental health (high vs low)</td>
<td>15.24 (7.69-30.20)</td>
<td>&lt;.001</td>
<td>8.92 (4.18-19.04)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Use of general digital health (yes vs no)</td>
<td>2.33 (1.45-3.76)</td>
<td>.001</td>
<td>2.16 (1.18-3.97)</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td><strong>Barriers to seeking traditional clinical mental health services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stigma-related barriers (1-4)</td>
<td>0.98 (0.69-1.40)</td>
<td>.91</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Instrumental or attitudinal barriers (1-4)</td>
<td>1.00 (0.61-1.65)</td>
<td>.99</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health need (need help vs not)</td>
<td>0.99 (0.63-1.56)</td>
<td>.96</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Wellness (0-50)</td>
<td>1.02 (0.99-1.04)</td>
<td>.19</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Perceived stress (0-16)</td>
<td>0.98 (0.91-1.04)</td>
<td>.47</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>SES&lt;sup&gt;g&lt;/sup&gt; growing up (high vs low)</td>
<td>0.74 (0.44-1.23)</td>
<td>.25</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Urban vs rural</td>
<td>0.97 (0.62-1.54)</td>
<td>.91</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Female vs male</td>
<td>0.67 (0.42-1.06)</td>
<td>.09</td>
<td>1.12 (0.60-2.08)</td>
<td>.73</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Higher scores equal greater amounts.
<sup>b</sup>Nagelkerke $R^2=0.49$.
<sup>c</sup>P<.001.
<sup>d</sup>OR: odds ratio.
<sup>e</sup>aOR: adjusted odds ratio.
<sup>f</sup>N/A: not applicable.
<sup>g</sup>SES: socioeconomic status.
Overall, the findings partially confirm the hypotheses that the constructs of the TAM (perceived ease of use, usefulness, and social influence) are essential precursors of intention to use and actual use of digital health in general and digital health for MH. We found that the TAM constructs were particularly useful in predicting the intention to use digital health both generally and for MH, as can be seen by the model fit statistics, which included control variables (Nagelkerke $R^2=0.445-0.492$).

Interestingly, the TAM constructs were predictive of the intention to use both general digital health and digital health for MH but not for the actual use of either (in the adjusted models); this may be because university students in Bangladesh are unaware of or do not have the type of digital health that they would prefer to use. This aligns somewhat with the TAM as the model posits that intention mediates the connection between use of a product (in this case, a digital health platform) and actual use. These findings suggest that it is necessary for people to think that the use of a product (in this case, a digital health platform) is approved by their social network, easy to use, and valuable for them to form an intent to use the product and that intention is an important precursor to action.

This research found that Bangladeshi students would like to use digital health for MH. However, future research should examine whether user-friendly digital health products that promote MH exist for this population to use as previous research shows that usability issues are a barrier to using digital health in general [20].
The results suggest that increasing the use of digital health in general would promote the use of digital health for MH as well. According to our results, one way to do this is to increase the acceptability of digital health products among peer groups as social influence is predictive for general and MH-specific digital health use (and intention toward use). Using user-centered design to ensure that the product is easy to use and meets the users’ needs is also imperative as ease of use and perceived usefulness of an app are associated with intention to use and actual use of general digital health and the intention to use digital health for MH. From an implementation science perspective, this information is critical when developing health communication strategies around health promotion [56]. University administrations can use these findings to encourage transparency regarding health promotion directly, which may indirectly affect the use of digital health for MH.

The results show that university students are open to the use of digital health for MH in Bangladesh and that digital health may be particularly useful for those who may not otherwise seek clinical care as those with higher instrumental and attitudinal barriers are twice as likely to use digital health for MH. We also found that women had higher odds of using digital health for MH, although previous research in rural Bangladesh found that women were less aware of mHealth services than men even though intentions to use mHealth were high regardless of gender [57]. This difference in findings may be because, in this sample, university students had access to mobile phones across genders, unlike in the rural sample, where women had lower rates of phone ownership than men [57]; as such, our findings may show that, when given access, women translate their intention to use mHealth into actual use of such platforms. Previous research in Bangladesh found that women are also less likely to seek physical health care than men [58], although gender differences in MH service use have not been assessed in this population. In other populations where gender differences in MH service use have been researched, it has been found that women seek traditional MH care more than men [59]. In any case, these study results indicate that an MH promotion program on a digital platform may benefit this subgroup of people who may face attitudinal or instrumental barriers to seeking clinical care. This information can be key in marketing as the app can be framed so that it can be used autonomously. To our knowledge, no current app exists that was developed with empirical evidence for a Bangladeshi student population; as such, next steps would entail developing and pilot-testing such an app.

Limitations

The limitations of this study stem from its cross-sectional design and convenience sample. Owing to the study design, the results were not able to determine causality, nor are they generalizable to the Bangladeshi university student populations at large. As the study’s topic was MH promotion, it is possible that respondents were inclined toward this approach, and those who were not interested in MH promotion did not participate. We cannot conclude that a digital MH promotion program would be of interest to all university students in Bangladesh; however, we can say that this type of program shows promise for students who may not be inclined to receive clinical MH care.

Conclusions and Future Directions

This study is the first of its kind to examine the acceptability of digital health for MH in Bangladesh. The results show that students are quite open to using digital health as a tool to improve their MH and highlight the influence that social networks might have on this decision-making. As these findings provide evidence of the acceptability of using digital health for MH, future research should pilot-test messaging for a self-paced MH app, such as a meditation app or a web-based intervention, in Bangla. Universities should promote these mental wellness programs to their students.
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Abstract

Background: On May 8, 2021, Elon Musk, a well-recognized entrepreneur and business magnate, revealed on a popular television show that he has Asperger syndrome. Research has shown that people’s perceptions of a condition are modified when influential individuals in society publicly disclose their diagnoses. It was anticipated that Musk’s disclosure would contribute to discussions on the internet about the syndrome, and also to a potential change in the perception of this condition.

Objective: The objective of this study was to compare the types of information contained in popular tweets about Asperger syndrome as well as their engagement and sentiment before and after Musk’s disclosure.

Methods: We extracted tweets that were published 1 week before and after Musk’s disclosure that had received >30 likes and included the terms “Aspergers” or “Aspie.” The content of each post was classified by 2 independent coders as to whether the information provided was valid, contained misinformation, or was neutral. Furthermore, we analyzed the engagement on these posts and the expressed sentiment by using the AFINN sentiment analysis tool.

Results: We extracted a total of 227 popular tweets (34 posted the week before Musk’s announcement and 193 posted the week after). We classified 210 (92.5%) of the tweets as neutral, 13 (5.7%) tweets as informative, and 4 (1.8%) as containing misinformation. Both informative and misinformative tweets were posted after Musk’s disclosure. Popular tweets posted before Musk’s disclosure were significantly more engaging (received more comments, retweets, and likes) than the tweets posted the week after. We did not find a significant difference in the sentiment expressed in the tweets posted before and after the announcement.

Conclusions: The use of social media platforms by health authorities, autism associations, and other stakeholders has the potential to increase the awareness and acceptance of knowledge about autism and Asperger syndrome. When prominent figures disclose their diagnoses, the number of posts about their particular condition tends to increase and thus promote a potential opportunity for greater outreach to the general public about that condition.

(JMIR Form Res 2022;6(3):e32752) doi:10.2196/32752
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Introduction

Background

Asperger syndrome (hereafter referred to as Asperger), which was removed from the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) as a formal diagnosis, is currently merged with autism and pervasive developmental disorders that are otherwise not specified within “autism spectrum disorder” (hereafter referred to as autism). Although the International Classification of Diseases framework in its current 10th edition has not yet formally removed Asperger as a diagnosis; it will do so within the 11th version that is forthcoming [1]. However, those that have been diagnosed with Asperger may choose to use this as their formal diagnosis. The removal of Asperger from the DSM-5 has been controversial as many individuals took, and continue to take, pride in their Asperger identity [2]; however, many people with Asperger were also in favor of subsuming Asperger into the broader category of autism as a spectrum of conditions [3] on the grounds of, for instance, equality of service provision and legal protection. Although still a term used by many, Asperger is becoming more and more known as an integrated part of the broader autism spectrum and thus also a part of the blooming autistic neurodiversity movement [4]. Although less focus has been given to the term Asperger in recent years, public figures who are open about their diagnosis contribute to increased media attention. Examples of highly prominent people with Asperger who have been publicly open about their diagnosis include Elon Musk (who revealed his condition on Saturday Night Live on May 8, 2021) and Greta Thunberg (who refers to her Asperger diagnosis as her “superpower”). The media attention given to such disclosures typically leads to subsequent social media discussions that can inform but also misinformation public perception [5]. Asperger and autism have become a part of pop culture [6,7], and research indicates there are advantages and disadvantages to this from a public health perspective but also, more importantly, an impact on individuals with the diagnosis. Asperger and autism are misunderstood and often “hidden.” They are hidden because there are no facial or bodily features that readily indicate a person has these conditions or not. Misunderstandings of the diagnoses relate directly to media representations (eg, films such as Rain Man [8] that are so influential that they can be perceived by the public as definitions for a whole diagnosis). For instance, savant syndrome is widely misconceived as very common in the population of individuals with autism and because of this and the intriguing features of the syndrome, it is a common part of media representation [9] of individuals with autism. However, the prevalence of savant syndrome in people with autism is rare [10]. Another widely held misconception of autism and Asperger is that people with autism, in general, are asocial [11]. Media attention is a double-edged sword in that public awareness and acceptance can increase, but it can also oversimplify highly complex heterogeneous conditions such as autism and Asperger. Oversimplifications and misconceptions can lead to stereotype thinking [12] and can maintain stigmas [13], but this could be reduced with the increase in societal awareness and understanding of the conditions [14]. This knowledge could be acquired or promoted through social media, where millions of people are exposed daily to all varieties of information, whether they explicitly seek it or find it unintentionally. Research on different conditions shows that health promotion through social media is mostly linked to positive effects [15-20].

Previous research has shown that the combination of key figures in society and their disclosures of personal diagnoses can affect the public’s perception of their conditions [21,22]. As with Musk’s disclosure and in the age of social media, the expectation was that the number of web-based discussions about Asperger and autism would increase, which could contribute further to spreading knowledge and awareness and thus potentially alter people’s perceptions of the condition.

Objectives

The objective of this study was to compare the types of content used in (informative, misinformative, or neutral), the engagement with, and the sentiment of popular tweets about Asperger before and after Musk’s disclosure.

Methods

Study Design and Sample

We designed a cross-sectional study to analyze the type of content, engagement, and perception of popular tweets related to Asperger. We defined popular tweets as those with more than 30 likes as this is slightly higher than the average of 25 likes reported in previous research [23]. We focused on popular tweets because of their potential to reach more users.

Eligibility Criteria for Tweets

We used the Twitter advanced search engine to find popular tweets (> 30 likes) that were posted in English and included the terms “Aspergers” or “Aspie.” The term “Aspie” was included because it is a common slang term used by the autism community to refer to Asperger [5]. We extracted tweets that were published between May 1, 2021, and May 14, 2021, (1 week before and after Musk disclosed his Asperger diagnosis on May 8, 2021). As commonly used on other social media platforms, the “like” function on Twitter was chosen because of the quickness and ease (one click) with which it allows users to show their agreement with a posted tweet compared to the retweet function, which requires at least 2 clicks and potentially, the addition of accompanying text from the media user [24].

Data Extraction and Classification

From the selected popular tweets, we extracted the post message and the number of comments, retweets, and likes. We extracted only the original tweets and no personal or identifiable data were collected.

We created a coding guideline, which was used to classify the tweets (the coding guideline is available in the data repository) [25]. Each post was classified by 2 independent coders who are experts in autism (IS and ANH) as to whether the post contained correct information (eg, “people with Asperger have difficulties in social interaction”), misinformation (eg, “people with Asperger have an IQ below average”), or neutral information (eg, “my son has Asperger”). Classification disagreements were
discussed with the rest of the coauthors until a consensus was reached. We analyzed the number of posts and engagement from other media users with those posts. The engagement was assessed using the number of comments, retweets, and likes.

**Sentiment Analysis**

We analyzed the perceptions or sentiments of each post using the AFINN sentiment analysis tool [26]. AFINN is a lexicon that assigns scores to each word ranging from –5 (very negative) to 5 (very positive) [25]. The text-mining tool considers scores higher than 0 as positive words, and scores lower than 0 as negative words [26]. The AFINN tool has been used to analyze the sentiment included in tweets about Asperger [5], and to compare the sentiment towards different COVID-19 vaccines expressed in social media posts [27]. The AFINN tool has also been used to analyze free short text, such as answers given in surveys [28,29], web-based reviews [30], self-reported notes [31], or descriptions of public health campaigns [32].

**Data Analysis**

All statistical analyses were performed using SPSS (version 25.0; IBM Corp). Both the data set and data analysis, including scripts, were made available in the data repository [25]. The treatment of data for this study was approved by the data protection officer at the University Hospital of North Norway (Nr.02489).

**Results**

We extracted a total of 227 popular tweets. A total of 34 (14.9%) tweets were posted the week before the Musk announcement and 193 (85%) were posted the following week.

**Engagement and Sentiment of Tweets Before and After Musk’s Announcement**

When we compared the engagement and sentiment of tweets before and after Musk’s announcement, we found that tweets posted before the disclosure received significantly more engagement; they received more comments (254.15, 95% CI 87.1 to 331.5 compared to 44.88, 95% CI –74.6 to 493.2; P<.001), more retweets (494.47, 95% CI 28.3 to 635.6 compared to 190.80, 95% CI –321.6 to 928.9; P=.001), and more likes (7058.00, 95% CI 1734.9 to 10,443.6 compared to 969.44, 95% CI –4483.2 to 16,661.8; P<.001) than after the announcement (see Table 1). We did not find any statistically significant differences regarding the sentiment of tweets posted before and after Musk’s disclosure. Finally, the Kruskal-Wallis test did not show significant differences regarding engagement or sentiment according to the type of content provided by the tweet.

**Table 1.** Engagement with and sentiment of popular tweets about Asperger according to the time points when they were posted and the type of information provided.

<table>
<thead>
<tr>
<th>Category of engagement</th>
<th>Time point when the tweet was posted</th>
<th>t test*</th>
<th>P value</th>
<th>Type of information provided</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before Musk’s disclosure (n=34), mean (95% CI)</td>
<td>After Musk’s disclosure (n=193), mean (95% CI)</td>
<td></td>
<td>Provides information (n=13), mean (95% CI)</td>
<td>Neutral tweets (n=210), mean (95% CI)</td>
</tr>
<tr>
<td>Comments</td>
<td>254.15 (87.08 to 331.46)</td>
<td>44.88 (–74.63 to 493.16)</td>
<td>3.375</td>
<td>.001</td>
<td>68.77 (–43.36 to 180.93)</td>
</tr>
<tr>
<td>Retweets</td>
<td>494.47 (–28.30 to 635.65)</td>
<td>190.80 (–321.57 to 928.91)</td>
<td>1.803</td>
<td>.001</td>
<td>146.66 (–47.94 to 340.86)</td>
</tr>
<tr>
<td>Likes</td>
<td>7058.00 (1734.96 to 10,443.57)</td>
<td>969.44 (–4483.23 to 16,661.76)</td>
<td>2.756</td>
<td>.001</td>
<td>824.00 (–216.54 to 1864.54)</td>
</tr>
<tr>
<td>Sentiment</td>
<td>0.12 (–1.42 to 1.08)</td>
<td>0.29 (–1.29 to 0.95)</td>
<td>0.272</td>
<td>.22</td>
<td>–1.46 (–3.20 to 0.28)</td>
</tr>
</tbody>
</table>

*a df=225.

b P value obtained from the Kruskal-Wallis test.

c Example of a tweet that provides information: “Not all autistic people (including people with Asperger’s diagnoses) are white, male techie types. Some of us are poets. Some of us are even women.”

d Example of a neutral tweet: “Elon Musk reveals he has Asperger’s syndrome during SNL monologue.”

**Informative, Neutral, and Misinformative Tweets Following Musk’s Announcement**

The interrater agreement for the classification of the tweets and respective tweet data provided was κ=0.469 (moderate agreement). We classified 210 (92.5%) of the 227 tweets as being neutral, 13 (5.7%) tweets as informative, and 4 (1.8%) as containing misinformation. Both informative and misinformative tweets were posted after Musk’s disclosure. Tweets identified as misinformative included the following examples: tweets suggesting that Musk’s Asperger was deeply problematic, a tweet suggesting that autism and Asperger are the results of asymmetrical brain stem injuries, and a joke related to Musk’s development of the SpaceX Starship and the need of people with autism to travel into space.

**Discussion**

**Summary of Findings**

We found that after Musk’s disclosure, the number of popular tweets about Asperger increased by almost 6-fold. This increase was significantly different from before the disclosure. The number of popular tweets about Asperger increased by almost 6-fold. This increase was significantly different from before the disclosure.
in tweeting has the potential to promote awareness of the Asperger condition to more social media users. However, these “after” tweets seemed to receive less engagement than the ones posted before the disclosure.

Impact of a Celebrity Disclosure

As this was an observational study, the association between Musk’s disclosure and the increase in the number of tweets about Asperger receiving less engagement warrants further research to assess other possible factors affecting these results. It is nevertheless noteworthy that after Musk’s disclosure, discussions about Asperger on Twitter increased. On May 9, 2021, Asperger became the 19th top trending topic on Twitter [33]. The interest in Asperger syndrome was also reflected in Google searches, when on May 11, 2021, Asperger ranked as the top 28th trending search [34]. This is remarkable since neither of the terms “Aspergers” or “Autism” ranked in the top 50 trending search topics during World Autism Awareness Day (April 2, 2021).

With the increase of popular posts about Asperger, both informative and misinformative tweets also appeared. Although nonsignificant, the few popular tweets that did contain misinformation tended to receive less engagement than posts that provided neutral or informative content. The lower engagement with tweets containing misinformation could suggest a kind of collective intelligence among Twitter users [35] that could contribute to increasing social knowledge by reducing the spread of misinformation as seen with the autism tweets.

Considering the impact that celebrity culture has on directing the public’s attention to matters of health, it is worthwhile to investigate the types of information displayed on social media [36]. Within the field of autism research, very few studies assess the informative and misinformative content posted on social media platforms have been conducted. This is slightly surprising since one of the more infamous studies, that resulted in a vast amount of misinformation on early childhood vaccination, was published (and later retracted) within this field. Misinformation about vaccines causing autism remains a problem today and is even propagated by some celebrities. Investigating the influence that celebrities, such as Musk, have on the public is underscored in our findings with the increase in attention that Asperger and autism received after Musk’s disclosure.

Promoting the Awareness of Asperger and Autism Through Social Media

Promoting the awareness and acceptance of Asperger and autism by posting informative and factual content on social media platforms such as Twitter could assist in increasing social media users’ knowledge about and understanding of the condition. Research on the use of social media for health promotion has shown its positive effects related to different conditions [15-20]. However, in our sample, we found that the tweets on Asperger that stimulated higher engagement tended to be neutral. These neutral posts did not misinform, but they did not provide any type of information that could increase one’s knowledge or awareness about autism, either. Social media is ubiquitous and has become for most people a standard part of their everyday routine and habits. The ubiquitous use of social media platforms could provide an opportunity to expand the reach of trustworthy information about Asperger and autism in order to increase users’ knowledge about and awareness of the conditions and reduce the associated stigmas [5,14,21].

Limitations

Our study had several limitations. We focused on a short period of time. We collected popular tweets about Asperger that were posted only in English. Furthermore, we only analyzed tweets posted the week after Musk’s announcement, which may not be enough to form a conclusion on the effect of the disclosure. Also, Twitter users may not be representative of a random sample of the population, as the platform’s users tend to range in age from 25 to 34 years [37]. Our findings may not apply to other social media platforms, to posts on autism that did not include our search terms, to posts in other languages, or to posts with less than 30 likes. We did not extract any identifiable information regarding the users that posted the popular tweets. Therefore, we cannot know if these tweets were posted by individuals or institutions. If posted by an institution, this could introduce a bias in terms of potential engagement impact (as institutions or organizations usually have more followers than individual accounts). Finally, due to the presence and sophistication of bot accounts, we cannot know if our sample size included tweets coming from any bot accounts [38].

Conclusions

The use of social media platforms by health authorities, autism associations, and other stakeholders has the potential to increase awareness of and knowledge about both Asperger and autism. When prominent figures disclose their conditions, such as autism, posts about their condition tend to increase, which provides an opportunity for trustworthy information about the condition to reach more social media users. Future research on autism and celebrity engagement with media should deploy in-depth data collection and longitudinal designs to detect possible changes in sentiment, as well as different methodological approaches (eg, qualitative, quantitative, and mixed designs) to elucidate underlying mechanisms at play related to the spread of both information and misinformation.
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Abstract

Background: Musculoskeletal conditions such as joint pain are a growing problem, affecting 18.8 million people in the United Kingdom. Digital health interventions (DHIs) are a potentially effective way of delivering information and supporting self-management. It is vital that the development of such interventions is transparent and can illustrate how individual components work, how they link back to the theoretical constructs they are attempting to change, and how this might influence outcomes. getUBetter is a DHI developed to address the lack of personalized, supported self-management tools available to patients with musculoskeletal conditions by providing knowledge, skills, and confidence to navigate through a self-management journey.

Objective: The aim of this study was to map a logic model of behavior change for getUBetter to illustrate how the content and functionality of the DHI are aligned with recognized behavioral theory, effective behavior change techniques, and clinical guidelines.

Methods: A range of behavior change models and frameworks were used, including the behavior change wheel and persuasive systems design framework, to map the logic model of behavior change underpinning getUBetter. The three main stages included understanding the behavior the intervention is attempting to change, identifying which elements of the intervention might bring about the desired change in behavior, and describing intervention content and how this can be optimally implemented.

Results: The content was mapped to 25 behavior change techniques, including information about health consequences, instruction on how to perform a behavior, reducing negative emotions, and verbal persuasion about capability. Mapping to the persuasive system design framework illustrated the use of a number of persuasive design principles, including tailoring, personalization, simulation, and reminders.

Conclusions: This process enabled the proposed mechanisms of action and theoretical foundations of getUBetter to be comprehensively described, highlighting the key techniques used to support patients to self-manage their condition. These findings provide guidance for the ongoing evaluation of the effectiveness (including quality of engagement) of the intervention and highlight areas that might be strengthened in future iterations.

(JMIR Form Res 2022;6(3):e32669) doi: 10.2196/32669
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Introduction

Background
Musculoskeletal conditions such as joint pain are a growing problem, affecting 18.8 million people in the United Kingdom, which equates to 22% of the total burden of ill health across the population [1]. The importance of supporting people with musculoskeletal conditions in self-managing their own condition is increasingly acknowledged as a valuable tool for improving symptoms and facilitating healthy behaviors [2].

Self-management includes all the actions taken by people to recognize, treat, and manage their own health care independently of, or in partnership with, the health care system [3]. Supported self-management requires a whole systems approach that should be fully integrated into clinical care pathways, providing information and encouragement to help people gain more control over symptoms by understanding their condition through monitoring and taking appropriate action [4].

Adopting digital methods to support the self-management of a number of health conditions has become increasingly popular, gaining further traction during the COVID-19 pandemic with a rise in the number of digital health consultations [5]. Recent literature has highlighted the benefit of using digital technology in general practice, suggesting that the National Health Service (NHS) continues to invest in digital-first primary care [6].

Despite the rise in popularity, it is recognized that most digital health interventions (DHIs) are not well-described [7]. It is vital that the development of DHIs is transparent and can illustrate how individual components work, how they link back to the theoretical constructs they are attempting to change, and how this might influence outcomes [8]. During DHI development, it is important to clearly document techniques used by mapping content against recognized behavior change taxonomies [7]. This approach can allow for better implementation into practice, producing more effective and longer term engagement with healthy behaviors [9]. The National Institute for Health and Care Excellence (NICE) Evidence Standards Framework for digital health technology (DHT) also highlights the importance of using recognized effective behavior change techniques (BCTs), recommending that evidence is available to illustrate how BCTs within an intervention are consistent with recognized behavior change theory and recommended practice (aligned with guidance from NICE or relevant professional organizations) and appropriate for the target population [10].

As part of the Small Business Research Initiative Health Care and an NHS England program to bring new technologies to the NHS, getUBetter was contracted to develop, deploy, evaluate, and optimize its DHT to scale into the NHS. The contract was titled Integrated Self-management and Prevention for Multiple Musculoskeletal Conditions and Pathways. getUBetter worked with teams from the Wandsworth NHS Clinical Commissioning Group, St Georges University Hospitals NHS Foundation Trust, the Digital Evaluation Unit at the Health Innovation Network in South London, and the University of the West of England in Bristol to evaluate the DHI in a real-world setting. Part of this evaluation focused on evidencing the underpinning logic model of behavior change in the DHI; this element of the project is reported in this paper.

getUBetter [11] was developed to address the recognized problem within the health system of a lack of personalized, supported self-management tools available to patients with musculoskeletal conditions that provide the knowledge required to trust in, and successfully navigate through, a self-management journey.

The aim of the getUBetter self-management app is to empower individuals to self-manage from the start of an acute phase of an injury or episode to recovery and long-term condition management. It intends to do this by providing knowledge, developing skills, identifying and developing support strategies, and using persuasive language to develop positive beliefs about one’s self-management capability. Patients are prescribed getUBetter by a clinician (or practice staff) face to face, virtually, or via an SMS text message as part of routine care. Patients can also self-referral from a health care provider’s website. Musculoskeletal conditions include back, back and leg, neck, shoulder, knee, ankle, and lower limb soft injury, and patients can be linked to ≥1 local injury or condition pathway simultaneously, such as lower back pain and new ankle injury.

getUBetter was designed for both new and recurrent conditions and is specifically tailored to local care pathways, supporting triage, day-to-day recovery, referral when needed, connection to local rehabilitation programs, and prevention and well-being when a patient is back to their normal.

The getUBetter platform houses standardized national care pathways for the range of conditions based on evidence and national clinical treatment guidelines. Before the getUBetter platform and app are integrated into a health care system (eg, into general practitioner practices), urgent care centers, or physiotherapy departments, getUBetter works with the local clinical teams to configure each element of the local care pathway. There are three pillars of configurability: the day-by-day condition (lived experience of the patient), the end-to-end clinical condition pathways, and the local health system (health care and social care and public health). Patients are then connected to their specifically tailored local care pathways via either prescriptions or self-referrals.

getUBetter adopts a whole pathway approach that includes a symptoms checker, use of stratification tools, and automated referrals. Targeted and personalized content aims to help patients understand their stage of recovery, providing knowledge to strengthen confidence; reduce negative behaviors; and include a recovery plan around medication, effective treatment options, and the ability to self-monitor recovery. Evidence-based advice is provided on a range of topics such as what to expect at different stages of recovery; information about pain relief; guidance on referral options; information about driving, work, and other everyday activities; a symptom checker; information about red flags; and a variety of exercises demonstrated by physiotherapists are available to guide patients through their recovery journey (for more examples, see Multimedia Appendix 1 [12]).
The co-design process included patient and public involvement groups from the local clinical commissioning group, general practitioners, physiotherapists of all grades, consultant or advanced practice physiotherapists for most conditions, carers, charities such as Age UK, and patients. Patients from the patient and public involvement group were a broad group with differing technical capabilities, and the focus groups comprised patients of all ages. Importantly, ongoing user experience was captured on a regular basis during development.

getUBetter is suitable for all patients aged ≥18 years. The platform and app have been co-designed with all stakeholder groups to minimize digital exclusion; for example, easy-to-use buttons, text size to 200%, and an easy-to-access web version. getUBetter works closely with organizations, patients, and all stakeholders to minimize digital exclusion and support care as usual and actively seeks to support patients who may be having difficulties accessing the solution.

**Aim of Study**

The aim of this study was to develop a logic model of behavior change for getUBetter, illustrating how the content and functionality of the app are aligned with recognized behavioral theory, effective techniques, and recommended clinical practice. This paper describes the development of a behavior change model for getUBetter using widely used models and frameworks described in more detail in the following sections.

**Methods**

**Overview**

The behavior change wheel (BCW) [13], Capability Opportunity Motivation-Behavior (COM-B) model [14], and BCT Taxonomy (BCTT) Version 1 (BCTTv1) [7] were used to map the BCTs present and the behavior change model for getUBetter. The persuasive systems design (PSD) framework [15] was used to describe the functionality and delivery of content.

To replicate and implement behavior change interventions in practice, we need an agreed-upon language to report their content or active ingredients. There are a range of tools that can be used to do this, and one that is widely used is the BCW, which provides a systematic way of characterizing interventions. It is often used in conjunction with the COM-B framework [14], a theoretical framework that incorporates key components (capability, opportunity, and motivation) considered to affect behavior. The COM-B model is a starting point for understanding behavior in the context in which it occurs. The central tenet of the model is that for any behavior to occur (1) there must be the capability to do it (ie, physical strength, knowledge, skills, and stamina), (2) there must be the opportunity for the behaviors (ie, physically accessible, affordable, socially acceptable, and sufficient time), and (3) there must be sufficiently strong motivation [12]. BCTTv1 was developed to specify content in terms of BCTs, the smallest components of behavior change interventions that can bring about change [7]. BCTTv1 is a hierarchically structured taxonomy of 93 distinct BCTs, including labels, definitions, and examples.

Although the BCTT enables the illustration of BCTs adopted within an intervention, the additional inclusion of the PSD framework was important to demonstrate how BCTs were translated into practice and ensure that important aspects of functionality were adequately described. The PSD framework was developed to guide the process of designing and evaluating persuasive systems, which highlights 28 design principles for persuasive system content and functionality, categorized into four areas: primary task, dialog, system credibility, and social support categories [15].

The following sections describe the 3 stages that were conducted to illustrate the behavior change model for getUBetter. It is important to highlight that this process was nonlinear, and mapping procedures moved between stages iteratively to link BCTs with theory, intended outcomes, functions, and categories of the BCW, as well as persuasive system design elements.

**Stage 1: Understanding the Target Behavior**

Several team meetings comprised clinicians, developers, user experience and user interface designers, project managers, and product owners from getUBetter alongside other clinicians from the stakeholder groups and researchers with experience in developing self-management and behavior change interventions from the University of the West of England. The clinicians included an advanced physiotherapy practitioner in primary care and emergency care and a consultant musculoskeletal physiotherapist. The meetings were held to understand the health problems that getUBetter aims to address and the behavior(s) that it attempts to change and describe what needs to change to achieve the intended outcome(s). This process enabled the aims and objectives of getUBetter to be comprehensively described and illustrated in a logic model of the problem.

Next, the COM-B model and the Theory and Technique tool [16] were used to link the BCTs present in getUBetter to relevant theoretical domains. The Theory and Technique tool links the theoretical domains framework [17] to the COM-B model to provide a more granular understanding of how constructs are associated with capability, opportunity, and motivation (eg, the theoretical domain beliefs about capabilities is linked to reflective motivation within the COM-B model). This step highlighted to the team the potential areas where getUBetter might be strengthened by adding in BCTs commonly reported in similar published literature but which were not currently present in getUBetter.

**Stage 2: Mapping Intervention Options**

This stage involved linking information gathered previously in stage 1 (the behavioral diagnosis) to the intervention functions (Figure 1) and policy categories (Figure 1) through which getUBetter is currently being implemented. Team meetings were held to agree on the links between the BCTs present in getUBetter and relevant implementation functions and policy categories. Once again, this was an opportunity to explore the areas that could be strengthened in future iterations.
Stage 3: Mapping Content and Implementation Options

This final stage involved using the BCTT [7] to identify and map BCTs present within getUBetter and the PSD model to illustrate how the BCTs were being delivered (Figure 2).

The results from the abovementioned stages described were then consolidated into a logic model of behavior change for getUBetter.

Results

Overview

An initial mapping exercise was completed during November 2019 and April 2020 by the lead author (AB), who discussed and agreed on the mapping with team members. The mapping process was nonlinear and iterative, moving between the stages described earlier and guided by team discussions. This initial mapping exercise enabled the team to identify particular areas of the app that could be strengthened by adding specific BCTs commonly used in other interventions [12] but which were not currently present in getUBetter. Following ongoing iterative design and development of getUBetter throughout 2020, a second mapping exercise took place between January 2021 and March 2021 to highlight additional techniques and functionalities.

The following sections describe each stage of mapping round 1 in more detail and the additional techniques and changes in functionality highlighted during mapping round 2.

Stage 1: Understanding the Target Behavior

Overview

The aim of getUBetter is to empower individuals to self-manage their musculoskeletal condition by providing support and advice throughout their recovery journey and prevent future episodes. Objectives were clustered into three subgroups: knowledge and skills, supportive environment, and motivation and self-efficacy. The aims and objectives are described in more detail in the following sections.
Behavioral Aims and Objectives of getUBetter (version 2.0)

Knowledge and Skills
These objectives aim to provide the patient with sufficient knowledge about their musculoskeletal condition, enabling them to develop sufficient skills to conduct positive self-management behaviors.

The objectives were as follows:
1. Educate about normal physiological responses (ie, symptoms and time frames)
2. Train the patient in personally relevant skills (such as reducing sedentary behavior, introducing graded tasks, and relevant exercises) to enable them to manage symptoms and implement positive self-management behaviors

Supportive Environment
These objectives aim to train the patient to identify and develop supportive aspects of physical and social environments.

The objectives were as follows:
1. Guide understanding of the interpersonal influences on self-managing their musculoskeletal condition and how the environment can be restructured to provide optimal support
2. Promote reflection on environmental and emotional aspects affecting self-management (time, resource use, and place and well-being)
3. Highlight opportunities for restructuring the physical and social environments to best support self-management behaviors
4. Enable patient to navigate the health system and understand treatment pathways and referral options

Motivation and Self-efficacy
These objectives aim to enable the patient to form positive beliefs and feelings toward self-managing their musculoskeletal condition and support the formation of a personally relevant action plan for self-management behaviors.

The objectives were as follows:
1. Persuade the patient about their capability and enable them to perform self-management behaviors such as action planning or healthy lifestyles
2. Educate (to strengthen beliefs) about the positive consequences (outcomes) of the directed self-management behaviors
3. Train the patient to form clear action plans for conducting self-management behaviors and self-monitor behaviors and outcomes
4. Provide prompts and cues to encourage self-management behaviors.

Specific self-management behaviors were also identified (intended outcomes; Figure 3). Figure 3 shows the logic model of the problem(s) that getUBetter aims to address, how it aims to engage patients with positive self-management behaviors, and the intended outcomes.

The next step was to identify how BCTs present in getUBetter were linked back to the theoretical constructs they were attempting to change (using the BCW guidance and the Technique and Theory Tool see Methods section). Textbox 1 illustrates these links.

This stage highlighted a number of BCTs that could be beneficial to include in future iterations of getUBetter. More specifically, BCW guidance highlighted that BCTs related to social comparison (5.2) and goal setting and monitoring (ie, 1.1, 1.5, and 2.3) were reported to have been used in previous behavior change interventions [12].

Figure 3. Logic model of problem.
### Textbox 1. Capability, Opportunity, and Motivation–Behavior analysis (coded to Behavior Change Technique Taxonomy version 1).

<table>
<thead>
<tr>
<th>Capability</th>
<th>Opportunity</th>
<th>Motivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge and skills</td>
<td>Environmental context and resources</td>
<td>Beliefs about capabilities</td>
</tr>
<tr>
<td>4.1 Instruction on how to perform a behavior</td>
<td>7.1 Prompts and cues</td>
<td>1.2 Problem solving</td>
</tr>
<tr>
<td>5.1 Information about health consequences</td>
<td>12.1 Restructuring the physical environment</td>
<td>4.1 Instruction on how to perform a behavior</td>
</tr>
<tr>
<td>8.1 Behavioral practice and rehearsal</td>
<td>12.2 Restructuring the social environment</td>
<td>6.1 Demonstration of the behavior</td>
</tr>
<tr>
<td>8.7 Graded tasks</td>
<td></td>
<td>8.1 Behavioral practice and rehearsal</td>
</tr>
<tr>
<td>Memory, attention, and decision processes</td>
<td></td>
<td>8.7 Graded tasks</td>
</tr>
<tr>
<td>7.1 Prompts and cues</td>
<td></td>
<td>15.1 Verbal persuasion about capability</td>
</tr>
<tr>
<td>Behavioral regulation</td>
<td>Social influences and identity</td>
<td>Beliefs about consequences</td>
</tr>
<tr>
<td>1.2 Problem solving</td>
<td>3.1 Social support (unspecified)</td>
<td>5.1 Information about health consequences</td>
</tr>
<tr>
<td>8.2 Behavior substitution</td>
<td>6.2 Social comparison</td>
<td>5.6 Information about emotional consequences</td>
</tr>
<tr>
<td>11.2 Reduce negative emotions</td>
<td></td>
<td>Intentions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1 Information about health consequences</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reinforcement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.1 Prompts and cues</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Emotion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11.2 Reduce negative emotions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Behavioral Support at Different Stages of Recovery

The mapping process described in this paper provided an opportunity for the team to highlight that a key aim of getUBetter is to empower individuals to self-manage their condition wherever they may be on their recovery journey. This issue was not governed by the mapping process; however, the team agreed that it was important to describe this during the mapping process to illustrate the nuance of delivering BCTs in both a personalized and tailored way. The team also consulted with clinicians at this point to gather opinions on the potential weighting of BCTs at different stages of recovery. Although there were some differing opinions, there was general agreement in line with the weighting shown in Figure 4.

Figure 4 illustrates how, within getUBetter, content is tailored to two main variables: (1) timeline of the recovery journey, moving through early-term, mid-term, and long-term stages of recovery, and (2) status—how the patient is progressing at any given time point (ie, getting better, staying the same, or getting worse). Content is also personalized to two main variables: (1) an individual’s local care pathway, local services, and health care provider and (2) patients identifying their main problems and worries to receive personalized advice. Content automatically adjusts to the stage of the recovery journey and individual progress, and this targeted content helps the patient to understand their stage of recovery while providing personalized support. Figure 4 illustrates how content is both tailored and personalized.

The full range of BCTs is present across all stages of recovery, although weighted differently according to individual progress and stage of recovery. For example, in the earlier stages of recovery, the key focus is on reassurance and providing knowledge about what to expect, what is normal, and having the confidence to seek help if needed. Later on, the focus might shift to making an action plan and considering healthy lifestyle changes to support effective self-management (Figure 4 also illustrates how content is weighted at different stages of recovery). The main concerns and problems can also be identified to further personalize content to strengthen confidence, reduce negative behaviors, and provide ongoing reassurance and persuasion about conducting self-management behaviors.

Stage 2: Mapping Intervention Options

BCTs present in getUBetter were then mapped to the intervention functions and policy categories of the BCW. This was another opportunity to evaluate how well the existing BCTs in getUBetter represented each intervention function.

Relevant intervention functions included education, persuasion, training, environmental restructuring, modeling, and enablement. Policy categories relevant to support the delivery of getUBetter included communication and marketing, guidelines, fiscal measures, regulation, service provision, and environmental and social planning. Multimedia Appendix 2 provides a detailed description of the links between the COM-B components and the intervention functions.

Stage 3: Mapping Content and Implementation Options

Mapping: Round 1

BCT Mapping

During the first round of mapping, getUBetter was mapped to 22 BCTs in the BCTTv1 (Textbox 2).
Textbox 2. Mapping of behavior change techniques in getUBetter.

<table>
<thead>
<tr>
<th>Behavior change technique (coded to Behavior Change Technique Taxonomy version 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 1.1 Goal setting (behavior; added in round 2)</td>
</tr>
<tr>
<td>• 1.2 Problem solving</td>
</tr>
<tr>
<td>• 1.5 Review behavior goal(s) (added in round 2)</td>
</tr>
<tr>
<td>• 2.3 Self-monitoring of behavior (added in round 2)</td>
</tr>
<tr>
<td>• 2.5 Monitoring of outcome(s) of behavior without feedback</td>
</tr>
<tr>
<td>• 3.1 Social support (unspecified)</td>
</tr>
<tr>
<td>• 3.3 Social support (emotional)</td>
</tr>
<tr>
<td>• 4.1 Instruction on how to perform a behavior</td>
</tr>
<tr>
<td>• 5.1 Information about health consequences</td>
</tr>
<tr>
<td>• 5.6 Information about emotional consequences</td>
</tr>
<tr>
<td>• 6.1 Demonstration of the behavior</td>
</tr>
<tr>
<td>• 6.2 Social comparison</td>
</tr>
<tr>
<td>• 7.1 Prompts and cues</td>
</tr>
<tr>
<td>• 8.1 Behavioral practice and rehearsal</td>
</tr>
<tr>
<td>• 8.2 Behavior substitution</td>
</tr>
<tr>
<td>• 8.3 Habit formation</td>
</tr>
<tr>
<td>• 8.4 Habit reversal</td>
</tr>
<tr>
<td>• 8.7 Graded tasks</td>
</tr>
<tr>
<td>• 9.1 Credible source</td>
</tr>
<tr>
<td>• 11.1 Pharmacological support</td>
</tr>
<tr>
<td>• 11.2 Reduce negative emotions</td>
</tr>
<tr>
<td>• 12.1 Restructuring the physical environment</td>
</tr>
<tr>
<td>• 12.2 Restructuring the social environment</td>
</tr>
<tr>
<td>• 12.6 Body changes</td>
</tr>
<tr>
<td>• 15.6 Verbal persuasion about capability</td>
</tr>
</tbody>
</table>

PSD Elements
Mapping to the PSD model illustrated the use of a number of persuasive design principles, including tailoring, personalization, simulation, and reminders, which were used to deliver the content of getUBetter.

Table 1 below shows how getUBetter incorporates key persuasive design principles from the PSD model into its functionality and content. In addition, it was recognized that some of these might be adapted and strengthened in future iterations.
Table 1. Persuasive system design elements in getUBetter.

<table>
<thead>
<tr>
<th>Elements and descriptions</th>
<th>Existing content in getUBetter</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary task support</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Reduction</strong></td>
<td></td>
</tr>
</tbody>
</table>
| A system that reduces complex behavior into simple tasks helps patients perform the target behavior, and it may increase the benefit–cost ratio of a behavior. | • Simplification of national guidelines and musculoskeletal pathway  
• Simplifies the journey through local pathway and access to local services  
• Automates referrals and promotes self-choice  
• Writing style—translates complex messages into simple language  
• Simplifies tasks—related to time point |
| **Tunneling**            |                               |
| Using the system to guide patients through a process or experience provides opportunities to persuade along the way. | • Tunneled by timeline—content provided depending on choice: improving, staying the same, or getting worse  
• Full autonomy for which order to visit app pages  
• Symptom checker—red flags directing the patient to a health professional (lock screen) |
| **Tailoring**            |                               |
| Information provided by the system will be more persuasive if it is tailored to the potential needs, interests, personality, use context, or other factors relevant to a patient group. | • All content tailored to the day of recovery and recovery status (getting better, staying the same, or getting worse)  
• Feedback zone—tailored information around main worries and problems |
| **Personalization**      |                               |
| A system that offers personalized content or services has a greater capability for persuasion. | • My main problems  
• My main worries (provides tailored information)  
• Personalized information to local services (local trust specific) |
| **Self-monitoring**      |                               |
| A system that keeps track of one’s own performance or status supports the patient in achieving goals. | • Diary, calendar, and goal-setting functions are available in the app, which are linked to prompts and reminders |
| **Simulation**           |                               |
| Systems that provide simulations can persuade by enabling patients to observe the link between cause and effect immediately. | • Videos about simple exercises and activities of daily living |
| **Rehearsal**            |                               |
| A system providing means with which to rehearse a behavior can enable people to change their attitudes or behavior in the real world. | • Videos and instructions on how to perform a behavior—exercising specific and general day-to-day activities |
| **Dialogue support**     |                               |
| **Praise**               |                               |
| The system should use praise via words, images, symbols, or sounds as a way of providing patient feedback information based on their behaviors. | • Persuasive messaging throughout (including information about health consequences, reducing negative emotions, and verbal persuasion about the capability to perform self-management behaviors—covered in BCTTv1 mapping) |
| **Reminders**            |                               |
| If a system reminds patients of their target behavior, the patients will more likely achieve their goals. The system should remind patients of their target behavior during the use of the system. | • Automated reminders to log back into the app |
| **Suggestion**           |                               |
| The system should suggest that patients conduct behaviors during the system use process. | • Covered in BCTTv1 mapping |
| **Liking**               |                               |
| A system that is visually attractive for its patients is likely to be more persuasive. | • Ongoing design updates |
System credibility support

Trustworthiness
- The system should provide information that is truthful, fair, and unbiased.
  - Follows national guidelines, NHS guidelines, and NICE digital health guidelines and is validated by CCG—linked to the musculoskeletal pathway
  - Local GP logo

Expertise
- The system should provide information showing knowledge, experience, and competence.
  - Developed by experts

Surface credibility
- The system should have a competent look and feel.
  - P-mat—tested with patients—high level of usability and acceptability
  - No advertisements

Real-world feel
- The system should provide information about the organization and actual people behind its content and services.
  - NHS badge, local services, local CCG—credible source
  - In GP practices

Authority
- The system should refer to people in the role of authority.
  - Links back to GP and other NHS services

Third-party endorsements
- The system should provide endorsements from respected sources.
  - Links back to GP and other NHS services

Verifiability
- The system should provide means of verifying the accuracy of the site content via outside sources.
  - Links back to GP and other NHS services

Social support

Social learning
- The system should provide means of observing other patients who are performing their target behaviors and seeing the outcomes of their behavior.
  - Some target behaviors were displayed in videos but not all
  - No illustrations of outcomes of behavior (eg, positive stories of improvement)

Mapping: Round 2
The first round of mapping highlighted the potential value of adding specific BCTs to strengthen it in future iterations. Following a number of changes during ongoing development, a second round of mapping was conducted, resulting in the identification of 3 additional BCTs (Textbox 2). This was translated to a number of areas within the app that were strengthened; for example, the addition of a goal-setting section linked to a calendar function where patients can log progress and self-monitor their recovery journey.

A number of PSD elements were also strengthened, including more direct links between sections, production of additional guidance and instruction videos, development of video strings to guide patients through videos, and addition of a traffic light system to guide the patient to the most appropriate exercises.

Logic Model of Behavior Change for getUBetter

Figure 5 illustrates the full behavior change model for getUBetter. It provides details of the target COM-B elements that getUBetter intends to change (target behaviors) and describes the intervention functions and BCT groups that are used to make this change (description of intervention), the PSD elements present that deliver the BCTs (mode of delivery) via the app, and how the intervention as a whole affects the intended outcomes (outputs).
**Discussion**

### Principal Findings

The aim of this project was to evidence the behavior change model underpinning getUBetter. A range of models and frameworks were adopted to demonstrate how the content and functionality of the intervention aligns with the recognized behavioral theory, effective BCTs, and recommended clinical practice.

This study offers a method for illustrating a behavior change model for a complex DHI and is in line with Medical Research Council complex intervention development guidelines [18], NICE evidence standards framework for DHT [10], and literature that has adopted similar methods to illustrate the development of behavior change interventions in musculoskeletal health [19]. It recognizes the value of using overlapping frameworks to capture recognized BCTs (using the BCTTv1) while highlighting the novel functionality of the intervention (using the PSD model), which importantly enables transparency and replicability.

The behavior change model can be seen as a blueprint for behavior change that can be used to guide future iterations of the intervention and the development of content for other musculoskeletal conditions, which are currently in development. The process also enabled the team to identify potential areas of the intervention that could be strengthened and highlighted the potential value of adding BCTs not present in the initial mapping round.

The mapping exercise opened up an opportunity for team discussion about the relative importance of different BCTs at different time points of recovery. getUBetter was developed so that content is tailored depending on where each individual is within their own recovery journey and whether symptoms are improving, staying the same, or getting worse. Future research should explore with patients the relative importance of different behavioral support at different stages of recovery to help identify if and how behavioral support can be more tailored and personalized in future iterations of the DHI. This is a novel area that is yet to be explored in the literature and requires further investigation.

### Limitations

Mapping and coding of BCTs are often open to interpretation, and we recognize the potential bias from the project team. However, a number of team meetings (which included clinicians with extensive experience in treating musculoskeletal conditions and academics with experience in developing behavior change interventions) were held to discuss the content and reach consensus when linking content to BCTs.

Coproduction and engagement with patients (a planned next step) would add value and help to learn more about potential areas that could be better represented and additional BCTs relevant and acceptable to the musculoskeletal population.

### Next Steps

Throughout this process, the importance of exploring acceptability (of intervention content) and usability (of the digital intervention) was recognized as a key factor in understanding how the intervention will be adopted and used by patients, and work in this area is being planned in future studies. The behavior change model described in this paper will act as a useful foundation for exploring these topics further with patients, and we recognize the important need to understand the characteristics and strategies that are most effective in promoting both the engagement with digital technologies [20] and the healthy behaviors that they intend to promote. Future work will also explore the effectiveness of this DHI on a larger scale.

### Conclusions

This process enabled the proposed mechanisms of action and theoretical foundations of a DHI to be comprehensively described, highlighting the key BCTs used to empower patients to self-manage their condition. These findings provide guidance for the ongoing evaluation of the effectiveness of the intervention.

The new standard framework for DHT includes the evaluation of behavior change [10]. There is limited evidence about how people engage with and act upon information delivered via digital behavior change interventions, especially in tools that
span acute to long-term conditions. We have demonstrated that it is possible to evaluate the behavioral mechanisms of this DHT using a range of models and frameworks to illustrate a behavior change model for getUBetter.
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Multimedia Appendix 1
Examples of APP pages and links to behavior change techniques.
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Multimedia Appendix 2
getUBetter—linking the Capability, Opportunity, Motivation–Behavior (COM-B) components to intervention functions and policy categories from the behavior change wheel.
[DOCX File, 24 KB - formative_v6i3e32669_app2.docx ]
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Abstract

Background: The COVID-19 pandemic has drastically changed the physical activity (PA) landscape through the closures of gymnasiums, schools, and many outdoor spaces. Physical distancing guidelines have also reduced opportunity for PA. The popularity of free web-based home fitness videos on video hosting platforms (eg, YouTube and Instagram) has spiked during the pandemic. Many web-based fitness videos offer a convenient, accessible, and cost-effective means of engaging in PA through regularly posted videos or discrete programs. Notably, traditional PA programs often suffer from poor adherence and high dropout rates, despite many advantages over web-based workout programs (eg, equipment, feedback, and in-person engagement). Thus, notwithstanding clear advantages of these web-based fitness videos, their ability to maintain long-term engagement and adherence is unknown.

Objective: We explored patterns of engagement (ie, views, likes, and comments) for channels posting daily or program-based web-based fitness videos since the declaration of COVID-19 as a pandemic, over 4 months. Our secondary objective was to examine potential moderators of engagement metrics.

Methods: An environmental scan was used to identify eligible channels. Eligible channels were (1) freely available on YouTube or Instagram and (2) posted daily or weekday series workouts or offered quarantine-specific workout programs. Searches for eligible channels were conducted on June 1 and 4, 2020. Engagement metrics of views, likes, and comments were then collected from channels’ videos posted between March 11 and June 26 or 30, 2020, inclusive, on June 26 or July 8, 2020. A series of multilevel modeling analyses were conducted to examine longitudinal changes in each of the 3 outcome variables.

Results: Ten channels were deemed eligible and included in analyses; 6 posted regularly, while the other 4 posted discrete workout programs. Multilevel models revealed that both views and likes significantly decreased across days. Visually, channels display the sharpest drop in engagement within the first week. Linear change estimate indicates that the number of views initially declined by 24,700 per day (95\% CI \(-44,400\) to \(-11,300\), \(P=0.01\)) on average across all the channels. Channels with more subscribers declined in their views, likes, and comments at a significantly higher rate than those with fewer subscribers (\(P\leq0.04\)). The day of the week a video is posted, “virality,” and content of a video appear to influence engagement. Integrating behavior change techniques and posting new and varied videos often may help garner further engagement with these videos. Future research should examine common elements of videos, which drive engagement.

Conclusions: Despite raw engagement metrics, each channel demonstrated peak engagement with the initial video followed by decreased engagement with subsequent videos. As many countries maintain restrictions on traditional PA facilities owing to the COVID-19 pandemic, determining methods to improve engagement and adherence with web-based fitness videos becomes increasingly important.

(JMIR Form Res 2022;6(3):e25055) doi:10.2196/25055
KEYWORDS
eHealth; physical activity; adults; adherence; COVID-19; fitness; video; YouTube; Instagram; social media; longitudinal

Introduction

The COVID-19 pandemic has scaled up to over 38 million cases and over 1 million deaths worldwide as of this writing [1]. When COVID-19 was declared a pandemic on March 11, 2020 [2], this led to considerable changes in daily life including social distancing, elimination of community gatherings, restricted travel, and general instruction to “stay home” [3]. The consequences have affected how people engage in recreation, as many parks and recreation facilities were closed [4,5]. Commercial gyms, group exercise classes, and sporting activities ceased to operate over safety concerns and many have failed to reopen owing to bankruptcy or continued restrictions [6,7].

As a result of these drastic shifts in opportunity for physical activity (PA), the population has altered daily PA behaviors [8]. Fitbit’s blog presentation of its users noted a 5% to 20% reduction in total steps across the globe during the early stages of the pandemic [9]. Early research has replicated this general finding in China [10], the United States [11,12], the United Kingdom [13], Canada [14], and Europe [15]. Furthermore, higher-intensity PA, such as regular exercise, appears to be particularly compromised [12,14,15]. For example, a recent survey of 3052 US adults found a clinically meaningful drop in PA among active participants (pre–COVID-19) who were socially isolating [12]. These findings are concerning because regular moderate to vigorous intensity PA was already low in prevalence among high-income countries before the COVID-19 pandemic [16], despite how essential this behavior is for mental and physical health [17]. An increased burden that this wave of inactivity will cause leaves the population and the health care system weakened and at higher risk as COVID-19 continues to plague many countries [18].

Despite general trends in physical inactivity, some people have reported increasing their PA or remaining stable [14,15]. For example, work by Rhodes et al [14] found that minutes spent in PA during the pandemic were moderately positively associated with personality traits (eg, activity-extraversion, habit, and identity) and weakly positively associated with demographic factors (eg, income, education, and dog ownership). Notably, one of the key predictors of this stability has been opportunities to engage in home exercise [14,19]. Early research examining home exercise delivered through videos or videoconferencing software has demonstrated effectiveness in both improving levels of PA [20,21] and in increasing motivation to be physically active [22]. Further, affordances for PA (equipment and media) in the home environment have always been a reliable correlate of behavior [23]; yet, the COVID-19 pandemic restrictions on recreation facilities and gymnasiums have likely resulted in a dramatic shift in its importance. In concert with this demand, some commercial fitness businesses have transitioned to web-based fitness programs as an alternative to traditional exercise options [24].

Many web-based workout providers are offering quarantine specific workouts in an attempt to serve a new group of viewers, or prior patrons who are looking for a way to maintain their activity. Web-based fitness programs, on platforms such as YouTube and Instagram channels offer many advantages over traditional fitness options such as cost-effectiveness (free with an internet connection and no or minimal equipment), convenience (autonomy of when to watch and many different options), accessibility (vast catalogue of home fitness workouts and routines suited for different populations, skill levels, modes of exercise, etc), and community (comments, likes or dislikes, and live streaming allow for a level of interactivity that can mimic the social aspects of other traditional workout programs). In fact, YouTube reported a quadrupling of daily views for exercise videos with “no equipment” or “home” in the title since declaration of the pandemic [25].

There are clear advantages of these web-based exercise programs in these unprecedented times; yet, there remain several unanswered questions about long-term effectiveness and engagement. These programs cannot emulate several elements of traditional exercise options, such as movements that require equipment (resistance training machines, bikes, rowing, etc), true in-person feedback, and individualization of training. It may be that dropout from these programs is high. Indeed, fast dropout of approximately 50% from traditional gymnasiums and recreation centers is a well-established phenomenon [26]. More information on the patterns and potential moderators of engagement of these pandemic home exercise workouts will assist in tailoring future workouts toward the more successful approaches (eg, challenges vs daily workouts and population-focused approaches) as well as a general understanding of long-term engagement.

Thus, the purpose of this study was to explore the pattern of engagement levels of 10 web-based freely available exercise channels that posted either daily or program-based fitness videos since the beginning of the COVID-19 pandemic. We explored total engagement and changes in engagement through views, comments, and likes across a period of 4 months during the pandemic. We further explored potential moderators of engagement metrics, such as viewership across a week and engagement across specific video posting formats and video content. Given the exploratory nature of this study, no formal confirmatory hypothesis was proposed. However, based on prior exercise adherence research, we expected to see that engagement with these web-based videos—via higher engagement metrics—would occur for the initial videos posted by channels; however, a sharp drop-off in engagement was also hypothesized to follow in subsequent videos, paralleling retention and adherence patterns in existing PA efforts [26].

Methods

Eligibility Criteria

Eligible media met the following criteria: (1) freely available on YouTube or Instagram and (2) posting daily or weekday series workouts or offering quarantine-specific workout programs, as these criteria were rationalized to parallel closest with regular gymnasium-going or exercise or PA guidelines.
As such, websites that offered free workout series or programs but were not hosted on YouTube or Instagram (eg, CrossFit [28]) were excluded, as comparable metrics of engagement (eg, views, likes, and comments) were not consistently available. Similarly, series or programs that were accessed through a proprietary app (eg, Gymshark conditioning workout app [29]) were also not included. Further, channels that posted regular videos but were not as part of a regular series or program (eg, vlogs, testimonials, and diet advice) were not included, as these unstructured or unrelated videos were thought to receive variable hits depending on their individual popularity (eg, trending or viral videos).

Search Strategy

The following keywords were used (in combination) within search engines: “Daily,” “Online,” “Workout,” “Exercise,” “Program,” “Streaming,” “Fitness,” “At-Home,” “Of the day,” “Today’s date” (ie, date of the search), “Class,” “Session,” “quarantine,” “lockdown,” and “COVID-19.” For example, “Daily online workout program” was a permutation of search strategy used.

Information Sources

Search term keywords and combinations therein were searched directly into a Google search engine, as well as YouTube and Instagram platform search engines. For Google searches specifically, webpages that contained lists of available web-based workouts (eg, “The best places to go for free online workouts” [30]) were parsed for eligible channels.

Procedure

An environmental scan was initially employed to determine the media sources (ie, YouTube and Instagram channels) for longitudinal data extraction. According to Graham [31], environmental scans leverage diverse sources and amounts of data, so decision-makers can be informed of “current social, economic, technological, and political contexts, and to identify any potential short- and long-term shifts.” Importantly, the flexibility and diversity of potential data sources within an environmental scan can reveal preliminary trends or current relationships that may warrant further, more robust investigation. As such, two initial searches to identify eligible channels were conducted: one on June 1 and one on June 4, 2020.

Upon selection of appropriate YouTube and Instagram channels, overall engagement metrics were collected for videos posted between March 11 and June 26 or 30, 2020, inclusive. Specifically, these overall engagement metrics were collected on June 26 or July 8, 2020. While this extraction method does infer that older videos have more time to accumulate engagement, the regular or programmed nature of the videos posted by the observed channels is likely still sensitive enough to reflect changes in engagement over time.

Primary Outcome: Engagement Metrics

Engagement metrics from videos of eligible channels were collected; specifically, number of views, number of likes (if available), and number of comments. Further, to explicate trends in video engagement, channels that posted a regular series of workout videos (ie, regularly) were charted differently than channels that released a discrete workout program (ie, program). Further, number of channel subscribers was collected as a potential moderator of channel engagement.

Statistical Analyses

A series of multilevel modeling analyses were conducted to examine longitudinal changes in the engagement metrics. Separate models were carried out for each of the three outcome variables (ie, views, likes, and comments) and were predicted by a linear and quadratic time variable, coded as days since COVID-19 was declared as a global pandemic (March 11, 2020) [2]. Number of channel subscribers (grand-mean centered) and video start date were included as between-channel covariates to statistically adjust for initial differences in channel exposure and time elapsed between the first video and the onset of the pandemic. Subscribers and start date were also included as moderators on both linear and quadratic slopes to determine if the rate of change differed depending on channel size or video onset. All models were estimated in Mplus (version 8.4) using the Bayes estimator to facilitate model convergence. Statistical significance was set at \( P < .05 \).

Results

Channel Descriptives

Overall, 10 channels were observed in this environmental scan: Fit Factory [32], One Workout A Day [33], The Body Coach [34], Orange Theory Fitness [35], Planet Fitness [36], Holly Dolke [37], Six-Pack Factory [38], Leansquad [39], Amanda Bisk [40], and Gaby Pimental [41]. The majority of these channels were identified through websites found through Google searches that posted curated lists of web-based exercise videos or channels. Descriptive characteristics and statistics for each channel are presented in Tables 1 and 2, respectively. Of the 10 channels observed, 9/10 (90%) were based on YouTube and 1/10 (10%) was based on Instagram. The channels were almost evenly split between regularly posting videos (6/10, 60%) and posting discrete programs (4/10, 40%). Of the channels that posted regularly, post frequency ranged from daily videos (4/6, 67%) to weekdays only (2/6, 33%). Of the channels that posted programs, program length ranged from 7 days (2/4, 50%) to 30 days (1/4, 25%). With respect to posting date, the majority of channels observed began posting in March 2020 (8/10, 80%), with 1 (10%) channel starting in mid-May [32] and 1 (10%) channel starting in June [36]. Subscriber count varied drastically among channels, ranging from 766 [41] to 2,500,000 [34], with a median value of 74,100 (based on the date of data collection).
Table 1. Descriptive characteristics for each channel.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Platform</th>
<th>Posting format</th>
<th>Target audience</th>
<th>Subscribers, N</th>
<th>Videos posted, N</th>
<th>Video start date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fit Factory</td>
<td>Instagram</td>
<td>Regularly (daily)</td>
<td>Adults</td>
<td>30,100</td>
<td>38</td>
<td>May 15, 2020</td>
</tr>
<tr>
<td>One Workout a Day</td>
<td>YouTube</td>
<td>Regularly (daily)</td>
<td>Women</td>
<td>77,100</td>
<td>100</td>
<td>March 23, 2020</td>
</tr>
<tr>
<td>The Body Coach</td>
<td>YouTube</td>
<td>Regularly (weekdays)</td>
<td>Children and parents</td>
<td>2,500,000</td>
<td>100</td>
<td>March 23, 2020</td>
</tr>
<tr>
<td>Orange Theory Fitness</td>
<td>YouTube</td>
<td>Regularly (daily)</td>
<td>Adults</td>
<td>89,300</td>
<td>105</td>
<td>March 18, 2020</td>
</tr>
<tr>
<td>Planet Fitness</td>
<td>YouTube</td>
<td>Regularly (weekdays)</td>
<td>Adults and adolescents</td>
<td>71,100</td>
<td>12</td>
<td>June 1, 2020</td>
</tr>
<tr>
<td>Holly Dolke</td>
<td>YouTube</td>
<td>Program (30 days)</td>
<td>Women</td>
<td>1,110,000</td>
<td>30</td>
<td>March 23, 2020</td>
</tr>
<tr>
<td>Six-Pack Factory</td>
<td>YouTube</td>
<td>Program (7 days)</td>
<td>Adults (men)</td>
<td>1,460,000</td>
<td>7</td>
<td>March 30, 2020</td>
</tr>
<tr>
<td>Leansquad</td>
<td>YouTube</td>
<td>Program (7 days)</td>
<td>Adults</td>
<td>21,000</td>
<td>14</td>
<td>March 21, 2020</td>
</tr>
<tr>
<td>Amanda Bisk</td>
<td>YouTube</td>
<td>Program (14 days)</td>
<td>Women</td>
<td>24,800</td>
<td>14</td>
<td>March 20, 2020</td>
</tr>
<tr>
<td>Gaby Pimental</td>
<td>YouTube</td>
<td>Regularly (daily)</td>
<td>Older adults</td>
<td>766</td>
<td>30</td>
<td>March 18, 2020</td>
</tr>
</tbody>
</table>

Table 2. Descriptive statistics for average video engagement metrics of each channel.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Views, mean (SD)</th>
<th>Likes, mean (SD)</th>
<th>Comments, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fit Factory</td>
<td>3396.3 (1679.4)</td>
<td>159.8 (67.4)</td>
<td>17.4 (10.8)</td>
</tr>
<tr>
<td>One Workout a Day</td>
<td>4164.4 (8787.1)</td>
<td>209.6 (327.5)</td>
<td>17.0 (15.8)</td>
</tr>
<tr>
<td>The Body Coach</td>
<td>1,110,476.1 (1,077,577.6)</td>
<td>23,462.3 (16,401.5)</td>
<td>853.7 (589.8)</td>
</tr>
<tr>
<td>Orange Theory Fitness</td>
<td>60,951.4 (37,330.2)</td>
<td>243.8 (244.5)</td>
<td>22.8 (15.9)</td>
</tr>
<tr>
<td>Planet Fitness</td>
<td>2652.0 (829.9)</td>
<td>53.3 (29.1)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>Holly Dolke</td>
<td>140,494.2 (120,562.1)</td>
<td>5278.4 (4913.1)</td>
<td>512.0 (421.1)</td>
</tr>
<tr>
<td>Six-Pack Factory</td>
<td>9707.3 (7060.8)</td>
<td>299.9 (231.6)</td>
<td>123.7 (63.1)</td>
</tr>
<tr>
<td>Leansquad</td>
<td>6811.1 (8272.2)</td>
<td>89.7 (102.9)</td>
<td>8.9 (9.6)</td>
</tr>
<tr>
<td>Amanda Bisk</td>
<td>19,175.0 (21,117.2)</td>
<td>266.4 (328.9)</td>
<td>17.6 (10.7)</td>
</tr>
<tr>
<td>Gaby Pimental</td>
<td>1071.0 (1337.8)</td>
<td>15.6 (13.3)</td>
<td>6.7 (4.7)</td>
</tr>
</tbody>
</table>

*Grand means: 135,889.9 views, 3007.9 likes, and 158 comments.

Engagement Metrics Across the COVID-19 Pandemic

The raw daily engagement metrics are displayed in Figure 1, Multimedia Appendix 1, and Multimedia Appendix 2. Multilevel models were used to formally test for the decline in engagement metrics throughout the pandemic. Our results revealed that both views and likes significantly decreased across days (see linear change estimate in Table 3 and Multimedia Appendix 3, respectively). These linear declines in views and likes were still detectable after adjusting for number of channel subscribers and video start date. Table 3, Multimedia Appendix 3, and Multimedia Appendix 4 also indicate that channels with more subscribers had significantly more views, likes, and comments on average than channels with fewer subscribers. Conversely, channels that began their videos later into the pandemic (ie, had a higher value for their video start date) produced fewer views and likes on average compared to channels that began their videos closer to the onset of the pandemic. Daily views were divided by 10,000 to enable model estimation. Therefore, the intercept value of 82.24 indicates that at the onset of the pandemic (time 0), the estimated number of views would be 822,400. The linear change estimate of –2.47 indicates that the number of views were initially declining by 24,700 per day, on average across all the channels. The positive quadratic change value indicates a slowing of this rapid decline in views. However, the quadratic term was not statistically significantly for any of the engagement metrics. Daily likes and comments were also scaled to enable model estimation (divided by 100 and 10, respectively). Therefore, the initial estimated number of likes would be 12,787 with an initial linear decline of 289 likes per day. Descriptively, visual inspection of Figure 1, Multimedia Appendix 1, and Multimedia Appendix 2 indicate the rapid decline in views, likes, and comments for most of the channels across time. Visual inspection also revealed potential “micro” patterns of engagement. For example, the Orange Theory Fitness channel appears to demonstrate a repeating weekly pattern of engagement, whereby engagement is highest on Monday and dips midweek before rising again during Friday and the weekend. Additionally, uncharacteristic spikes in engagement may indicate the “virality” of some videos.
**Figure 1.** Trajectories of views for each channel during the COVID-19 pandemic. Values are presented per 1000 subscribers. AB: Amanda Bisk, BC: The Body Coach, FF: Fit Factory, GP: Gaby Pimental, HD: Holly Dolke, LS: Leansquad, OT: Orange Theory Fitness, OW: One Workout a Day, PF: Planet Fitness, SF: Six-Pack Factory.

**Table 3.** Daily changes in views during the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Views&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Estimate (SE)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>82.24 (36.13)</td>
<td>2.92 to 145.73</td>
<td>.04&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Linear change</td>
<td>−2.47 (0.86)</td>
<td>−4.44 to −1.13</td>
<td>.010</td>
<td></td>
</tr>
<tr>
<td>Quadratic change</td>
<td>0.02 (0.03)</td>
<td>−0.01 to 0.07</td>
<td>.09</td>
<td></td>
</tr>
<tr>
<td>Subscribers&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.14 (0.03)</td>
<td>0.07 to 0.21</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td>Video start day&lt;sup&gt;d&lt;/sup&gt;</td>
<td>−4.35 (3.53)</td>
<td>−12.35 to 1.08</td>
<td>.14</td>
<td></td>
</tr>
<tr>
<td>Linear×Subscribers</td>
<td>−0.004 (0.00)</td>
<td>−0.005 to −0.002</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td>Linear×Start day</td>
<td>0.11 (0.09)</td>
<td>0.01 to 0.32</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>Quad×Subscribers</td>
<td>0.00 (0.00)</td>
<td>−0.00 to 0.00</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>Quad×Start day</td>
<td>−0.00 (0.00)</td>
<td>−0.003 to 0.001</td>
<td>.16</td>
<td></td>
</tr>
<tr>
<td><strong>Random effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within-person</td>
<td>605.88</td>
<td>525.54 to 692.55</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Between-person</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>4224.11</td>
<td>1075.70 to 2233.00</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>62.71</td>
<td>0.04 to 1156.84</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.05</td>
<td>0.01 to 1.30</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Views were divided by 10,000 to enable model estimation.

<sup>b</sup>Italicized values are significant at P<.05.

<sup>c</sup>Subscribers = number of channel subscribers / 1000.

<sup>d</sup>Start day = number of days from the beginning of the declaration of COVID-19 as a pandemic (March 11, 2020).

<sup>e</sup>N/A: not applicable.
Moderators of Channel Engagement

The interaction between the number of channel subscribers and linear declines was significant for each of the 3 engagement metrics; that is, channels that had more subscribers experienced a decline in their views, likes, and comments at a significantly faster rate than those with fewer subscribers. Figure 2, Multimedia Appendix 5, and Multimedia Appendix 6 displays the nature of this interaction for a channel with 500,000 subscribers compared to that with 100,000 subscribers for views, likes, and comments, respectively. Inspection of the figures depicts how channels with more subscribers begin with more engagement but decline at a faster rate than those with fewer subscribers.

Figure 2. Estimated trajectories of views for channels with high (500,000) and low (100,000) subscribers.

Discussion

Principal Findings

Our study sought to explore the pattern of engagement levels of web-based freely available exercise channels that posted regular or program-based videos since the beginning of the COVID-19 pandemic. To this end, our environmental scan identified 10 channels that met inclusion criteria. While the study is the first of its kind and thus exploratory, we expected to see a large engagement presence for videos posted closer to the start of the pandemic, followed by a sharp drop-off in engagement in subsequent videos, which mirrored patterns among traditional PA opportunities [26]. Overall, commensurate with our expectations, all the channels observed saw a significant linear decline for posted videos over time in views and likes, with a trending decline for comments. Visual inspection indicated the sharpest decline in these engagement metrics within the first week of when the channel started posting videos, controlling for start date, paralleling previously reported dropout rates among traditional gym use [26].

Specifically, earlier videos posted by a channel garnered more views, likes, or comments than subsequent videos, with a drop-off in engagement in subsequent videos, regardless of channel or posting format. The multilevel models also revealed the role of the video start date (in relation to the declaration of COVID-19 as a pandemic), in that channels that began posting videos closer to March 11, 2020, saw higher engagement than those that began posting later. These findings may be representative of the trend in popularity of web-based fitness videos throughout the course of the COVID-19 pandemic. Lockdowns and stay-at-home messaging in early March drastically increased the number of individuals who were staying at home [42], which coincided with a spike in interest in Google searches for “online fitness videos” and “online exercise videos” [43] and a quadrupling of views for “no equipment” and “home” exercise videos on YouTube [25]. However, return to pre–COVID-19 levels of interest in these search terms by May 2020 also generally coincides with plateaus in engagement metrics among videos posted by the observed fitness channels. It is possible that colder or inclement weather may have contributed to the greater engagement in these videos [44] closer to March and a diminishing of engagement over the next few months (ie, winter or spring transition in the Northern hemisphere), in that indoor opportunities for PA—such as web-based workout videos—may have been preferentially chosen over outdoor opportunities in the early months of the COVID-19 pandemic. However, the dramatic drop-off we observed is notably incongruent from the slower moderation of season on PA [44]. Hence, the overall trend we observed supports the notion that the COVID-19 pandemic has driven a mass of engagement to web-based fitness and exercise videos on YouTube and Instagram.

Notably, while our multilevel models revealed a significant negative linear relationship between the video posting date and engagement metrics, when examining our data descriptively, the sharpest decline in all engagement metrics was evident within a week of a channel posting its first video, regardless of the start date. This initial drop-off in channel engagement parallels the poor adherence rates to traditional PA programs, whereby 50% of adults drop out within a few months of beginning a PA program [26]. However, use of YouTube and Instagram as the sole means of delivering a PA program presents several disadvantages to a traditional PA program, which may explain the sharper decrease in engagement. By virtue of the medium of delivery (ie, posting a video on the internet), the web-based fitness videos examined do not incorporate many of the strategies that have been shown to improve adherence to PA. For example, viewers of web-based fitness videos do not inherently have a way to receive feedback on the basis of their participation, which can lead to overexertion or improper form or injury, both of which have been shown to deter future participation in PA [45]. Further, capacity for elements such as goal-setting and social participation with other viewers is limited with web-based fitness videos given the asynchronous “delivery” of the workout.
Descriptively, several potential moderators for engagement were identified within the data. Specifically, while the larger trend of engagement demonstrated was a negative linear relationship, smaller patterns within the data were also observed through visual inspection. For example, some “regularly” posting channels appeared to demonstrate weekly patterns in video views; specifically, video views were higher at the beginning of the week (ie, Monday) and tended to decline throughout the week. This weekly—or circaseptan—cycle has been previously documented for smoking cessation efforts [46] and other health-related behaviors [47], whereby the healthiest contemplations occur during Monday. The Orange Theory Fitness channel [35], in particular, appeared to demonstrate an M-shaped circaseptan cycle, with relatively higher engagement at the start and end of the week. Other notable patterns include large spikes in engagement metrics, which are may be attributable to the “virality” of some videos, or videos that become popular through sharing and resharing [48]. These viral videos do not usually deviate from the creator’s typical content, but rather feature some characteristic or characteristics that facilitate traction on social media very soon after publication. Smaller spikes in engagement were also present in regularly posting channels and may be reflective of the specific content of the PA that day. In other words, the specific content of that day’s workout may elicit more engagement from viewers than typical or expected.

In general, patterns of engagement metrics were related to other engagement metrics. For example, views of a video were consistently several magnitudes higher than likes on a video; similarly, the number of likes was generally an order of magnitude higher than comments on a video. These findings are unsurprising given that these metrics likely represent an increasing level of engagement of a video, respectively. Views of a video represent a spectrum of viewers: from those who watch the full video (and presumably participate in the PA) to those who may only have a passing curiosity in the video and disengage after 30 seconds of watching the video (ie, minimum watch time to be considered a view [49]). On the other hand, likes and comments are intentionally performed by the viewer, which may be indicative of higher engagement with the video.

Of the channels observed, adults were the primary audience for these videos, followed by women, children and adolescents, and then older adults. Despite insufficient observations to statistically compare channels examining these groups, descriptively, channels demonstrate fairly consistent patterns of engagement. Perhaps a notable exception to this is the channel focused on older adults [41]; Gaby Pimental’s channel, despite a subscriber count of <1000, had some of the highest views, likes, and comments per subscriber. Whether this is owing to the low subscriber count (ie, less engagement is needed to achieve higher ratio of engagement) or potentially inherent differences to how older adults engage with these videos (eg, more likely to like and comment compared to other demographics) is worthy of future investigation.

Practical Implications

This work holds several potential practical implications for both future digital exercise research and viewers or creators of digital exercise content. Our data suggest that COVID-19 has generated interest and engagement with web-based fitness and exercise videos. Furthermore, as reports of resurgences of COVID-19 cases emerge globally and many countries revert to lockdowns and stay-at-home orders—and consequently, limitations to traditional PA opportunities—interest in these web-based fitness and exercise videos is likely to rise again. Given the similar drop-off in adherence between the web-based exercise videos observed and traditional PA opportunities (eg, gymnasiums and recreation centers), research investigating means by which these videos can retain engagement with new viewers may be able to draw from existing exercise adherence research; for example, for content creators, posting videos often and regularly, encouraging habit formation [50], posting a variety of exercises [51], responding to viewers’ comments as a means of social support and feedback [52], and offering incentives or prizes for regular engagement [53] may all assist content creators in improving and retaining their subscriber base. Similarly, for viewers and subscribers to these channels, goal-setting and creating an action plan on the basis of the posting schedule of a channel may improve adherence [54], and more distally, habit formation [54]. Further, liking and commenting on videos and engaging with the content creator may improve engagement and adherence through fostering social identity [55]. Additionally, exploring avenues by which these videos can be made more accessible or available to digitally disadvantaged populations (eg, low-income households and those with poor digital literacy) is worthy of pursuit, as currently, engagement with these videos—and any benefits imparted from PA derived from these videos—is limited by digital inequities [56].

By extension, research investigating how engagement with these types of videos is linked to actual exercise behavior is also crucial for understanding their effectiveness. Further, building on previous work examining engagement with YouTube videos [57], content analyses examining common elements of more popular exercise videos can reveal potentially unique factors driving engagement in this medium of PA promotion, such as branding, targeting emotions or affective states, and authenticity [58,59]. Similarly, determining demographics for the audiences of these videos can reveal which type of channel or video may be more effective for promoting PA among different populations [58].

Limitations

There are limitations to our work and its interpretation. The primary limitation is that we cannot ascertain the extent to which any individual engagement metric, or combination thereof, translates to actual PA. YouTube only requires 30 seconds of video watch time to be considered a view [49]; similarly, likes and comments—while necessitating more engagement from the viewer—can also be done without participating in any actual exercise. Notably, likes and comments can also be left by viewers with a YouTube or Instagram account, which considerably limits the use of solely these metrics as a measure of video engagement. Perhaps the best surrogate measure for actual exercise participation may be average watch duration for a video, since it is unlikely for an individual to watch a 30-45-minute workout video without participating in exercise themselves. Unfortunately, these metrics are only available to...
the channel owner, along with other useful metrics, such as audience retention (ie, percentage of video watched), number of shares, demographics, and more specific engagement metric trends (eg, changes in day-to-day engagement). Further, some channels posted their videos “live” initially (eg, The Body Coach [34]), and hence have comments and other engagement metrics that are not archived on the webpage. Engagement metrics from these “live” sessions may also provide a better representation of exercise participation; however, these are also only available to the channel owner. Our work also only examined a narrow criterion of freely available channels on YouTube or Instagram. Our searches uncovered numerous more “popular” channels, based on subscriber count and views or uploads, which did not meet our eligibility criteria. Inclusion of these channels through broader inclusion criteria may reveal additional patterns of engagement not observed in this study. Comparably, other platforms (eg, Twitter, Facebook, and paid platforms) may include features to influence engagement beyond what we observed. However, whether metrics for engagement are as easily extracted from these platforms remains an area for future research. Finally, the mode of delivery for these videos (ie, YouTube and Instagram) presents as another limitation, as these videos are only available to individuals with access to these websites. As the COVID-19 pandemic continues to exacerbate digital inequalities [56] (eg, the ability to receive PA promotion and facilitation via web-based exercise videos) the generalizability of these findings is limited to those with access to said videos.

Conclusions
In summary, the declaration of COVID-19 as a global pandemic has coincided with a surge in engagement (ie, views, likes, and comments) with web-based fitness and exercise videos on YouTube and Instagram, with observed videos posted closer to the start of the pandemic garnering significantly more engagement than subsequent videos. However, compared to earlier posted videos, engagement metrics associated with subsequent videos decline significantly, regardless of posting type, with the sharpest decline in engagement occurring within a week of the initial video and greater decline for channels with higher subscriber counts. Investigating means by which these types of channels can improve and maintain engagement with viewers, elements of current popular videos that garner engagement, as well as how this engagement translates to actual exercise behavior, are all lucrative areas for future research, especially throughout the uncertainty associated with the COVID-19 pandemic.
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Abstract

Background: Smartphone app–based ecological momentary assessment (EMA) without face-to-face contact between researcher and participant (app-based noncontact EMA) potentially provides a valuable data collection tool when geographic, time, and situational factors (eg, COVID-19 restrictions) place constraints on in-person research. Nevertheless, little is known about the feasibility of this method, particularly in older and naïve EMA participants.

Objective: This study aims to assess the feasibility of app-based noncontact EMA as a function of previous EMA experience, by recruiting and comparing a group of participants who had never participated in EMA before against a group of participants who had been part of an earlier in-person EMA study, and age, by recruiting middle-aged to older adults.

Methods: Overall, 151 potential participants were invited via email; 46.4% (70/151) enrolled in the study by completing the baseline questionnaire set and were emailed instructions for the EMA phase. Of these participants, 67% (47/70) downloaded an EMA app and ran the survey sequence for 1 week. In total, 5 daytime surveys and 1 evening survey, each day, assessed participants’ listening environment, social activity, and conversational engagement. A semistructured exit telephone interview probed the acceptability of the method. As markers of feasibility, we assessed the enrollment rate, study completion rate, reason for noncompletion, EMA survey response rate, and likelihood of reporting an issue with survey alerts and requested assistance from researchers, family, or friends.

Results: Enrollment rates among invitees (63.3% vs 38.2%; P=0.004) and completion rates among enrollees (83.9% vs 53.8%; P<0.001) were higher in the experienced than in the naïve EMA group. On average, experienced participants responded to 64.1% (SD 30.2%) of the daytime EMA surveys, and naïve participants responded to 54.3% (SD 29.5%) of the daytime EMA surveys (P=.27). Among participants who retrospectively reported issues with survey alerts, only 19% (3/16) requested researcher assistance during data collection. Older participants were more likely to report not being alerted to EMA surveys (P=.008), but age was unrelated to all other markers of feasibility. Post hoc analyses of the effect of the phone operating system on markers of feasibility revealed that response rates were higher among iOS users (mean 74.8%, SD 20.25%) than among Android users (mean 48.5%, SD 31.35%; P=.002).

Conclusions: Smartphone app–based noncontact EMA appears to be feasible, although participants with previous EMA experience, younger participants, and iOS users performed better on certain markers of feasibility. Measures to increase feasibility may include extensive testing of the app with different phone types, encouraging participants to seek timely assistance for any issues experienced, and recruiting participants who have some previous EMA experience where possible. The limitations of this study include participants’ varying levels of existing relationship with the researcher and the implications of collecting data during the COVID-19 social restrictions.
Introduction

Background

Ecological momentary assessment (EMA) refers to a range of methods used for measuring daily life feelings, events, experiences, and behaviors in real-time, real-world settings [1]. These methods include pen-and-paper surveys and diary methods [2,3] and surveys delivered via palmtop computers [4,5], mobile phone SMS text messaging [6,7], and, most recently, smartphone apps [8-10]. In the past decade, smartphone app–based EMA has surged in popularity, coinciding with an exponential growth in smartphone ownership; in the United Kingdom, 87% of the population owned a smartphone in 2020 compared with only 27% in 2010 [11,12]. This presents an opportunity for participants to partake in app-based noncontact EMA, where they can download an app and run EMA schedules from their own smartphone, without the need for in-person interaction with researchers at study invitation, recruitment, initiation, or data collection.

Among its advantages, app-based noncontact EMA allows for the recruitment of large samples, or those drawn from specific or hard-to-reach populations, more easily than in-person EMA. It is convenient and can reduce or remove time and geographic barriers to participation. The participant burden associated with borrowing, becoming familiar with, and carrying around a supplied research smartphone is eliminated. For researchers, equipment costs are reduced, and allowing participants to use their own personal smartphone means that less training is required, thus saving time. When training is provided, it is more feasible to use a blanket approach (eg, distribution of generic written instructions only) with noncontact EMA than in-person EMA. Finally, noncontact EMA presents an alternative when situational factors, such as the COVID-19 restrictions, prevent in-person research.

However, there are also limitations associated with this method, not least that participants must own a smartphone. Furthermore, EMA schedules can be complex and demanding, and therefore require a certain degree of participant investment and a solid understanding among participants of what they are being asked to do, along with technological proficiency with the smartphone and app. This may be difficult to achieve without an in-person initiation. Finally, in allowing participants to run EMA on their own smartphones, researchers have less control over the study, and the wide variety of smartphone devices on the market makes it difficult to provide technical support to participants when required. These factors may have negative implications for the quality and quantity of the EMA data collected.

One may reasonably expect that previous experience of successful participation in EMA studies (in whatever form) would increase the likelihood of being able or willing to complete a subsequent app-based noncontact EMA study, although to the authors’ knowledge, this has never been explored. In contrast, participants who are new to the EMA method may be disadvantaged by the lack of in-person initiation and subsequently struggle with the noncontact EMA protocol. Regarding the potential effects of age, the high technological demand of EMA may prove challenging for older adults who tend to have lower rates of smartphone ownership, use [13], and competency [14]. Notably, Duncan et al [15] found that, among a sample of sexual minority men, older participants were less willing to download the EMA app to their smartphone than younger individuals. Hence, the limitations of app-based noncontact EMA may lower its feasibility for older participants and introduce sampling bias. As app-based noncontact EMA has become necessary under the COVID-19 restrictions, it is essential to understand the feasibility of this method.

Existing Evidence of Feasibility

To explore the prevalence of published app-based noncontact EMA research and uncover any evidence relating to the abovementioned effects of age and EMA experience, a literature search of the Scopus database was conducted. The search was conducted in April 2020, using the terms ecological AND momentary AND assessment AND smartphone. A total of 404 articles were found, all published from 2011 onward. After removing duplicates and inaccessible or irrelevant articles, 73.3% (296/404) of studies remained. Of the 296 studies, 220 (74.3%) used in-person recruitment or initiation techniques, and the studies described by 47 articles were indeterminable as in-person or noncontact EMA. In total, 29 articles reported noncontact procedures, and all were published since 2015. Of these 29 articles, 3 (10%) were protocol papers and 2 (7%) used SMS text message–based sampling measurements. Therefore, 83% (24/29) of publications described observational app-based noncontact EMA studies, demonstrating that this method has been enjoying minimal (in contrast to in-person EMA) but increasing application in recent years.

A meta-analytic approach was used to determine the characteristics of the 24 studies. The median sample size across the studies was 135 participants (range 17-6675). Among the studies which reported mean age and dichotomous male–female gender distribution of the sample, participants tended to be younger (mean 30.9, SD 8.0 years, based on 21 studies) and mostly women (mean 68.7% of the sample, based on 19 studies). The topics of study were smoking [16,17], alcohol consumption [18-22], mental health [23-29], dietary behavior [30-35], drug use [36,37], physical activity [38], and tinnitus management [39].

All studies used noncontact methods of recruitment, initiation, and EMA data collection, although the specific procedures varied across studies. Advertisement was conducted on the web via circulation of study details on social media [28,39] and within Reddit and other web-based communities [27,29], and...
offline via mass media [26,28], flyers [30], and networking or word of mouth [18,22,30]. When an existing database of university students was available, email invitations were used to advertise studies and recruit samples [21,35,38]. Recruitment and initiation of participants commonly involved directing participants to a webpage where they could read the study description, provide informed consent, complete baseline measures, and access instructions for downloading and using the EMA app [18,33]. In some studies, written instructions for the EMA phase were supplemented by a telephone call [31] or a prerecorded video demonstration [35], indicating that noncontact initiation is more intensive in some studies than others.

Although the specifics of EMA data collection varied depending on the purpose of the study, all 24 studies required participants to run the app on their own smartphone; some specified that this must be running iOS [19] or Android [24], whereas others allowed both [22]. In most studies, the feasibility of this aspect of the design was unaddressed, although McQuoid et al [37] reported that iOS and Android smartphones collected sensor data at different rates in their EMA study; Schlee et al [39] noted low controllability owing to participants using their own smartphones as a limitation of their study, and Wouters et al [35] concluded that the main cause of participant dropout in their study was related to a technical issue caused by an Android update during data collection. Notably, participant dropout rates were not systematically reported; in 71% (17/24) of the studies, it is implied, but not explicitly stated, that no dropout occurred, whereas some reported dropout rates ranging from 14% to 37% [22,23,32-35,38]. Finally, across the 6 studies that did not exclude participants based on low response rate and reported response rate as a percentage of delivered signal-contingent EMA surveys [18-21,32,39], the mean response rate was 65%.

None of the aforementioned 24 studies directly assessed the feasibility of app-based noncontact EMA in comparison with in-person EMA. To the authors’ knowledge, the only study to compare, for participants who have never participated in EMA before versus participants who have previous in-person EMA experience? 2. Does older age have an adverse effect on the feasibility of app-based noncontact EMA?

Given the paucity of previous evidence relating to these questions, this study adopted an exploratory approach rather than testing specific hypotheses.

**Methods**

**Participants and Recruitment**

In total, 151 members of our pre-existing participant pool were invited. Recruitment occurred in 2 stages. First, 32.5% (49/151) of people who had participated in an earlier in-person EMA study of listening and daily life fatigue conducted by Burke and Naylor [41] (referred to hereafter as the EMA Fatigue study) were invited. In the study, which ran 12 to 18 months before this study, participants were selected randomly from our participant pool, invited by postal letter, and attended three in-person sessions: an initiation session at baseline, a check-in session midway through the study, and a debriefing and interview session at the end. They used smartphones supplied by the researchers with the EMA app preinstalled (the same app as used in this study) to respond to 6 EMA surveys per day for 2 weeks. In all, 50.3% (76/151) of participants initiated the study, and 44.4% (67/151) completed the study. The participants who initiated but subsequently dropped out of that study were not invited to this study to reduce variation with respect to the level of EMA experience acquired. Of the 67 participants who completed the EMA Fatigue study, 18 (27%) were no longer contactable. Thus, 49 individuals with previous EMA experience of 2 weeks, including in-person initiation, were invited to participate in this study. Of these, 63% (31/49) accepted the invitation and formed the experienced EMA group.

Thereafter, an additional sample of 102 participants was invited. They had not participated in the EMA Fatigue study, although 19.6% (20/102) were selected randomly and invited to participate in that study—an overlap that resulted from sampling from the same participant pool for both studies. Recruitment of this naïve EMA group was conducted on a rolling basis to recruit a group that was similar in size, age, and gender distribution to the experienced EMA group. Initially, 26 invitations were sent, followed by 30 more, followed by 46 more, at which point the naïve group matched the experienced group to an acceptable extent. Of the 39 who accepted the invitation, all but one reported that they had not previously participated in smartphone-based research; one was unsure.

As the aim of recruitment was to recruit as many experienced participants as possible from a finite group of past participants, and subsequently to recruit a similarly sized naïve group, this drove our recruitment approach rather than power analyses,
which would have been redundant. Notably, all members of our participant pool were recruited from the National Health Service Audiology in Glasgow, although not all experience hearing loss; issues of tinnitus, hyperacusis, and balance, for example, are also present within our participant pool. The only inclusion criterion was that participants had to own either an Android or iOS smartphone. Invitees’ smartphone ownership status was unknown before recruitment.

Ethical Approval

Ethical approval was received from the West of Scotland Research Ethics Committee (18/WS/0007) and the National Health Service Research and Development (GN18EN0994). This study was not preregistered.

Procedure

Data were collected from June to August 2020. Email invitations included a participant information sheet and a link to the web-based consent form and baseline questionnaire set. The participants who provided consent and completed the questionnaires were sent a follow-up email containing beginning the study and finishing the study instruction guides. These participants were asked to download the EMA app to their smartphone and run our EMA survey sequence, which was launched when participants completed a start-up survey. At this point, they received an email confirming their enrollment in the study, start and end dates of the EMA phase, and the date and time to expect a telephone exit interview. Participants who provided consent and completed the baseline questionnaire set, but did not run the EMA sequence, were emailed a link to a follow-up web-based survey that asked them why they had failed to complete the study.

The EMA sequence consisted of 7 full days of smartphone surveys. Each day, 5 daytime surveys were received randomly between 9 AM and 8 PM, with at least an hour between the surveys. Participants had up to 30 minutes to respond to the daytime surveys before they expired. One evening survey was received at 9 PM each night, and participants had up to 3 hours to respond. On the final day of the EMA data collection, participants received a final survey at 8:30 PM, instead of an evening survey. This informed participants that they had finished the EMA sequence and advised them to consult the finishing the study instruction guide, which instructed them to check their data upload status within the app, upload data if necessary, and uninstall the app. The final survey did not expire, so the response window was unlimited.

Telephone exit interviews were conducted with all participants who ran the EMA sequence. Participants were made aware of their invitation email that they would be compensated a fixed amount, a £20 (US $27) Amazon e-voucher, to complete the study. They were not paid on a per-survey basis; therefore, there was no monetary incentive to complete the EMA surveys. Participants who completed the baseline survey, 1-week EMA sequence, and telephone interviews received full compensation. It was decided after the data collection, to compensate participants who only completed the baseline survey with a £10 (US $13.5) Amazon e-voucher.

Materials

The web-based consent forms and baseline questionnaires were created and administered using the JISC Online Surveys [42]. The LifeData EMA platform [43] and its corresponding smartphone app, RealLife Exp [44], were used to create and administer smartphone EMA surveys. All the participants used their own smartphones. A participant information sheet explaining the study in detail, a beginning the study instruction guide, explaining how to install and use the app and respond to EMA surveys, and a finishing the study instruction guide, containing information about data upload and app uninstallation, were supplied as PDF documents.

Measures

Demographic Information

Invitees’ age (years), gender (male, female, or prefer not to say), degree of hearing loss (represented as better ear average pure-tone threshold across four frequencies: 500 Hz, 1 kHz, 2 kHz, and 4 kHz), and the number of previous in-person appointments attended at our facility were retrieved from the participant database.

Baseline Questionnaires

In all, 3 questionnaires were administered at baseline and are described further. As the study was conducted during the COVID-19 restrictions, some of the questionnaires were modified to better reflect those circumstances. These questionnaires were not directly related to the research questions being examined in this paper; in this context, they merely serve as a procedural step which is often found in EMA studies, namely acquisition of descriptive variables at baseline. As this is a step at which participants may drop out, its presence is relevant for the current purposes. Its content is not relevant, beyond assessing age associations and whether the naïve and experienced groups were equivalent on the variables collected.

An adapted Hearing Handicap Inventory for Adults/the Elderly [45,46] measured the perceived social and emotional consequences of hearing loss. This comprises 26 items and takes approximately 7 minutes to complete. The social activity log [47] was adapted to measure social activity during the past week and month using 15 items and took approximately 5 minutes to complete. Finally, the 10-item Technology Readiness Index (version 2.0 [TRI 2.0]) [48] measured attitudes toward and adoption of technology in the home. A mean value between 1 and 5 was computed for each participant, with higher values reflecting higher levels of techno-readiness. This questionnaire takes approximately 3 minutes to complete. The TRI 2.0 has been found to be both a valid and reliable measurement tool [48].

EMA Surveys

Start-up Survey

A 1-time start-up survey elicited participants’ employment status (collapsed into full- or part-time employed or retired/not working/familial caregiver) and whether they had participated in smartphone-based research previously (yes, no, or unsure).
Daytime Survey
The daytime survey (occurring 5 times per day) elicited self-reports of the type of location, presence or absence of other people, conversational situation, level of background noise, and length of time spent in the situation.

Evening Survey
The evening survey consisted of 6 questions regarding participation in and avoidance of social activity, conversational engagement, and hearing difficulty during that day.

All EMA surveys logged the make, model, and operating system of the phone used to respond.

Follow-up Survey
Participants who completed the baseline questionnaires, but failed to proceed further, were emailed a short JISC survey exploring the reasons for noncompletion of the study. Prefixed by “I did not download the app because,” response options were (1) “I did not receive any instructions to do this,” (2) “The instructions looked too complicated,” (3) “I tried to download the app but found it too difficult/did not know how,” (4) “I did not want to,” (5) “I did not have time/I was too busy,” (6) “I did not realize this was part of the study,” (7) “I do not own a smartphone,” (8) “My smartphone would not download the app,” (9) “I have not got around to it yet,” and (10) “Other”. Participants were permitted to select only 1 response option.

Exit Interview
The exit interview explored the acceptability of the set-up process (eg, ease of installing the app and completing the start-up survey), study participation (eg, satisfaction with auditory survey notifications and size of question text), procedure for ending the study (eg, data upload status and uninstallation of the app), and general topics (eg, use and usability of instruction guides and reactions of family and friends). In addition, participants with previous EMA experience were asked if they preferred using their own smartphone, as in this study, or a supplied smartphone, as in the EMA Fatigue study.

Data Analysis
Predictor Variables
There were two primary predictors in this study: previous EMA status and age. Participants were classified as experienced EMA participants if they had taken part in the EMA Fatigue study and as naïve EMA participants if they had not. These classifications were corroborated by participant responses to the question which asked if they had previously taken part in any smartphone-based research. Age (years) was treated as a continuous predictor. Interview responses, specifically the high proportion of Android users reporting issues with survey alerts, prompted the post hoc addition of one secondary predictor: phone operating system (coded as Android or iOS).

Outcome Variables: Markers of Feasibility
The outcome variables were the markers of the feasibility of the app-based noncontact EMA. These were (1) enrollment rate, represented as the percentage of invitees who enrolled into the study by completing the baseline questionnaire set; (2) completion rate, represented as the percentage of enrollees who ran the EMA sequence for 1 week; (3) reason for noncompletion of the study among enrollees, coded dichotomously as technical reason or personal reason; and (4) EMA survey response rate, measured as the percentage of delivered signal-contingent (ie, daytime and evening) EMA surveys which were responded to. Interview responses prompted the creation of 1 post hoc outcome variable, that being (5) reported issue with survey alerts (coded as yes or no). Finally, (6) requested assistance from either the research team or a family member or friend, each coded dichotomously as yes or no, comprised another marker of feasibility. A final outcome measure that applied only to the experienced EMA group was preference for using personal phone or a supplied phone, coded as preferred own phone, preferred supplied phone, or no preference.

Statistical Techniques
First, the associations between the experience group and baseline factors were examined using independent-samples 2-tailed t tests and chi-square tests, and the associations between age and baseline factors were assessed using Pearson correlations and binary logistic regression. For all markers of feasibility, summary statistics (means and SDs for continuous variables and frequencies and percentages for categorical variables) were computed for the experienced and naïve groups, and comparisons were made using independent-samples t tests and chi-square tests. The associations between age and all markers of feasibility were examined using Pearson correlations and logistic regression analyses. The phone operating system was assessed as a predictor of marker 4 (response rate), and markers 6a and 6b (requested assistance from the research team and from family or friends, respectively), using independent-samples t tests and chi-square tests. Finally, responses regarding smartphone preferences were counted for the EMA group.

Across all analyses, chi-square tests were only conducted when the minimum cell count in each group was 5. The analyses were conducted using the SPSS Statistics (version 25; IBM Corp). The α level was set to .05, for all analyses.

Results
Sequence Completion and Markers of Feasibility
Figure 1 illustrates the flow of participants and the number of participants who reached various stages of the study.
Experience Level

Group Characteristics and Differences at Baseline

The baseline characteristics and comparisons between the experienced and naïve EMA groups are presented in Table 1.

Table 1. Baseline characteristics and differences by experience group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Experienced EMA(^a) group (n=26)(^b)</th>
<th>Naïve EMA group (n=21)(^b)</th>
<th>Group comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chi-square (df)</td>
<td>t test (df)</td>
<td>P value</td>
</tr>
<tr>
<td>Age (years), mean (SD), range</td>
<td>66.2 (8.6), 45-78</td>
<td>65.1 (8.6), 46-75</td>
<td>N/A (^c)</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>12 (46)</td>
<td>8 (38)</td>
<td>0.31 (1)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>6 (23)</td>
<td>7 (33)</td>
<td>0.61 (1)</td>
</tr>
<tr>
<td>Degree of hearing loss in dB HL(^d), mean (SD)</td>
<td>22.7 (14.2)</td>
<td>22.1 (13.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Hearing aids users, n (%)</td>
<td>9 (35)</td>
<td>9 (43)</td>
<td>0.33 (1)</td>
</tr>
<tr>
<td>Previous laboratory appointments attended, mean (SD)</td>
<td>5.2 (2.0)</td>
<td>3.3 (2.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>HHIA/E(^e) score (hearing handicap), mean (SD)</td>
<td>32.3 (29.7)</td>
<td>25.0 (17.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>SAL(^f) score (social activity), mean (SD)</td>
<td>1.9 (1.0)</td>
<td>2.0 (0.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>TRI(^g) 2.0 score (techno-readiness), mean (SD)</td>
<td>3.3 (0.7)</td>
<td>3.2 (0.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Android users, n (%)</td>
<td>15 (58)</td>
<td>12 (57)</td>
<td>0 (1)</td>
</tr>
</tbody>
</table>

\(^a\)EMA: ecological momentary assessment.
\(^b\)Mean (SD) and t test values are presented for continuous variables and n (%) and chi-square values are presented for categorical variables.
\(^c\)N/A: not applicable.
\(^d\)dB HL: decibels in hearing level.
\(^e\)HHIA/E: Hearing Handicap for Adults/the Elderly.
\(^f\)SAL: social activity log.
\(^g\)TRI: Technology Readiness Index.
**Effect of Previous EMA Experience on Markers of Feasibility**

As shown in Table 2, the enrollment rate (marker 1) was almost twice as high in the experienced EMA group compared with the naïve EMA group ($\chi^2 = 8.3; P = .004$). Similarly, the completion rate (marker 2) was significantly higher among experienced enrollees compared with their naïve counterparts ($\chi^2 = 7.1; P = .008$). In the experienced group, 60% (3/5) of the participants who enrolled in the study but did not complete it, provided a reason why (marker 3, the only marker not displayed in Table 2); 67% (2/3) cited technical difficulties and 33% (1/3) reported a personal reason. In the naïve EMA group, 44% (8/18) provided a reason why; 25% (2/8) cited technical difficulties and 75% (6/8) cited personal reasons. There were too few responses in each group to analyze group-wise differences in this outcome variable.

**Table 2.** Markers of feasibility in the overall sample, experienced ecological momentary assessment (EMA) group, and naïve EMA group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Experienced&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Naïve&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>N&lt;sub&gt;1&lt;/sub&gt; (participants receiving study invitation)</td>
<td>151</td>
<td>49</td>
<td>102</td>
</tr>
<tr>
<td>N&lt;sub&gt;2&lt;/sub&gt; (participants initiating study)</td>
<td>70</td>
<td>31</td>
<td>39</td>
</tr>
<tr>
<td>Marker 1: enrollment rate among invitees (%)</td>
<td>46.4</td>
<td>63</td>
<td>38.2</td>
</tr>
<tr>
<td>N&lt;sub&gt;3&lt;/sub&gt; (participants launching EMA sequence)</td>
<td>47</td>
<td>26</td>
<td>21</td>
</tr>
<tr>
<td>Marker 2: completion rate among enrollees (%)</td>
<td>67.1</td>
<td>84</td>
<td>53.8</td>
</tr>
<tr>
<td>N&lt;sub&gt;4&lt;/sub&gt; (participants running the 7-day EMA sequence)</td>
<td>47</td>
<td>26</td>
<td>21</td>
</tr>
<tr>
<td>Marker 3: reported survey alert issue (n, yes)</td>
<td>45</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>N&lt;sub&gt;5&lt;/sub&gt; (participants completing at least one daytime EMA survey)</td>
<td>47</td>
<td>26</td>
<td>21</td>
</tr>
<tr>
<td>Marker 4: signal-contingent survey response rate (%), mean (SD)</td>
<td>61.4 (30.1)</td>
<td>65.4 (30.7)</td>
<td>56.3 (29.3)</td>
</tr>
<tr>
<td>N&lt;sub&gt;6&lt;/sub&gt; (partook in exit interview)</td>
<td>16</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Marker 5: reported survey alert issue (n, yes)</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Marker 6a: requested assistance from researcher (n, yes)</td>
<td>6</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

<sup>a</sup>Overall sample.<br><sup>b</sup>Experienced EMA group.<br><sup>c</sup>Naïve EMA group.

The response rate on signal-contingent (ie, daytime and evening) EMA surveys (marker 4) ranged from 0% to 100% in the experienced EMA group and from 0% to 90.9% in the naïve EMA group. The response rate (as shown in Table 2) was not significantly different among the groups ($t_{45} = 1.04; P = .31$). One participant in each group did not respond to any signal-contingent survey; both reported that they had not been alerted to the incoming surveys. In total, 16 participants reported not being alerted to surveys either some or all the time, as shown in Table 2. There was no effect of previous EMA experience on the likelihood of reporting this issue ($\chi^2 = 0.0; P = .93$). Compared with those who did not report any issue with alerts (marker 5; mean 65.9%, SD 25.6%), those who had attained a lower average response rate (mean 47.7%, SD 34.7%; $t_{45} = 2.04; P = .047$).

In all, 3 participants contacted the researcher for help during the study (marker 6a), all in relation to survey alerts not working, and 6 participants reported asking for help from a family member or friend with some technical aspects of the study (marker 6b). There was too little variation in the responses to assess the effect of past experience on these outcomes.

**Age**

**Relationship of Age to Baseline Variables**

Unsurprisingly, older age was related to a greater likelihood of being retired (Wald $\chi^2 = 10.0; P = .002$), more severe hearing loss ($r = 0.31; P < .001$), and a greater likelihood of being a hearing aid user (Wald $\chi^2 = 5.4; P = .02$). Age was also related to gender (Wald $\chi^2 = 4.5; P = .04$), such that older participants were more likely to be men. No association was found between age and the number of previous laboratory appointments attended ($r = 0.29; P = .05$), hearing handicap ($r = -0.10; P = .50$), social activity ($r = 0.06; P = .67$), techno-readiness ($r = 0.04; P = .79$), or the likelihood of being an Android (vs iPhone) user (Wald $\chi^2 = 0.0; P = .90$).

**Effect of Age on Markers of Feasibility**

Age was unrelated to both enrollment rate (marker 1; Wald $\chi^2 = 0.7; P = .39$) and completion rate (marker 2; Wald $\chi^2 = 0; P = .99$). The effect of age on the reason for noncompletion (marker 3) was not assessed, as too few responses were obtained. Age was unrelated to response rate (marker 4; $r = 0.19; P = .21$), but older participants were more likely to report not being alerted to surveys (marker 5; Wald $\chi^2 = 7.0; P = .008$). The effect
of age on the likelihood of requesting assistance (markers 6a and 6b) was not examined because of the homogeneity of responses.

**Phone Operating System**

The phone operating system was related to response rate (marker 4); in comparison with Android users, participants using iOS returned a higher response rate (mean 74.8%, SD 20.3% vs mean 48.5%, SD 31.4%; $t_{26}=3.28; P=.002$). Among iOS users, 25% (5/20) reported not being alerted to surveys (marker 5) compared with 41% (11/27) of Android users; however, this difference was not statistically significant ($\chi^2=1.3; P=.26$). All 3 participants who sought assistance from the research team (marker 6a) were Android users. Of the 6 who reported asking a family member or friend for help (marker 6b), 4 (67%) were Android users and 2 (33%) were iOS users. The effect of the phone operating system on markers 6a and 6b was not assessed because of the lack of variability of responses on these outcomes.

Although both older age and using an Android operating system were related to reporting issues with survey alerts, the mean age of Android users in this study (mean 65.9, SD 7.9 years) was not significantly different from that of iOS users (mean 65.6, SD 9.4 years; $t_{25}=0.12; P=.91$).

**Experience of Using Personal Versus Supplied Smartphone**

The 26 experienced EMA participants who completed the study were asked if they preferred using their own smartphone, as in this study, or using a supplied smartphone, as in the EMA Fatigue study. Of these 26 participants, 22 (85%) preferred using their own phone, whereas 4 (15%) preferred using the supplied research phone and/or preferred the face-to-face method in general.

**Discussion**

**Principal Findings**

This study aimed to assess the feasibility of noncontact EMA. To the authors’ knowledge, this is only the second study to do so, after Carr et al [40], and is the first to examine the effects of previous EMA experience, age, and phone operating system on the feasibility of this method. Although the findings suggest that previous in-person EMA experience, younger age, and iOS use may be advantageous, the observed effects were specific to certain markers of feasibility and not systematic across all possible indicators. It is therefore suggested that app-based noncontact EMA is feasible to run with naïve and older EMA participants.

Perhaps the most compelling finding from this study is that naïve participants were less likely to enroll in and complete the study than their experienced counterparts. However, confounding effects could not be ruled out. Specifically, experienced EMA participants had previously attended more in-person laboratory appointments than naïve participants, which may indicate a stronger degree of existing relationship with the researcher or greater willingness to participate in research, among these participants. Future research would benefit from the measurement and tight control of these factors. The observed higher rate of attrition among naïve participants between the baseline survey and EMA phase is concerning. This may indicate technological difficulties in downloading the app or a lack of understanding of the study demands. A low response to the follow-up survey among dropouts means that little information has been gathered regarding the reasons for attrition; therefore, the feasibility of app-based noncontact EMA in this respect remains unclear. Notably, age was unrelated to both enrollment and completion rates, suggesting that the feasibility of this method is not sensitive to age (within the range studied here; 45-78 years).

Turning to the responses to individual survey alerts, it is notable that the response rate was unrelated to both previous EMA experience and age. At 61.4%, the response rate in this study corresponds closely to the 65% mean of response rates across other noncontact EMA studies [18-21,32,39]. We may have expected a higher response rate, given that this study was conducted at a time when many people were confined to their homes and unable to work, travel, or attend social gatherings owing to the COVID-19 pandemic. Hence, some of the main reasons for nonresponse to EMA surveys, including being in a noisy environment and not hearing the alert, or being in a social situation where it would be inappropriate to respond [41,49], were less likely to occur. However, our participants were not paid per EMA survey completion, as in some other EMA studies [27,29], and it is also possible that participants’ motivation to respond about their social interactions was reduced when social activity was restricted. Overall, this study yielded acceptable response rates.

Finally, a sizable number of participants reported that they were not alerted to some or all EMA survey alerts, and their response rates were unsurprisingly lower than those returned by unaffected participants. Whether participants truly experienced a technical issue, or were just unaware of alerts, cannot be determined by the data. However, older participants were disproportionately affected by this issue. These findings undermine the feasibility of app-based noncontact EMA and suggest that supplying participants with a preprogramed smartphone (which would typically involve an in-person initiation session) yields better results in terms of data quantity. However, participants in this study who had experience using both their own smartphone and a supplied research smartphone for EMA overwhelmingly preferred using their own. Future app-based EMA research (both in-person and noncontact) should consider giving participants the option to use either their own smartphone or a supplied smartphone where possible [50], and the chosen app should be tested extensively with different phone makes, models, and operating systems.

**Limitations**

In addition to caveats mentioned above with respect to specific results, there are several more wide-ranging factors which may limit the reliability and generalizability of this study’s results. First, all participants had working email accounts, possibly indicating some level of technological competence. In support of this, the mean TRI 2.0 score obtained by this sample was
Finally, our method was noncontact insofar as participants did not attend in-person laboratory sessions; however, they did receive detailed instructions to guide them through the study and were contacted several times by email during recruitment, initiation, and enrollment, as detailed in the Procedure section. Consequently, the findings are most relevant to physical noncontact, but nonetheless interactive, EMA research.

Conclusions
This study assessed the feasibility of app-based noncontact EMA as a function of past EMA experience and age. Experienced EMA participants were more likely to enroll in and complete the study than naïve participants, whereas age was unrelated to both enrollment and completion rates. The response rate was acceptable and unrelated to both experience and age, but Android users returned markedly lower response rates than iOS users. Although a sizable number of (mostly older) participants reported in exit interviews that they were not always alerted to surveys, very few informed or sought assistance from the researchers during data collection. In summary, app-based noncontact EMA is feasible, although consideration should be given to how to increase enrollment and completion rates, especially when recruiting participants who are new to EMA.
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Abstract

Background: Despite routine review of medication lists during patient encounters, patients’ medication lists are often incomplete and not reflective of actual medication use. Contributing to this situation is the challenge of reconciling medication information from existing health records, along with external locations (eg, pharmacies, other provider/hospital records, and care facilities) and patient-reported use. Advances in the interoperability and digital collection of information provides a foundation for integration of these once disparate information sources.

Objective: We aim to evaluate the effectiveness of and satisfaction with an electronic health record (EHR)-integrated web-based medication reconciliation application, MedTrue (MT).

Methods: We conducted a cluster-randomized controlled trial of MT in 6 primary care clinics within an integrated health care delivery system. Our primary outcome was medication list accuracy, as determined by a pharmacist-collected best-possible medication history (BPMH). Patient and staff perspectives were evaluated through surveys and semistructured interviews.

Results: Overall, 224 patients were recruited and underwent a BPMH with the pharmacist (n=118 [52.7%] usual care [UC], n=106 [47.3%] MT). For our primary outcome of medication list accuracy, 8 (7.5%) patients in the MT arm and 9 (7.6%) in the UC arm had 0 discrepancies (odds ratio=1.01, 95% CI 0.38-2.72, P=.98). The most common discrepancy identified was patients reporting no longer taking a medication (UC mean 2.48 vs MT mean 2.58, P=.21). Patients found MT easy to use and on average would highly recommend MT (average net promoter score=8/10). Staff found MT beneficial but difficult to implement.

Conclusions: The use of a web-based application integrated into the EHR which combines EHR, patient-reported data, and pharmacy-dispensed data did not improve medication list accuracy among a population of primary care patients compared to UC but was well received by patients. Future studies should address the limitations of the current application and assess whether improved implementation strategies would impact the effectiveness of the application.

(JMIR Form Res 2022;6(3):e33488) doi:10.2196/33488
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**Introduction**

**Background**

Nearly 50% of Americans are on at least 1 prescription medication [1]. Among Medicare patients, these prescriptions are prescribed on average by 7 different physicians [2]. This does not include nonprescription medications, such as over-the-counter medications, herbal medications, vitamins, and other supplements. The prescribing of medications from multiple providers and the prevalence of nonprescription medication use contribute to inaccurate medication lists. Inaccurate medication lists can lead to adverse consequences, including hospitalization and death [3]. This well-recognized problem has been the subject of initiatives from a variety of organizations [4-7] and is designated a National Patient Safety Goal by the Joint Commission [6].

Medication reconciliation has been recognized as problematic across a variety of health care settings, including primary care. Studies in primary care have found that the rate of discrepancies is high [8-10]. For example, we conducted a study within our primary care environment and identified that when asked, 369 (89.1%) of 414 patients requested a change to their medication list in the electronic health record (EHR) and, on average, patients noted 2.4 discrepancies on their medication lists [8]. At the time of this finding, there were few published tools to facilitate medication reconciliation in primary care and those that did had limitations. For example, a tool developed by Schnipper et al [11] was designed to be used after hospital discharge and compared the discharge medication list to the preadmission list held by the ambulatory care site. This tool was limited in that it was not applicable to all primary care patients and did not facilitate the collection of patient-reported medication use. Conversely, a tool by Lesselroth et al [12] collected medication information from patients using a kiosk; however, this technology was limited to Veterans Affairs facilities and may have missed medications not prescribed outside of those facilities.

To address the limitations of existing tools and improve medication reconciliation within our primary care environment, we developed an EHR-integrated web-based reconciliation application, MedTrue (MT), to facilitate the process of reconciling EHR medication lists with other sources, including patient-reported medications within a primary care environment. We designed this tool to have both staff- and patient-facing interfaces.

**Objectives**

The goal of this paper is to present the results of an evaluation study aimed at assessing the impact of the application MT on medication list accuracy and patient and staff satisfaction. Using mixed methods, we aimed to evaluate the effectiveness of and satisfaction with MT.

**Methods**

**Study Design**

We conducted a mixed methods evaluation of MT, including a pragmatic cluster-randomized controlled trial (cRCT), along with patient and provider surveys and semistructured interviews. This study was approved by the Geisinger Institutional Review Board (2018-0174). Patient use of MT was considered not research as this technology was planned to become part of usual care (UC); however, the evaluative components were considered research.

**Setting**

The trial was conducted at 6 primary care sites, with an even distribution of rural and urban clinics, within a large integrated health care delivery system. Within our system, there are over 40 primary care sites eligible to participate. The specific sites included were chosen collaboratively with input from primary care and clinic site leadership. Leadership was consulted to ensure alignment with ongoing initiatives and recommended sites based on their capacity to participate in the study (eg, adequate staffing). The included clinics had an average staff size (nurses/physicians/physician assistants) of 10. In the sites, nurses or medical assistants would bring the patient to the room, conduct a medication history and reconciliation, and perform a variety of other tasks to prepare the patient for a visit with their clinician. The clinician would then verify and approve any changes to the patient’s medication list. All sites used the same EHR, EpicCare® version 2018 (Madison, WI, USA).

**Population**

Patients were eligible to participate if they were 18 years of age or older, able to speak English, and seen at a participating site by a member of the primary care team.

**Intervention**

MT is a real-time web-based application that integrates information from the EHR, patients, and pharmacy-dispensed data into a common database that is viewable to patients through an online portal and in-clinic tablets and to clinicians through an EHR interface. The application was developed using an iterative design process. First, meetings were held with key stakeholders (eg, informatics, clinic staff, and pharmacy) to determine the necessary functionalities of the tool. Based on these initial requirements, we created a minimally viable prototype. We then iteratively improved upon this prototype by implementing it in 2 sites not involved in the later evaluation. These sites would use the tool and provide feedback to the study team. Additionally, study team members would observe the use of the tool in those sites to gather additional insight into how the tool was performing and what adjustments needed to be made. From the feedback received, we created a list of potential improvements, which was prioritized based on necessity and feasibility. The tool tested in this study is the result of several rounds of improvements.

The patient interface presents the patient with their active medication list that is located in the EHR, as well as pharmacy-dispensed data available as an additional function...
within the EHR (Figure 1). The patient is asked to review their list of medications, remove medications they are not currently taking, and enter additional medications missing from the list, such as medications purchased over the counter or medications they take that belong to a friend or family member. Additionally, patients are asked about their adherence to their medications over the past month using a Likert-type scale (ranging from 0% for “never” to 100% for “always”). This type of scale is similar to other validated scales for adherence [13,14]. Patients with an upcoming visit at 1 of the intervention sites had access to MT through our online patient portal up to 2 weeks prior to their visit. If the patient did not complete MT through the patient portal prior to their visit, they were provided with a tablet computer (iPad®) by patient access representatives upon check-in and were asked to complete MT while waiting for their appointment. Patients were not given any training in the use of the tool, since during prototyping, we found that most patients were able to navigate the tool without assistance. Approximately a third of the patients accessed MT using the online portal, while the remainder used iPads.

Figure 1. Patient interface.

MT was available to staff through a direct link (access tab) within the EHR as a web-based application. During the intake process and normal workflow of rooming a patient, staff (ie, nurses and medical assistants) accessed MT when assessing medication use. The interface was presented in an embedded browser within the EHR. For the staff interface, MT displayed all the medications the patient was presented with as well as those the patient entered (Figure 2). Discrepancies (ie, patient-suggested removals and additions or pharmacy-dispensed differences) were displayed alongside the EHR-listed medications that were not flagged as discrepant. For each medication adherence, calculated as the proportion of days covered from pharmacy-dispensed data [15], patient-reported medication adherence, captured from the patient-completed Likert-type item, was also displayed. Staff were instructed to conduct their medication history normally and use MT to confirm or change medications. All changes made within MT were “pushed” to the EHR upon clicking the “Save to EHR” button in MT. Staff at the intervention sites had access to paper and audiovisual training materials but also attended an in-person meeting where MT was introduced and reviewed by members of the study team. Study team members were available for consultation and guidance throughout the study.
Usual Care

UC providers accessed the EHR-based medication profile that included the standard EHR list of active and discontinued/cancelled medications, along with a separate tab of medications collected through a feed of pharmacy-dispensed data. Patient-reported discrepancies (additions, changes, etc) were also available if the patient completed a previsit questionnaire through the online patient portal (approximately a third of patients have portal accessibility). Standard medication list patient information collected was similar to the MT intervention but did not include self-reported adherence. Hence, UC clinics also had a degree of patient and pharmacy-dispensed information available to clinicians, along with EHR lists, although this information was not available for all patients and information in the EHR was not available within 1 tab. The EHR system used in both UC and MT clinics was EpicCare® version 2018.

Data Collection

Best-Possible Medication History

Trained pharmacists approached a convenience sample of patients exposed to MT as well as a convenience sample of patients in the UC arm to collect a best-possible medication history (BPMH); feasibility considerations informed our decision to use convenience sampling. All pharmacists were licensed and had experience conducting medication histories. Prior to enrolling patients, pharmacists underwent brief training by study staff reviewing components of a BPMH and a clinical interview guide complete with prompts (Multimedia Appendix 1). This guide was based on the literature related to conducting a BPMH [7,16,17]. Pharmacists identified patients via a custom web-based dashboard listing patients with a documented launch of MT by a clinician (MT arm only) or arrival to an eligible visit for UC. Patients completing an encounter in UC were assumed to have EHR-based medication reconciliation due to routine workflow completion of medication reconciliation in all primary care encounters. Pharmacists were blinded to clinic site use of MT, as dashboards only supplied names, not information about MT use. Only study personnel and clinic staff were aware of study group assignment. Pharmacists approached eligible patients after their visit and asked whether they would be interested in participating in a study. If a patient was agreeable, the pharmacist brought them to a private room for consent and to conduct the BPMH.

Pharmacists documented discrepancies for each medication on the postvisit EHR active medication list and also for any medication not present on the medication list. Each medication was coded with only 1 type of medication discrepancy, which fell into 1 of 4 domains. The first was patient acknowledgement of taking the medication differently than prescribed (eg, allergy medication is prescribed daily, but the patient takes it seasonally). Second was removal of a medication on the medication list. The third domain was a modification to the formulation, strength, dose, frequency, route of medication, or timing of administration. The final discrepancy was adding a medication to a profile that was not on the EHR medication list. Since taking a medication differently than prescribed would not automatically infer an inaccurate medication or description of the medication on the medication profile (eg, the patient reported missing a weekend dose of a medication due to forgetfulness), we did not include this in our composite discrepancy endpoint (see later) but did report on this individually. In addition, after each BPMH, pharmacists provided feedback on their confidence that the list they gathered from the patient was accurate using a 3-point scale (not confident, somewhat confident, and confident).

Following the final BPMH collection, study investigators reviewed the reconciled lists of medications in a blinded manner to ensure consistent coding of discrepancies. Inconsistencies were flagged and recoded for final analysis.

Consent, the BPMH, and pharmacist questions were documented using REDCap (Vanderbilt University, Nashville, TN, USA) [18,19]. The interviews took up to an hour, and patients were compensated US $10 for their time in the form of a gift card.
**Surveys**

All patients exposed to MT were given an opportunity to complete a survey on the usability of and satisfaction with using MT. The survey was presented to the patient following MT completion. Responses were collected within MT.

Staff participating in the intervention arm of the study were also given a survey on the usability of and satisfaction with using MT near the end of the study. Staff were contacted by email and invited to participate in the survey, with up to 2 reminder emails sent at weekly intervals. Surveys were collected using Microsoft Forms (Microsoft Corporation, Redmond, WA, USA).

**Interviews**

The interviews were guided by a qualitative descriptive approach [20]. Patients in the intervention arm were invited to participate in interviews about their experience using MT through convenience sampling. After a visit where MT was used, patients were approached by a research assistant, who invited them to participate in a brief interview. Consenting patients were interviewed using a semistructured interview guide (Multimedia Appendix 1). The research assistant underwent brief training in qualitative interviewing from 1 of the investigators with experience in qualitative interviewing. The interviews lasted no more than 30 minutes, and patients were compensated US $10 for their time in the form of a gift card.

Rooming staff who used MT during the study period were also given an opportunity to voluntarily participate in semistructured interviews to discuss their experience using MT. The interviews were conducted by an investigator with experience in qualitative interviewing using a semistructured interview guide (Multimedia Appendix 1). The interviews lasted no more than 30 minutes, and staff were not offered compensation.

**Primary Outcome**

The primary outcome of the study was the accuracy of the medication list. We defined accuracy by counting discrepancies between the medication list gathered through MT or UC and the list gathered by the pharmacist conducting the BPMH. A perfectly accurate medication list would be a list with 0 identified discrepancies.

**Secondary Outcomes**

We secondarily measured accuracy using a composite numerical assessment of accuracy, where each medication in a list could contribute either 0 or 1 discrepancy, and all discrepancies were totaled per patient. This endpoint included all of the following medication discrepancies: not taking the listed medication, needing the medication to be modified (eg, change in dose or frequency), or having the medication added to their list. Although taking a medication differently was included in our list of discrepancies, this was not included in the composite accuracy list, since this discrepancy would in of itself not necessitate a change in the actual prescription as written, and if the list needed to be modified by the BPMH, 1 of the other listed discrepancies would have been selected over this discrepancy, as per BPMH instructions. We reported individual types of discrepancies identified per group (ie, adding, modifying, removing, or taking a medication differently) on a medication level. To determine the rate of medication discrepancies per patient, we calculated the percentage of the patients’ medications that had discrepancies. Finally, we conducted a sensitivity analysis based on the pharmacists’ confidence in their BPMH, including only those patients where the pharmacist conducting the BPMH was confident in having an accurate medication list. Patient and staff satisfaction with MT, as measured by surveys and qualitative interviews, was also reported.

**Sample Size**

Assuming a 1% intracluster correlation coefficient and a 19% difference in accuracy rates, our target sample size was 300 patients (n=150 [50%] intervention, n=150 [50%] control; each of the 6 sites was expected to enroll 50 [16.7%] participants) to achieve 80% power. During data collection, we conducted an interim look to verify our sample size assumptions and found that our initial assumptions regarding the proportion of completely accurate medication lists (no discrepancies), which were based upon previous studies [21-23], were overly optimistic (~50% in previous studies vs 4% in our interim analysis). As a result, we were underpowered to detect our primary outcome; however, we were powered to detect a secondary composite outcome based on a count of discrepancies. Later, due to feasibility, namely difficulties in recruitment, the trial was stopped.

**Randomization**

In total, 6 sites were chosen in collaboration with primary care leadership and randomized to the intervention or the control arm using a random number generator in Microsoft Excel (Microsoft Corporation). Prior to recruitment, due to unforeseen challenges, 1 UC site was substituted for a different clinic with similar baseline characteristics.

**Blinding**

Neither patients nor clinicians were blinded due to the nature of the intervention; however, there were steps taken to blind the pharmacists conducting the BPMH (as described in the Data Collection section). During the analysis, the statistician was blinded as to which arm was intervention and which was control.

**Analysis**

**Qualitative Analysis**

Interviews were transcribed verbatim and analyzed thematically [24]. Patient and staff interviews were separately analyzed. The transcripts were independently read by 2 study team members, who collaboratively developed 2 codebooks (1 for patients and 1 for staff). The transcripts were independently coded by 2 study team members using the appropriate codebook. Discrepancies in coding were discussed and resolved by consensus. The codes were then grouped into themes, which were refined based on discussion.

**Statistical Analysis**

To understand the representativeness of our sample, we compared the demographics of patients seen at the clinics during the intervention period to those who received a BPMH. We described continuous variables using means and SDs as well as
medians and IQRs. Categorical variables were described using frequencies and percentages. Wilcoxon rank-sum tests were used to compare the differences between 2 groups for skewed continuous outcomes; chi-square tests were used to evaluate the independence of categorical outcomes between MT and UC, where odds ratios (ORs) were presented. A mixed effects model with Poisson regression was performed to model the impact of MT on count data (number of medication discrepancies) after adjusting for age, sex, and Charlson comorbidity index, with the total number of medications as the offset variable. Incidence rate ratios (IRRs) and 95% CIs were estimated from Poisson regression models. Sensitivity analyses were performed with or without considering cluster-level covariates for cRCTs. \( P < .05 \) was considered statistically significant. Statistical analyses were performed using RStudio version 1.2.1335 (RStudio, PBC, Boston, MA, USA) [25].

Additionally, we conducted sensitivity analyses including only those patients for whom the pharmacist rated that they were confident in the history they gathered from the patients; histories where the pharmacist was either somewhat confident or not confident were excluded.

### Results

#### Patient Characteristics

MT was implemented in 3 clinics from July 10, 2018, through August 1, 2019. Over this time frame, MT was accessed 10,835 times by 7342 distinct patients. The majority of access (6501/10,835, 60%) was by tablet computer. Of the 7342 patients using MT, 4005 (54.55%) removed at least 1 medication (mean 3.6 medications removed), 606 (8.25%) added at least 1 medication (mean 1.6 medications added), and 6061 (82.55%) completed the adherence questions. Staff accessed MT for 8443 distinct patients (staff could access MT even if patients did not), removed at least 1 medication for 3544 (41.98%) patients (mean 2.1 medications removed) and added at least 1 medication for 1643 (19.46%) patients (mean 3.3 medications added).

Clinics allocated to MT and UC had similar baseline characteristics, although patients at MT clinics were slightly younger in age (46 vs 48 years), had fewer African Americans (n=871 [3%] vs n=1255 [5%]), less depression (n=1441 [5%] vs n=1490 [6%]), and took more medications (7.75 vs 6.53 medications per patient); see Table 1.

Overall, 224 patients were recruited and underwent a BPMH with the pharmacist (n=106 [47.3%] MT, n=118 [52.7%] UC). The samples of patients who underwent a BPMH were older; were more likely to be female; had depression, dementia, or mild cognitive impairment; were more likely to be married; and had more medications than the baseline clinic population (similar between groups).

#### Table 1. Demographics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>MT(^a) (patient level), N=30,275</th>
<th>UC(^b) (patient level), N=26,463</th>
<th>( P ) value (MT vs UC population)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>46 (23)</td>
<td>48 (21)</td>
<td>.001</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>15,740 (59.48)</td>
<td>17,886 (59.08)</td>
<td>.35</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td>29,021 (95.86)</td>
<td>24,882 (94.03)</td>
<td>.02</td>
</tr>
<tr>
<td>Caucasian</td>
<td>114 (96.6)</td>
<td>104 (95.3)</td>
<td>.54</td>
</tr>
<tr>
<td>African American</td>
<td>1255 (4.74)</td>
<td>3 (2.5)</td>
<td>.94</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.8)</td>
<td>2 (1.9)</td>
<td>.49</td>
</tr>
<tr>
<td>Ethnicity: Hispanic, n (%)</td>
<td>1243 (4)</td>
<td>1003 (4)</td>
<td>.06</td>
</tr>
<tr>
<td>Charlson comorbidity index, mean (SD)</td>
<td>2.20 (2.79)</td>
<td>2.37 (2.84)</td>
<td>.001</td>
</tr>
<tr>
<td>Disorder, n (%)</td>
<td>MCI or dementia 350 (1.16)</td>
<td>372 (1.41)</td>
<td>.01</td>
</tr>
<tr>
<td>Depression</td>
<td>1441 (4.76)</td>
<td>1490 (5.63)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Relationship status (married), n (%)</td>
<td>1682 (5.56)</td>
<td>1478 (5.59)</td>
<td>.88</td>
</tr>
<tr>
<td>Number of medications, mean (SD)</td>
<td>7.75 (5.64)</td>
<td>6.53 (5.05)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)MT: MedTrue.  
\(^b\)UC: usual care.
Primary Outcome

For our primary outcome of medication list accuracy (defined as 0 discrepancies), we did not detect a statistically significant difference between MT and UC (OR=1.01, 95% CI 0.38-2.70, \( P=.98 \)). Pharmacists completing the BPMH reported being confident in the medication history for 200 (89.2%) of 224 patients (91 [85.8%] MT, 109 [92.4%] UC). The primary outcome remained the same upon conducting a sensitivity analysis limited to those BPMHs in which the pharmacist was confident (OR=1.08, 95% CI 0.39-3.02, \( P=.88 \)).

Secondary Outcomes

The composite secondary outcome of total medication discrepancies, defined as the sum of additions, medications the patient was not taking, and medications that were modified summed per patient, was comparable between MT and UC arms (MT median=4, IQR 2-7 vs UC median=3, IQR 2-6; \( P=.15 \)). The most common discrepancy was medication the patients’ reported not taking, with a median of 2 (IQR 1-3) identified per patient in the UC arm and 1 (IQR 1-3) per patient identified in the MT arm.

The composite outcome was consistent upon sensitivity analysis limited to those patients where a pharmacist was confident (MT median=3, IQR 2-5 vs UC median=4, IQR 2-7; \( P=.10 \)).

A Poisson regression model indicated that the MT and UC arms were comparable regarding the rate of discrepancies (IRR=1.22, 95% CI 0.97-1.55, \( P=.09 \)). The rate of discrepancies was significantly affected by age (IRR=1.01, 95% CI 1.00-1.01, \( P=.03 \)), male sex (IRR=0.81, 95% CI 0.71-0.93, \( P=.003 \)), and Charlson comorbidity index (IRR=0.95, 95% CI 0.92-0.98, \( P=.001 \)). Sensitivity analyses with or without considering cluster-level covariates confirmed the robustness of findings of the Poisson regression model (data not shown).

In addition to the composite, we assessed accuracy as the proportion of medications that were discrepant. The proportion of discrepant medications was not significantly affected by MT compared to UC (MT median=40%, IQR 23%-54% vs UC median=34%, IQR 21%-59%; \( P=.87 \)); this finding was similar on sensitivity analysis (MT median=40%, IQR 22%-55% vs UC median=33%, IQR 21%-56%; \( P=.66 \)). Further accuracy data can be found in Tables 2-4.

Table 2. Number of patients, with discrepancy type.

<table>
<thead>
<tr>
<th>Medication discrepancies</th>
<th>UC (N=118), frequency (%)</th>
<th>MT (N=106), frequency (%)</th>
<th>OR (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary outcome(^e)</td>
<td></td>
<td></td>
<td>109 (92.4)</td>
<td>98 (92.5)</td>
</tr>
<tr>
<td>Modification</td>
<td>72 (61.0)</td>
<td>55 (51.9)</td>
<td>0.69 (0.41-1.17)</td>
<td>.17</td>
</tr>
<tr>
<td>Addition</td>
<td>51 (43.2)</td>
<td>42 (39.6)</td>
<td>0.86 (0.51-1.47)</td>
<td>.59</td>
</tr>
<tr>
<td>Not taking medication</td>
<td>93 (78.8)</td>
<td>79 (74.5)</td>
<td>0.79 (0.42-1.46)</td>
<td>.45</td>
</tr>
<tr>
<td>Taking medications differently</td>
<td>24 (20.3)</td>
<td>22 (20.8)</td>
<td>1.03 (0.54-1.96)</td>
<td>.94</td>
</tr>
</tbody>
</table>

\(^a\)UC: usual care.
\(^b\)MT: MedTrue.
\(^c\)OR: odds ratio.
\(^d\)\( P \) value based on chi-square test.
\(^e\)Primary outcome including not taking + modifying + adding medications.

Table 3. Total number of discrepancies per patient.

<table>
<thead>
<tr>
<th>Medication discrepancies</th>
<th>UC (N=118), mean (SD)</th>
<th>MT (N=106), mean (SD)</th>
<th>UC (N=118), median (IQR)</th>
<th>MT (N=106), median (IQR)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary outcome(^d)</td>
<td>4.84 (3.85)</td>
<td>4.58 (4.89)</td>
<td>4 (2-7)</td>
<td>3 (2-6)</td>
<td>.15</td>
</tr>
<tr>
<td>Modification</td>
<td>1.51 (1.84)</td>
<td>1.29 (1.96)</td>
<td>1 (0-2)</td>
<td>1 (0-2)</td>
<td>.17</td>
</tr>
<tr>
<td>Addition</td>
<td>0.85 (1.33)</td>
<td>0.72 (1.23)</td>
<td>0 (0-1)</td>
<td>0 (0-1)</td>
<td>.43</td>
</tr>
<tr>
<td>Not taking medication</td>
<td>2.48 (2.60)</td>
<td>2.58 (4.10)</td>
<td>2 (1-3)</td>
<td>1 (0-3)</td>
<td>.21</td>
</tr>
<tr>
<td>Taking medications differently</td>
<td>0.33 (0.77)</td>
<td>0.28 (0.61)</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
<td>.92</td>
</tr>
</tbody>
</table>

\(^a\)UC: usual care.
\(^b\)MT: MedTrue.
\(^c\)\( P \) value based on Wilcoxon test.
\(^d\)Primary outcome including not taking + modifying + adding medications.
Table 4. Percentage of medications on the list discrepant.

<table>
<thead>
<tr>
<th>Medication discrepancies</th>
<th>MT&lt;sup&gt;a&lt;/sup&gt; list %, mean (SD)</th>
<th>UC&lt;sup&gt;b&lt;/sup&gt; list %, mean (SD)</th>
<th>MT list %, median (IQR)</th>
<th>UC list %, median (IQR)</th>
<th>P value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary outcome&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modification</td>
<td>40 (23)</td>
<td>39 (24)</td>
<td>40 (23-54)</td>
<td>34 (21-59)</td>
<td>.87</td>
</tr>
<tr>
<td>Addition</td>
<td>11 (13)</td>
<td>10 (14)</td>
<td>8 (0-18)</td>
<td>6 (0-17)</td>
<td>.36</td>
</tr>
<tr>
<td>Not taking medication</td>
<td>8 (14)</td>
<td>8 (14)</td>
<td>0 (0-12)</td>
<td>0 (0-11)</td>
<td>.68</td>
</tr>
<tr>
<td>Taking medications differently</td>
<td>20 (17)</td>
<td>21 (21)</td>
<td>18 (6-29)</td>
<td>16 (1-33)</td>
<td>.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>MT: MedTrue.  
<sup>b</sup>UC: usual care.  
<sup>c</sup>P value based on Wilcoxon test.  
<sup>d</sup>Primary outcome including not taking + modifying + adding medications.

Usability and Satisfaction

Of the 7342 patients who accessed MT, 1450 (19.75% response rate) completed the survey. Patients were satisfied with MT, giving it an average rating of 8 out of 10 for their likelihood to recommend to a friend or family member (Table 5).

Table 5. Patient net promoter score (N=1450).

<table>
<thead>
<tr>
<th>Patient survey question</th>
<th>Score (1-10)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>On a scale of 1 (low) to 10 (high), what is the likelihood you would recommend MT&lt;sup&gt;a&lt;/sup&gt; to a friend or family member?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. n (%)</td>
<td>41 (2.8)</td>
<td></td>
</tr>
<tr>
<td>2. n (%)</td>
<td>15 (1)</td>
<td></td>
</tr>
<tr>
<td>3. n (%)</td>
<td>15 (1)</td>
<td></td>
</tr>
<tr>
<td>4. n (%)</td>
<td>18 (1.2)</td>
<td></td>
</tr>
<tr>
<td>5. n (%)</td>
<td>155 (10.7)</td>
<td></td>
</tr>
<tr>
<td>6. n (%)</td>
<td>112 (7.7)</td>
<td></td>
</tr>
<tr>
<td>7. n (%)</td>
<td>149 (10.3)</td>
<td></td>
</tr>
<tr>
<td>8. n (%)</td>
<td>222 (15.3)</td>
<td></td>
</tr>
<tr>
<td>9. n (%)</td>
<td>156 (10.8)</td>
<td></td>
</tr>
<tr>
<td>10. n (%)</td>
<td>567 (39.1)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>MT: MedTrue.

Additionally, 1276 (88%) of 1450 patients agreed or strongly agreed that it was easy to use, and 1233 (85%) agreed or strongly agreed that it helped them create a more accurate medication list (Table 6).

Table 6. Patient survey data (N=1450).

<table>
<thead>
<tr>
<th>Patient survey</th>
<th>Strongly agree, n (%)</th>
<th>Agree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Disagree, n (%)</th>
<th>Strongly disagree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I would use MT&lt;sup&gt;a&lt;/sup&gt; in the future.</td>
<td>643 (44.3)</td>
<td>568 (39.2)</td>
<td>169 (11.7)</td>
<td>24 (1.7)</td>
<td>46 (3.2)</td>
</tr>
<tr>
<td>MT helped me create an accurate medication list.</td>
<td>641 (44.2)</td>
<td>596 (41.1)</td>
<td>124 (8.6)</td>
<td>44 (3.03)</td>
<td>45 (3.1)</td>
</tr>
<tr>
<td>MT is easy to use.</td>
<td>724 (49.9)</td>
<td>559 (38.6)</td>
<td>103 (7.1)</td>
<td>17 (1.2)</td>
<td>47 (3.2)</td>
</tr>
<tr>
<td>MT reminded me to include all my medications, including those my doctor prescribes and those I purchase over the counter.</td>
<td>721 (49.7)</td>
<td>592 (40.8)</td>
<td>77 (5.3)</td>
<td>21 (1.4)</td>
<td>39 (2.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup>MT: MedTrue.

These findings were echoed in the patients’ qualitative interviews and were consistent across sites. Of the 7342 patients who used MT, 14 (0.2%) participated in interviews (1 spouse was also present for 1 of the interviews). Overall, participants had a positive experience with MT. Most found it easy to use and were able to complete the application quickly. The ability to visually see their list of medications rather than be asked about them was noted as an important feature. Seeing the medication names helped patients recognize the medications because they are used to seeing them in print on their medication packaging. Some patients felt it was more efficient than the normal workflow, whereas others disagreed and felt it was creating unnecessary work for them. The patients also noted that having the indication for the medication would help with recognition and recall. Example quotes from patients illustrating these themes can be found in Table 7.

Of the 22 rooming staff members who accessed MT, 18 (82% response rate) completed the survey. Staff were unsatisfied with MT, giving it an average rating of 0 out of 10 (Table 8).

All staff members disagreed or strongly disagreed that they were satisfied with MT and noted that it did not fit well in their workflow (Table 9).

Interviews provided a more nuanced perspective from staff, with themes and example quotes in Table 10.
Table 7. Patient feedback on MTM<sup>a</sup> (N=14).

<table>
<thead>
<tr>
<th>MT characteristic</th>
<th>Example quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usability</td>
<td>• . . . It’s that simple. I mean, I think somebody from 9 to 90 can use it. I really, I really do, because it’s . . . there’s nothing confusing about it. It was, and most things are to me, but it truly wasn’t. It was quicker than I thought it would be. I thought we’d be there for a while answering questions after. But it wasn’t: it was simple. [Patient T12]</td>
</tr>
<tr>
<td>Benefits</td>
<td>• I think it did help. Because normally, checking in, they would ask what I’m currently taking. This also showed what I was taking 4 months ago but I’m not now. That wouldn’t have even crossed my mind if it wasn’t right in front of me. I would have never thought to say, “Oh, I’m no longer taking the clofentosol. Oh, I’m not on prednisone anymore.” But because it was right in front of me, I thought, oh yeah, I can remove that. I can remove that. I found that to be helpful. [Patient T13]</td>
</tr>
<tr>
<td></td>
<td>• I thought it was easy, and I like that I can delete things off of there if I want. Because I’ve been asking for I medication to be taken off and it hadn’t, so I was able to do that. [Patient P7]</td>
</tr>
<tr>
<td></td>
<td>• It’s just time-saving. I mean, you’re going to sit there and wait for the doctor anyway, so you might as well get it done. And then, it makes it quicker once you’re back in the room. You have control over what’s in your chart—which I feel like, sometimes, you don’t, and, you know, you go to another doctor, and they’re like, “Oh, I see you’re taking this.” And it’s like, I haven’t taken that in a million years, you know? [Patient P7]</td>
</tr>
<tr>
<td>Necessity</td>
<td>• . . . It’s just an extra thing to do on our part, and I really wonder if it’s really necessary to get that information. [Patient T9]</td>
</tr>
<tr>
<td>Suggestions</td>
<td>• On the meds, the listings of the meds, you’d had both the marketing name and you have the commonly known. The other thing, if you could do it simple, after that say, you know, blood thinner or cholesterol drug for the average person. That’s what they think about it. “Oh, that’s my blood pressure med. That’s my cholesterol med.” Because if not, they look at it, you know, hydrochlorothiazide. They’re like, “I don’t know what that is.” [Patient T8]</td>
</tr>
</tbody>
</table>

<sup>a</sup>MT: MedTrue.

Table 8. Staff net promoter score (N=18).

<table>
<thead>
<tr>
<th>Staff survey question</th>
<th>Score (1-10)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>On a scale of 1 (low) to 10 (high), what is the likelihood you would recommend MT&lt;sup&gt;a&lt;/sup&gt; to a friend or family member?</td>
<td>16 (88) 1 (6) b</td>
<td>0.28 (0.96)</td>
</tr>
</tbody>
</table>

<sup>a</sup>MT: MedTrue.  
<sup>b</sup>Not applicable.

Table 9. Staff survey data (N=18).

<table>
<thead>
<tr>
<th>Staff survey</th>
<th>Strongly agree, n (%)</th>
<th>Agree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Disagree, n (%)</th>
<th>Strongly disagree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I am satisfied with MT&lt;sup&gt;a&lt;/sup&gt;.</td>
<td><em>b</em></td>
<td>—</td>
<td>—</td>
<td>4 (22)</td>
<td>14 (78)</td>
</tr>
<tr>
<td>I want to use MT in the future.</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3 (17)</td>
<td>15 (83)</td>
</tr>
<tr>
<td>I would want to use MT at every visit with every patient.</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3 (17)</td>
<td>15 (83)</td>
</tr>
<tr>
<td>MT helped me conduct medication reconciliation with my patients.</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>6 (33)</td>
<td>12 (67)</td>
</tr>
<tr>
<td>MT is compatible with my clinic flow.</td>
<td>—</td>
<td>1 (6)</td>
<td>—</td>
<td>3 (17)</td>
<td>15 (83)</td>
</tr>
<tr>
<td>MT is easy to use.</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3 (17)</td>
<td>14 (78)</td>
</tr>
</tbody>
</table>

<sup>a</sup>MT: MedTrue.  
<sup>b</sup>Not applicable.
Table 10. Staff feedback on MT\textsuperscript{a} (N=11).

<table>
<thead>
<tr>
<th>MT characteristic</th>
<th>Example quote</th>
</tr>
</thead>
</table>
| **Usability**     | • Yeah, like overall, if it wasn’t so slow and it didn’t refresh after every time you clicked something, there really would’ve been, like, no, like, huge issue with it; like, it was just the fact that, like, every time you clicked a box, it just spun—which, like, you know, really held you up. [Nurse P4]  
• Oh, it was very usable. It was very easy. Like again minus the slow Wi-Fi once we got it up and running it was like very easy to get through and you know kind of clear, to the point, you can click on things very easily. [Nurse P1] |
| **Benefits**      | • I’ve been able to say, well, you know, you say you’re taking your Lexix, but it looks like you’ve only been getting it filled, like, 60% of the time. Is there a reason, you know, that you weren’t getting it filled? Because I’m concerned that maybe you aren’t taking it like you should. So, it opened up that dialogue . . . [Nurse MT9]  
• I think the benefit of MT are we get a more accurate picture of the medications patients are on, which in the long run helps us treat them better. [Nurse MT9] |
| **Functionality** | • MT was not able to do that. Um, in [the medical record], they have, like, a little Post-It. It looks like a Post-It note next to the medication, and you just click on that, and you can enter in a comment. And I can say [the] patient has not started yet or will start or you know was too expensive. [Nurse P1]  
• MT was able to do that. Um, in [the medical record], they have, like, a little Post-It. It looks like a Post-It note next to the medication, and you just click on that, and you can enter in a comment. And I can say [the] patient has not started yet or will start or you know was too expensive. [Nurse P1] |
| **Patient Concerns** | • They will remove something in the waiting room, and then they get frustrated that we’re still going over it with them in the room. [Nurse MT7]  
• Oh, it was very usable. It was very easy. Like again minus the slow Wi-Fi once we got it up and running it was like very easy to get through and you know kind of clear, to the point, you can click on things very easily. [Nurse P1] |

\textsuperscript{a}MT: MedTrue.

**Discussion**

**Principal Results**

The use of MT, a web-based application facilitating medication reconciliation, did not impact the accuracy of medication lists. The application was well received by patients; however, implementation challenges limited usability and acceptance by staff. The failure to improve medication list accuracy reflects both implementation challenges as well as the challenge of reliance on a technology-only solution to obtaining accurate medication lists.

**Comparison With Prior Work**

Our application is 1 of many technologies and applications being developed to obtain and maintain accurate medication lists [26-32]. Many applications are focused on hospitalized patients, and not all applications have been pragmatically evaluated or included a methodology to compare accuracy with the gold-standard BPMH. Lesselroth et al [12,33] have developed a medication reconciliation kiosk where patients can review and edit their medication lists. Similar to MT, this information is imported into the EHR and reviewed by clinicians [31]. In their evaluation, they found similar rates of discrepancies (29%-39% vs 34%-40%), and the overall number of patients with discrepancies were similar (91%-99% vs 92%-93%) [33,34]. When evaluating the implementation of their application, they also found that time is a factor in using medication reconciliation technology and that, to be taken up, the technology needs to be well integrated into current workflows [35]. This was also found to be a challenge with our application despite its intent to work within the staff workflow.

**Strengths**

We implemented several design elements to enhance the validity of our evaluation. We randomized clinics to MT or UC to avoid potential contamination that might have occurred at the patient or clinician level. We controlled for possible confounding factors through an adjusted analysis, the results of which mirrored the unadjusted analysis, increasing our confidence in our results. Throughout the trial, we also attempted blinding, wherever possible, to minimize bias. Other strengths include the use of pharmacists to conduct a BPMH and our application itself, which incorporates patient, clinician, and pharmacy-dispensed data to facilitate medication reconciliation.

**Limitations**

Despite these strengths, a few limitations should be noted. Due to the nature of the intervention, clinicians and, to an extent, patients could not be blinded to the intervention. Fidelity to the use of MT was not always optimal and was variably used among rooming staff. As indicated in the staff survey and interviews, MT was not favorably viewed by the staff and as such they might have failed to use MT consistently, which would reduce observed effectiveness. Technical challenges, such as loading delays and internet connectivity for tablets, also affected the usability of the application in our clinics. Additionally, although the application was implemented within the EHR, it was outside of the existing workflow and required several additional clicks. Finally, we are underpowered to confidently detect the differences we observed in this trial. This was, in part, due to optimistic initial estimates of the effect of MT, as well as recruitment challenges. Our initial estimates of the effect of MT may have been optimistic as by the time the application was implemented, certain features were also available in the EHR, thereby reducing the difference between MT and UC.

**Conclusion**

Novel approaches to medication reconciliation are needed to ensure safe and effective medication use. The use of technology, such as MT, a web-based application integrating various data sources, is a promising solution to reduce the rate of
discrepancies. In our study, MT did not affect the rate of discrepancies, which may have been the result of failure to use the tool consistently and with fidelity due to implementation challenges. Thus, technology solutions may need to be paired with additional implementation strategies, and particular attention should be paid to how these technologies and other innovations are integrated into clinical workflows to facilitate fidelity and maximize effectiveness.
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Abstract

Background: As global obesity prevalence continues to increase, there is a need for accessible and affordable weight management interventions, such as web-based programs.

Objective: This paper aims to assess the outcomes of healthy weight coaching (HWC), a web-based obesity management program integrated into standard Finnish clinical care.

Methods: HWC is an ongoing, structured digital 12-month program based on acceptance and commitment therapy. It includes weekly training sessions focused on lifestyle, general health, and psychological factors. Participants received remote one-on-one support from a personal coach. In this real-life, single-arm, prospective cohort study, we examined the total weight loss, weight loss profiles, and variables associated with weight loss success and program retention in 1189 adults (963 women) with a BMI >25 kg/m² among participants of the program between October 2016 and March 2019. Absolute (kg) and relative (%) weight loss from the baseline were the primary outcomes. We also examined the weight loss profiles, clustered based on the dynamic time-warping distance, and the possible variables associated with greater weight loss success and program retention. We compared different groups using the Mann-Whitney test or Kruskal-Wallis test for continuous variables and the chi-squared test for categorical variables. We analyzed changes in medication using the McNemar test.

Results: Among those having reached the 12-month time point (n=173), the mean weight loss was 4.6% (SE 0.5%), with 43% (n=75) achieving clinically relevant weight loss (≥5%). Baseline BMI ≥40 kg/m² was associated with a greater weight loss than a lower BMI (mean 6.6%, SE 0.9%, vs mean 3.2%, SE 0.6%; P=.02). In addition, more frequent weight reporting was associated with greater weight loss. No significant differences in weight loss were observed according to sex, age, baseline disease, or medication use. The total dropout rate was 29.1%. Dropouts were slightly younger than continuers (47.2, SE 0.6 years vs 49.2, SE 0.4 years; P=.01) and reported their weight less frequently (3.0, SE 0.1 entries per month vs 3.3, SE 0.1 entries per month; P<.001).

Conclusions: A comprehensive web-based program such as HWC is a potential addition to the repertoire of obesity management in a clinical setting. Heavier patients lost more weight, but weight loss success was otherwise independent of baseline characteristics.
Introduction

Global increases in the prevalence of obesity represent a pressing public health concern. Obesity is closely linked to various physical and mental health impairments, including type 2 diabetes, hypertension, nonalcoholic fatty liver disease, cancer, depression, and a decreased health-related quality of life, to name a few [1]. Among individuals with obesity, a moderate weight loss of 5% carries significant metabolic health benefits [2]. Furthermore, the etiology of obesity is multifactorial and consists of genetic, environmental, and behavioral factors. Behavioral factors, such as appetite control, eating habits, and physical activity, remain central targets in clinical practice and substantially impact treatment outcomes [3].

Treating obesity traditionally relies on lifestyle modifications during individual or group face-to-face sessions [4]. With ever-increasing rates of obesity and limited financial resources within health care systems, we must identify effective weight loss interventions that can be delivered to the wider public at a reasonable cost. Using information technology in obesity treatment may offer a cheaper alternative to relying on employed staff alone. Furthermore, while setting up an internet-based program may be expensive, upkeep can be cost-effective [5,6]. In addition, remote guidance may also reduce the number of necessary in-person consultations and minimize the travel time and costs associated with location-dependent treatment. Financial benefits and technology-based programs can be accessible regardless of the time of day, participants’ life situations, places of residence, and potential disabilities or oral communication difficulties [7].

Common successful components of web-based interventions include self-monitoring, professional feedback, goal-setting, social support, and a structured program [5,8-10]. Tailoring programs in this manner may enhance self-efficacy, evoke a feeling of being cared for, improve end results, increase engagement, and decrease attrition [11-14]. Furthermore, web-based programs may enhance the feeling of control over one’s own care and facilitate patient–expert and patient–patient interactions [11,15].

The effectiveness of web-based weight loss and weight management programs can diminish because of the poor use of the program and its elements. Reasons for this may include outdated website design, insufficient internet skills, limited internet connection, and patient unfamiliarity with web-based interventions in health care [15-17]. Moreover, users may perceive programs requiring self-monitoring to be burdensome [13]. Additional obstacles in technology-assisted programs may include problems with confidentiality and privacy, a decrease in face-to-face communication, medical errors caused by system malfunctions, technological errors, and data manipulation and misinterpretation, as well as legal, ethical, and administrative barriers [13,17]. Finally, high attrition rates and decreasing engagement over time represent common features of both eHealth innovations and weight loss interventions in general [18-20].

Although obesity treatment remains multidisciplinary, previously published studies typically focused on a limited number of factors important to successful weight loss. Most available studies on web-based programs offered no real-time human support to participants, and only a few studies have been conducted in real-life clinical settings in diverse patient groups. Moreover, previous studies have primarily examined small populations with short intervention and follow-up periods [21,22]. However, there are a few important exceptions. In a previous Danish study conducted in a real-life municipal setting, an eHealth intervention resulted in a significant weight reduction of 4.3% at the mean 7.3-month time point [23]. In patients who remained in the intervention for over 9 months, the mean weight loss was 6.3% [23]. Thus, although eHealth interventions are promising alternatives to conventional interventions, it remains important to assess their benefits in actual clinical care.

In this paper, we report our initial observations from a large cohort of patients taking part in a web-based platform, HealthyWeightHub, through which patients use an interactive program, Healthy Weight Coaching (HWC), for obesity management. The cohort consisted of men and women with a wide age and BMI range. Furthermore, the program relies on a broad spectrum of approaches (eg, diet, physical activity, sleep, health, psychological factors, and coping with stress) in the form of web-based training modules supported by a personal coach. In this real-life, single-arm, prospective cohort study, we assessed the outcomes of the HWC program. In doing so, we focused on the amount of weight loss, interindividual variability in the weight loss response, and possible variables associated with weight loss success and program retention.

Methods

Intervention

HWC is an ongoing 12-month interactive web-based intervention for weight management among patients identified with overweight or obesity. The program is available free of charge to all Finnish citizens as a part of Finnish public health care. In the program, we addressed a broad spectrum of health behaviors related to weight management, including diet, physical activity, sleep, psychological factors, coping with stress, and general health status. The program structure relied on weekly training sessions, and participants can freely choose from 200 available sessions to best meet their individual needs. Participants could submit daily—and were instructed to do so at least weekly—their weight, targets, feelings, diet, and physical activity logs to the program. In addition, each patient was assigned a personal coach (a nurse, nutritionist, physiotherapist, or psychologist) who offered remote one-on-one support and could individually tailor specific sessions to patients.
One-on-one coaching was arranged biweekly during the first month, after which it was arranged monthly. Alongside coaching, participants were able to exchange messages with the coach whenever needed. Participants could also interact with each other using anonymous group chats. The group chats were arranged monthly. To ensure cybersecurity, the program required strong authentication.

The HWC program and its training sessions are based on the framework of acceptance and commitment therapy (ACT) and other theories of behavior change. ACT is a form of cognitive behavioral therapy that supports flexible decision-making in everyday life. Specifically, ACT increases mindfulness, self-regulation, and psychological flexibility [24-27]. In addition, the elements incorporated include self-monitoring, counselor feedback and communication, group support, a structured program, and individual tailoring, all of which appear to support successful weight loss [14,28,29]. The program has been previously described in detail [30].

Participants

Patients entered the program based on a referral from a licensed physician in Finland. Most of the patients were from the Hospital District of Helsinki and Uusimaa. The general inclusion criteria in the referral process for the HWC were as follows: (1) age ≥18 years, (2) BMI ≥25 kg/m², (3) access to a computer or a smartphone with a stable internet connection, and (4) a willingness and motivation to participate in a web-based treatment program. Persons who were pregnant, lactating, or for other reasons required face-to-face treatment modalities were not accepted to the program, as their intervention would be conducted more safely in the clinics rather than via the internet.

Ethical Considerations

Each participant provided written informed consent. The study was approved by the Coordinating Ethics Committee of the Helsinki University Hospital (reference number 327/13/03 /00/2015).

Data Collection

The database for this study was created on March 12, 2019, and included data from all consenting participants since the initiation of the HWC in October 2016 [30]. To avoid confounding factors, we excluded participants who were diagnosed with type 1 diabetes; were following a very low-calorie diet; were taking weight loss medication; had undergone a gastric balloon procedure or bariatric surgery; and those who did not complete a 2-week trial period (n=264, 18.2%). All other patients who were initially referred to the HWC were included in the analyses.

We obtained data regarding age and sex from the Finnish national register. During the program, the participants completed several internet-based questionnaires, as previously described in detail [30]. To summarize, height and weight as well as baseline morbidities and medications were reported upon entry into the program. Daily reporting for weight was optional. However, at a minimum, weekly reports were encouraged as part of the training sessions. We used these weekly reports to interpolate the daily weight measurements. We calculated BMI as weight in kilograms divided by height in meters squared (kg/m²) and dichotomized it into groups with BMI <40 kg/m² (n=557) and BMI ≥40 kg/m² (n=631). This grouping at the morbid obesity cut-off point was used instead of conventional overweight (BMI 25-29.9 kg/m²) and obesity (BMI ≥30 kg/m²) groups, as only 25 individuals were identified in the overweight group. We also calculated the entry rate (entries per month) from the total number of weight entries divided by the time until the last weight entry. We considered participants who were inactive for >90 days as dropouts from the program.

Statistical Analyses

As recruitment to the program remains continuous, the number of participants reaching each time point varied (Multimedia Appendix 1, Table S1). Unless otherwise stated, the figures and statistical analyses were based on the data from all participants. Data are presented as frequencies (%) for categorical variables and mean (SE) and median (IQR) for continuous variables. All continuous variables had skewed distributions (Shapiro-Wilk normality test). All statistical analyses were performed using the R statistical computing environment (version 3.4.1; R Foundation for Statistical Computing) [31]. Group comparisons were conducted using the Mann-Whitney test (2 groups) or Kruskal-Wallis test (>2 groups) for continuous variables and the chi-squared test for categorical variables. Changes in medication between baseline and 12 months were analyzed using the McNemar test. Weight loss patterns were clustered based on the dynamic time-warping distance and agglomerative hierarchical clustering using the R package dtwclust [32]. The R package ggplot2 was used for the visualization of all results [33]. We set the level of significance at P<.05.

Results

Baseline Characteristics

Table 1 summarizes the baseline characteristics of the 1189 participants in this study. The mean age of patients was 48.6 (SE 0.3) years. BMI ranged from 26.3 to 78.7 kg/m² (mean 40.6, SE 0.2 kg/m²). There were no statistically significant differences in age or BMI between men and women.

In total, 1044 (87.8%) participants reported comorbidities of some type. The mean number of comorbidities reported per person was 4.8 (SE 0.1; range 0-15). Hypertension was the most prevalent comorbidity (n=598, 57.2%), followed by dyslipidemia (n=368, 35.2%), allergies (n=368, 35.2%), sleep apnea (n=358, 34.2%), depression (n=343, 32.8%), and osteoarthritis or osteoarthritis (n=318, 30.4%); Multimedia Appendix 1, Table S2). In addition, 18.5% (n=193) of the participants reported type 2 diabetes as a comorbidity.

Altogether, 1000 (84.1%) participants reported using any medication. The reported medications were grouped as shown in Multimedia Appendix 1, Table S3. The mean number of these medication groups per patient was 2.5 (SE 0.1, range 0-10). The most prevalent medication groups were cardiovascular drugs (n=513, 43.1%), followed by dietary supplements (n=434, 36.5%), metabolic and endocrine drugs (n=349, 29.4%), acute pain medication (n=348, 29.3%), and psychopharmacological drugs (n=284, 23.9%); Multimedia Appendix 1, Table S3). At
12 months (n=173), the mean number of medication groups remained the same (2.5, SE 0.03), whereas the use of respiratory and acute pain medication changed significantly (Multimedia Appendix 1, Table S4).

### Table 1. Basic characteristics of the study population.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All (N=1189)</th>
<th>Women (n=963)</th>
<th>Men (n=226)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value, mean (SE; range)</td>
<td>Value, median (IQR)</td>
<td>Value, mean (SE; range)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>52.0 (3.3; 19.0-78.0)</td>
<td>50.0 (17.0)</td>
<td>48.4 (0.4; 19.0-78.0)</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>180.0 (10.0)</td>
<td>166.0 (8.0)</td>
<td>166.0 (2.0; 147.0-184.0)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>112.5 (30.2)</td>
<td>108.0 (26.2)</td>
<td>111.3 (0.7; 60.2-193.0)</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>40.2 (6.2; 26.3-78.7)</td>
<td>39.6 (8.3)</td>
<td>40.4 (2.2; 26.3-72.5)</td>
</tr>
</tbody>
</table>

### Mean and Categorical Weight Loss

The mean weight loss trajectory throughout the 12-month intervention period is shown in Figure 1A. At 12 months, the mean weight loss reached 4.6% (SE 0.5%) or 5.6 kg (SE 0.7 kg). The mean relative (%) and absolute (kg) weight losses at 3, 6, 9, and 12 months are shown in Multimedia Appendix 1, Table S5. Figure 1B shows the categorical weight loss at each time point. Among all participants who reached the 12-month time point by the data lock (n=173), 12.1% (n=21) lost 3% to 4.9%, 27.7% (n=48) lost 5% to 9.9%, and 15.6% (n=27) lost ≥10% of their baseline body weight. Altogether, 43.3% (n=75) of participants reaching the 12-month time point reported a clinically relevant weight loss of ≥5% of their initial weight.

At 12 months (n=173), the mean weight loss was similar in men (mean 5.4%, SE 1.4%) and women (mean 4.5%, SE 0.6%; Multimedia Appendix 1, Table S6). Participants aged <40 years achieved a weight loss (mean 4.3%, SE 1.2%) comparable with that of older individuals (mean 4.7%, SE 0.6%). Participants with a baseline BMI ≥40 kg/m² exhibited greater weight loss than those with a baseline BMI <40 kg/m² (mean 6.6%, SE 0.9% vs mean 3.2%, SE 0.5%; P=.02). Instead, patients with and without type 2 diabetes achieved similar weight loss rates (mean 5.3%, SE 1.2% vs mean 4.2%, SE 0.6%; P=.45, respectively). By the end of the intervention, patients who reported their body weight ≥4 times per month did not achieve statistically significantly greater weight loss (mean 5.9%, SE 1.1%) than those who reported a body weight <4 times per month (mean 4.2%, SE 0.6%; P=.09). However, at 3-, 6-, and 9-month time points, significantly greater weight loss was observed for patients who reported their body weights more frequently (P<.001).

### Interindividual Variation in Weight Loss Responses

In our attempt to delineate the interindividual variation in weight loss responses, we first plotted the last available observation from each participant, observing a wide range of weight changes, from −34.3% to +14.4% (Figure 2). Similarly, wide variations were observed at 3, 6, 9, and 12 months (Multimedia Appendix 1, Figure S1).

We next analyzed the variation in weight changes using a dynamic time-warping algorithm and hierarchical clustering. In this process, we identified 5 clusters into which participants could be divided based on their weight loss success (Figure 3).
The mean weight changes in each of the 5 weight loss clusters from baseline to 3, 6, 9, and 12 months are shown in Multimedia Appendix 1, Table S7. Those in cluster 1 (superresponders; n=93, 8% of the study population) lost weight rapidly and consistently until the end of the 12-month period. In this group, participants lost an average of 15.7% (SE 1.3%) of their baseline body weight at 12 months.

In cluster 2 (responders; n=208, 17.5% of the study population), participants lost weight rapidly during the first 3 months, after which the weight loss rate slowed down. In this group, the participants had lost an average of 6.1% (SE 0.3%) of their baseline body weight at 12 months.

In cluster 3 (moderate responders; n=332, 27.9% of the study population), participants exhibited a small and steady mean 12-month weight loss of 3.4% (SE 0.3%) of their baseline body weight.

In cluster 4 (nonresponders; n=384, 32.3% of the study population), neither significantly lost nor gained weight. In this group, participants had lost on average 0.1% (SE 0.2%) of their baseline body weight at 12 months.

In cluster 5 (gainers; n=172, 14.5% of the study population), participants slowly gained weight rather than losing it. In this group, participants gained on average 3.5% (SE 0.6%) of their baseline body weight at 12 months.

Across all participants, 53.2% (n=633) fell into the category of responders (clusters 1-3), 32.3% (n=384) represented nonresponders (cluster 4), and 14.5% (n=172) represented gainers (cluster 5).

Figure 2. Individual weight change (percentage from baseline) at the last available time point.

Figure 3. Clusters of study participants (N=1189) based on weight loss success trajectories. Individual weight loss patterns were clustered based on dynamic time-warping distance and agglomerative hierarchical clustering. Each colored line represents the weight change trajectory of a participant. The black line represents the average weight change in said cluster. Cluster 1, superresponders; cluster 2, responders; cluster 3, moderate responders; cluster 4, nonresponders; cluster 5, gainers.
Factors Explaining the Interindividual Variation in Weight Loss Response

To identify factors contributing to weight loss success, we analyzed whether the clusters differed according to age, sex, baseline BMI, concomitant diseases or medication use, or the frequency of weight entries. The clusters exhibited no statistically significant differences in age or sex (Multimedia Appendix 1, Table S8). Instead, a higher baseline BMI was associated with greater mean weight loss success ($P<.001$). Furthermore, greater mean weight loss was associated with more frequent weight entries ($P=.004$). In addition, the clusters differed only in relation to the number of medications ($P=.048$) but not in the medication groups and diseases (Multimedia Appendix 1, Table S9 and Figure S2).

Attrition

Finally, we analyzed the attrition rate and possible associated factors. The total dropout rate at 12 months was 29.1% ($n=346$; Multimedia Appendix 1, Figure S3). In addition, given the continuous recruitment, 56.6% ($n=689$) of participants had not yet reached the 12-month time point at the time of the data lock.

We found no significant differences in the baseline BMI (mean 41.0 kg/m$^2$, SE 0.4 kg/m$^2$ vs mean 40.4 kg/m$^2$, SE 0.2 kg/m$^2$; $P=.12$) or sex (272, 79% vs 691, 82% women; $P=.21$) between those who prematurely discontinued the program and those who remained continuously active (Multimedia Appendix 1, Table S10). Those discontinuing were younger (mean 47.2 years, SE 0.6 years vs 49.2 years, SE 0.4 years; $P=.01$) and made fewer monthly weight entries (mean 3.0, SE 0.1 entries/month vs mean 3.3, SE 0.1 entries per month; $P<.001$) compared with those who adhered. On the basis of their last reported body weight, most individuals who dropped out, clustered either as nonresponders or gainers (Multimedia Appendix 1, Figure S4).

Discussion

Principal Findings

The data collected in the novel web-based weight management program, HWC, offered a unique perspective of real-time obesity management in a large population of individuals with a wide age and BMI range. They also enabled us to identify subgroups of patients with different weight trajectories and trends in weight loss success. Furthermore, with a large number of included modules (including diet, physical activity, sleep, psychological factors, stress, and general health), the HWC program encompasses the multidisciplinary nature of clinical weight management with a long intervention time. Importantly, our patients, on average, presented with morbid obesity, with several comorbidities and the use of various medications. HWC is embedded into standard Finnish clinical care, and thus represents real-life clinical patient material. However, although the data collection was preplanned alongside the routine delivery of care, one needs to bear in mind that this real-life study has no control group.

We observed a mean weight loss of 4.6% (SE 0.5%) or 5.6 kg (SE 0.7 kg) at the 12-month time point. In a meta-analysis of 15 personalized eHealth studies, Lau et al [21] reported a 2.8 kg (range 2.0 kg-3.5 kg) greater mean weight loss in the eHealth intervention group than in the control group. Similarly, in a systematic review, a 2.4 kg higher weight loss was observed in traditional face-to-face treatments compared with no or minimal interventions [34]. In a previous Finnish randomized controlled trial, patients treated only via a web-based behavioral weight loss program lost on average 1.2% (range 0.3% to 2.2%) of their baseline body weight in 12 months, whereas the group treated via both the program and cognitive behavioral group therapy lost on average 3.5% (range 2.1% to 4.8%) of their baseline body weight [35]. In this real-life study, we did not have a control group, whereby we were unable to assess how a similar patient population to our study would have fared longitudinally without any treatment. On the basis of previous longitudinal studies, the BMI in Finnish cohorts tends to either increase [36] or remain stable [37] over time. Furthermore, in a Swedish Obese Subjects trial, where participants had a similar mean BMI (40.1 kg/m$^2$) as in our study, there was no weight change in the control group with usual care at the 12-month time point [38]. Thus, it seems likely that the mean 4.6% (SE 0.5%) weight loss we observed was a result of the HWC treatment. However, based on a previous randomized controlled trial [35], it is also possible that combining web-based treatment with face-to-face behavioral therapy would have been more effective than web-based treatment alone.

We identified 5 clusters based on weight loss success, when examining weight change trajectories, allowing us to explore characteristics predicting weight loss outcomes. The clusters were comparable in terms of age and sex. However, a higher baseline BMI was associated with greater weight loss success. We found no statistically significant differences in the number of comorbidities or medication groups among clusters, suggesting that medication use and comorbid diseases did not define features of weight loss success. Of note, cluster 1, which had the best weight loss success, also had the largest variability in the weight loss results, which is most likely because this cluster size was the smallest population. Moreover, this cluster had the highest baseline BMI values. The largest of the formed clusters, cluster 4, comprised individuals with no change in their body weight. Indeed, it is very typical that not all patients undergoing weight loss interventions are successful in losing weight [23,39]. Identifying individuals and the reasons for not responding would be important to better support these individuals in future interventions. Overall, 53.2% ($n=633$) of the participants fell into clusters 1 to 3, and thus experienced some weight loss. Moreover, the observed mean weight loss was 4.6% (SE 0.5%), which is comparable with or somewhat higher than that previously reported [21,34,35].

No difference in weight loss was observed between individuals with and those without type 2 diabetes. Interestingly, in previous weight loss studies, patients with diabetes exhibited poorer success than those without diabetes [40,41]. One reason might be that diabetes as a comorbidity can render weight loss more difficult and harder to maintain [40,42]. However, diabetes and its related comorbidities may result in greater adherence and motivation for weight loss [43]. Furthermore, these novel interactive approaches may be more engaging and empowering than traditional methods because web-based programs may...
enhance a feeling of self-control and accountability regarding one’s care [15]. We found that a higher number of weight entries was associated with greater weight loss, in agreement with previous findings [10,44,45]. We also found that those who dropped out made fewer weight entries to the program than did those who adhered. However, whether the number of entries attributes to success itself remains unclear. Success may make the program more rewarding, thus prompting a patient to log weights more frequently and engage more with the program. As for attrition, it is probable that individuals who fail to lose weight or experience any other benefits more readily drop out from the programs. In addition, discontinuing an intervention may also occur because the participants already met their personal goals before the targeted end date [17,46-48]. Understanding the nature of this relationship between success and the weight entry rate requires further investigation.

In the HWC program, we observed an attrition rate of 29.1% (n=346). Patients who dropped out were younger and more often belonged to the group that did not lose weight in the program. Retention and weight loss may be bidirectionally related to each other: patients retained in the program have more support for weight loss attempts, and better weight loss motivates them to remain active in the program. Overall, attrition may bias the outcome and should be considered when interpreting the results of the study. High attrition rates and decreasing engagement over time represent common features of both eHealth innovations and clinical face-to-face weight loss interventions [18-20]. This may be especially true in long-term interventions, such as this program. Similar to our study, the 2 eHealth platforms for weight management reported a 54% attrition rate in a clinical setting [35,46]. This is comparable with a traditional face-to-face clinic-based intervention, which also reported that 54% of patients discontinued [19]. Previous meta-analyses on eHealth-based weight loss interventions primarily focused on randomized controlled trials and determined average attrition rates close to 20% [6,10]. However, these rates might misrepresent attrition in real-life programs given inherent differences in, for example, participant demographics (ie, real clinical patients vs volunteers) and program design (ie, additional assessment sessions, participant retention strategies, and greater accountability). This study had several strengths and limitations. An important strength of this study lay in its reliance on a large sample of individuals with a broad age and BMI distribution. With a large number of reported comorbidities and medications, our data provided a realistic view of treating patients with obesity-related complications. Although using data from a real-life clinical setting offers a tangible and practical view of the web-based management of obesity, the program was not randomized and was thus lacking a control group. Subsequently, the study has low internal validity, and we are unable to determine the efficacy of the program compared with no treatment, face-to-face treatment, or any other comparison. We were also not able to study those patients who needed treatment for obesity but were not willing to participate in a web-based program and received a referral to HWC in the first place. In addition, as body weight was self-reported, the possibility of misreporting will need to be considered when interpreting the results. It should also be noted that the program comprises several components. On the basis of the current analyses, it is not possible to distinguish between the different treatment effects, dose responses, or mechanisms of change in these components. The current report describes the overall outcomes of this program. Finally, as is the case with most previous studies, our participants consisted predominantly of women and adults of middle age. Therefore, our conclusions are not fully generalizable to younger adults and men. Future research should focus on younger adults and men, in particular, and attempt to examine the effects and appeal of web-based programs. In addition, further investigation of the factors associated with successful weight loss and reasons for attrition would prove beneficial. For example, future studies should attempt to determine when attrition occurs because of reaching weight loss targets early instead of genuine nonuse. This would advance the development of targeted web-based programs tailored to specific patient subgroups.

**Conclusions**

In conclusion, HWC is a web-based method for the management of obesity in real-life clinical settings. During the 12-month treatment, the average weight loss was 4.6% (SE 0.5%) but varied widely. Specifically, baseline medication use, baseline health status, age, or sex was not significantly associated with weight loss in the HWC program. Further research is needed to understand the determinants of weight loss success.
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Abstract

Background: Participatory research methodologies can provide insight into the use of mobile health (mHealth) apps, cultural preferences and needs, and health literacy issues for racial and ethnic groups, such as African Americans and Hispanics who experience health disparities.

Objective: This methodological paper aims to describe a 1-year multi-method participatory research process that directly engaged English-speaking African American and bilingual or Spanish-speaking Hispanic adults in designing a prevention-focused, personalized mHealth, information-seeking smartphone app. We report design team participants’ experiences with the methods to show why our approach is valuable in producing apps that are more aligned with their needs.

Methods: Three design sessions were conducted to inform the iteration of a prevention-focused, personalized mHealth, information-seeking app. The research team led sessions with 2 community member design teams. Design team participants described their goals, motives, and interests regarding prevention information using different approaches, such as collage and card sorting (design session 1), interaction with the app prototype (design session 2), and rating of cultural appropriateness strategies (design session 3).

Results: Each design team had 5 to 6 participants: 2 to 3 male participants and 3 female participants aged between 30 and 76 years. Design team participants shared their likes and dislikes about the sessions and the overall experience of the design sessions. Both African American and Hispanic teams reported positive participation experience. The primary reasons included the opportunity for their views to be heard, collectively working together in the design process, having their apprehension about mHealth reduced, and an opportunity to increase their knowledge of how they could manage their health through mHealth. The feedback from each session informed the following design sessions and a community-engaged process. In addition, the specific findings for each design session informed the design of the app for both communities.

Conclusions: This multi-method participatory research process revealed 4 key lessons learned and recommendations for future research in mHealth app design for African Americans and Hispanics. Lesson 1—community partnerships are key because they provide the chain of trust that helps African American and Hispanic participants feel comfortable participating in app research. Lesson 2—community-based participatory research principles continue to yield promising results to engage these populations in mHealth research. Lesson 3—interactive design sessions uncover participants’ needs and development opportunities for mHealth tools. Lesson 4—multiple design sessions with different methods provide an in-depth understanding of participants’ mHealth needs and development opportunities.
preferences and needs. Future developers should consider these methods and lessons to ensure health apps in the marketplace contribute to eliminating health disparities and achieving health equity.

*(JMIR Form Res 2022;6(3):e26764) doi:10.2196/26764*
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**Introduction**

**Background**

Nationally representative data from the Pew Research Center survey and the Health Information National Trends Survey show that Hispanic and African American adults are more likely than their White counterparts to use smartphones to access health information [1-3]. Hispanic and African American adults use their smartphones to access the internet to search for health information, communicate with health care providers, manage medicines, and use decision support tools, thereby reducing health gaps [1-3]. Despite these new digital options for prevention and management, Hispanic and African American populations are more vulnerable to some of the most common and preventable causes of illness and disease, such as diabetes and heart disease [4,5]. A well-designed, prevention-focused mobile health (mHealth) app that provides credible, culturally appropriate, and easy-to-understand information and recommendations could help better inform these groups, increase information-seeking, and aid decision-making to help prevent or delay chronic diseases. Previous research suggests that intended app users will be more likely to use and benefit from a prevention app if they are informed by their own lived experiences as well as being based on theoretical and methodological approaches that explain health behaviors [6,7]. Such apps can provide examples to mHealth app developers, public health practitioners, and researchers who want to ensure these products help eliminate health disparities, address communication inequities, and achieve health equity which is as follows [8]:

*Is achieved when every person has the opportunity to ‘attain his or her full health potential’ and no one is ‘disadvantaged from achieving this potential’ because of social position or other socially determined circumstances.*

Limited health literacy may be a major barrier to mHealth app use, specifically among certain populations [9,10]. Healthy People 2030, the United States 10-year health objectives, define health literacy in both personal and organizational terms, and encompass not only comprehension of information but also seeking information and using it for decisions and actions [11]. According to the only nationally representative health literacy study of English-speaking adults in the United States, Hispanics and African Americans had lower average adequate health literacy than their White counterparts [11,12]. It is also important to consider how language is associated with health literacy in relation to the Hispanic population that prefers to speak Spanish or has limited English proficiency for health-related concerns. The National Assessment of Adult Literacy study also revealed that individuals who spoke only Spanish or a language other than English had lower averages of health literacy skills than those whose primary language was English [12]. As the Hispanic population has grown substantially over the past decade, it is imperative that apps are available in Spanish to address their health information needs [13].

Participatory research methods are used in several disciplines, and in mHealth development, these methods have been shown to have positive effects when intended users are part of app development and testing processes [6,14]. This method involves the intended users in the research design and implementation of the intervention, product, or program [15]. Methods to engage intended users in app design and development, such as user-centered design, are known and published in the trade and academic literatures [16-18]. User-centered methods can inform all stages of app development and help refine and update apps as they mature. These methodologies provide insights into the motivations and challenges that users face and can help reveal any special circumstances or requirements that racial and ethnic groups, such as African American and Hispanic adults, may have with mHealth app use when seeking health information to manage their health.

Participatory approaches are imperative to inform and guide research with marginalized communities that have experienced unethical research practices and to engage these communities in research that is not part of their everyday lived experiences. Community-based participatory research (CBPR) has been effective in engaging racial and ethnic groups as well as marginalized communities in the development of mHealth tools. Its success in mHealth is rooted in researchers establishing trust with community partners while collaboratively working on the product development and evaluation processes of the intended product [6,14,19,20]. This is critical when engaging communities who are historically and understandably suspicious of or reluctant to engage in research [21-24].

**Objectives**

This methodological paper aims to describe a 1-year multi-method participatory research process that directly engaged English-speaking African American and bilingual or Spanish-speaking Hispanic adults in designing a prevention-focused, personalized mHealth, information-seeking smartphone app. The research reported in this paper was phase 1 of a 4-year process to iteratively refine the field test and revise an app. The study is being conducted by a multidisciplinary team of health literacy, communication, health services, public health, and computer science researchers. The process and app are grounded in CBPR, user-centered design principles, and health literacy techniques. This paper describes (1) the participatory approach, (2) the design session process, (3) participant-reported experiences of the design sessions, and (4)
recommendations and lessons learned for future research in mHealth app design for African Americans, Hispanics, and other racial and ethnic groups with a disproportionate burden of health disparities. This paper provides new information about how to combine participatory methods from different intellectual traditions to better discover African American and Hispanic adult health app needs through co-design.

Methods

App Design Session Theoretical Underpinnings and Methodological Approach

CBPR principles, user-centered design, and health literacy techniques were our core methods. Understanding the challenges in finding African American and Hispanic adults who might be interested in a research study on an mHealth app, the research team applied several CBPR principles. These principles included (1) building on strengths and resources within the community, (2) promoting a colearning and empowering process that attends to social inequalities, and (3) disseminating findings and knowledge to the user [25]. The research team collaborated with 2 key community partners, a National Institutes of Health–designated Research Center of Excellence in Race, Ethnicity, and Health Disparities Research, and a Hispanic-serving community-based organization. These partners are part of a chain of trust in their local Hispanic and African American communities because of the engagement infrastructures they have built over time. By affiliating with these partners, we became part of the chain. Collaboration with the community partners included routine meetings to seek input in the recruitment and retention strategies, content of marketing materials, and input for the development of the design sessions to ensure an equitable participatory research learning process for the participants. In addition, the participant design sessions supported a co-learning and empowering process that attended to social inequalities by establishing a bidirectional communicative process between the participants and research team to learn how the communities’ needs can be better served. The research team practiced disseminating findings and knowledge to the user by continuously maintaining transparency in the research process and results throughout the study. To put the principles into practice for the app, the team applied user-centered and health literacy techniques.

Not only is a lack of community engagement a weakness in mHealth development but also many tools have been developed without a strong theoretical foundation. Our overall study combined the consumer information process (CIP) model and adult learning theory to inform information-seeking motivation and action [26,27]. The CIP and adult learning theories consider what motivates and engages adults in information-seeking and action. Adult learning theory posits that adults will invest in learning when they perceive a strong need to know. The theory’s key ideas about the importance of adults’ previous experience and their developmental stage were applied to inform app design and content. The CIP model’s core concept is individual processing capacity, and the model’s core assumption is that individuals are limited and intentional or goal-directed when they seek information and how much information they process [26]. These tenets align with health literacy research and its basic insight that people prefer relevant, easy-to-understand information that does not overwhelm them.

The CIP and adult learning theories and health literacy insights informed the choice of user-centered methods and the design session activities so that the team could develop an understanding of the motivations and interests of the participants in relation to health information-seeking through a prevention-focused mHealth app.

Background Work on an App Prototype Before the Design Sessions

Before receiving funding for the 4-year study and implementing the design sessions, the research team conducted a 6-month prefunding phase (year 0) that involved vetting the app concept and developing and programming an early-stage prototype. The core app content is from healthfinder.gov, an award-winning, federal consumer health information website available in English and Spanish that was designed based on health literacy principles [28]. The research team presented this to a community advisory group, the Maryland Community Research Advisory Board (MD-CRAB), to validate the app concept, receive general feedback on the prototype, and determine what amendments should be made before applying for research funding to support the phases shown in Figure 1. The MD-CRAB is a research advisory group established by the Maryland Center for Health Equity (M-CHE) at the University of Maryland School of Public Health. The MD-CRAB includes 22 members, most from the local African American and Hispanic communities, and they provide community insight and guidance to strengthen research and ensure the results of research benefit vulnerable populations, especially in African American and Hispanic populations.

The African American and Hispanic MD-CRAB members reported that they believed people such as themselves might be willing to use an app that provided (1) information specific to their medical concern, (2) an array of health information, (3) bilingual options, and (4) culturally tailored health information. We used this feedback to iterate the prototype and plan the research funding proposal. Once the study was funded in August...
2018, we planned and began implementing phase 1 design sessions.

**Design Session Participant Recruitment**

Between September 2018 and December 2018, the research team worked with 2 community partner organizations in Prince George’s and Montgomery Counties, Maryland, United States, to recruit English-speaking African American and bilingual or Spanish-speaking Hispanic adults. The organizations advised us on culturally tailored recruitment fliers. M-CHE led the African American recruitment, and the M-CHE Director asked the local barbers and stylists in the research community network in Prince George’s County, Maryland, United States, to share the fliers. Requests to share the fliers with church members were made to local African American churches. An African American research team member presented the project at local church meetings to recruit participants. The research team also tried recruiting at local, free, well-attended health services events by many African American and Hispanic community members. Community health workers at Community Health and Empowerment through Education and Research (CHEER), a nonprofit service provider for Hispanic residents in the Takoma Park, Maryland neighborhood, distributed fliers and asked their clients to volunteer for the study. Interested African American and Hispanic community members called the project telephone number and left a message for a bilingual research assistant who called back and screened callers in English or Spanish to see if they met the study criteria. The goal was to recruit 1 group of African American adults and 1 group of bilingual or Spanish-speaking Hispanic adults who would commit to attending multiple design sessions over several months.

We screened participants based on race and ethnicity, age, sex, education, smartphone access, information-seeking habits, and willingness to participate in multiple sessions. Participants had to self-identify as African American or Hispanic or Latino and aged ≥18 years. We aimed for an equal distribution of self-identified male and female participants. As healthfinder.gov, the app’s core content, is designed to be useful for adults with low health literacy, we were interested in working with community members with low health literacy and low health information-seeking habits. We screened participants to identify those who had no more than 2 years of community or technical college, had a smartphone or were willing to learn to use one, and answered questions that indicated they were a low to medium health information seeker and had low health literacy based on questions from the Health Information National Trends Survey [29]. Those who met the recruitment criteria were scheduled for the initial African American or Hispanic design sessions.

**Design Session Planning**

The research team wrote the moderators’ guides in English that the bilingual research assistants translated into Spanish. The guides provided informed consent, followed by open-ended questions and tasks specific to the design sessions. The purpose of the sessions was to confirm the basic structure of the prototype app and solicit intended user ideas and feedback for a revised app with additional content, features, and functions. We asked the same questions of the African American adults (in English) and Hispanic adults (in Spanish). A sample moderator’s guide in English is available for review in the Multimedia Appendix 1. We scheduled the African American Study Director to lead the African American sessions and either a CHEER community health worker or a Hispanic bilingual research assistant to lead the Hispanic sessions in Spanish. We audio recorded each session and scheduled at least one bilingual or English-speaking research assistant to take notes during each session, depending on the session (English or Spanish). The design sessions were held on Saturdays at a local church for African American participants and evenings at the CHEER offices, a Hispanic-serving community-based organization, to make them convenient for participants based on their availability and preferences. Building trust and comfort between ourselves and participants was why we chose to hold the 3 sessions with the same 2 groups of participants. Participants were offered a gift card for US $25 for each session attended and an additional remuneration of US $25 if they completed all 3 sessions.

**Ethics Approval**

Each design session received approval from the University of Maryland Institutional Review Board (approval numbers 1292902-1, 1388156-1, and 1430335-1), and all project team members completed the Collaborative Institutional Training Initiative training for human subjects research before engaging with participants.

**Design Session Procedures**

User-center design methods engage the intended users of a product or service at different stages of design and testing processes to ensure maximum usability [30,31]. Our community partner organizations told us that although many community members have smartphones, they might not know much about how to download and use apps. In addition, we did not know how comfortable participants would be sharing information about their health experiences, beliefs, and technology use. As we were also applying CBPR and health literacy principles in how we engaged with participants, we chose methods to allow participants to draw on what was familiar to them and become comfortable talking about health topics and smartphone apps. We used hands-on activities and plain language in our study materials and design discussions to help participants fully understand and share the design process. To minimize any literacy challenges, we read aloud written materials, such as informed consent materials, written directions, or information on screens. During the 3 design sessions, we wanted participants to think broadly about their health and describe their goals, motives, and interests regarding prevention information using different approaches: (1) collage and card sorting (design session 1), (2) interaction with the app prototype (design session 2), and (3) rating of cultural appropriateness strategies (design session 3; Figure 2). In addition, participants could share their likes and dislikes about the sessions and the overall experience of the design sessions. We followed the same process as our separate African American and Hispanic groups for each design session.
Design Session 1 Process

The goal of design session 1 was to learn participants’ meanings and interpretations of health, prevention, and management, and the collage and card sorting activities involved participants creatively expressing their ideas, thoughts, interests, and desires about health generally and their health specifically. Collages are a make tool for people to create artifacts and express unspoken feelings and emotional states [32]. Participants were provided with tools such as poster board, colored pencils, markers, and printed images of people and activities that allowed them to create collages to explain what prevention meant to them, describe their present health, express their health values, and what they desired for their health in the future. Each participant had 30 minutes to create their own collage, and then the group spent 30 minutes on a walking tour so that each participant could tell the story of their collage to the group. The 1-hour card sorting activity allowed participants to have a tangible task to discuss prevention topics, which can be abstract for many people, and took advantage of in-depth group discussion to learn about participants’ thoughts about the cards presented to them [33]. The card sorting activity involved each participant individually receiving a card stack on a group of health topics. The topic groups were healthy behaviors such as physical activity and healthy eating; preventive screenings and vaccinations, such as blood pressure checks or annual flu shots; and managing chronic conditions, such as chronic back pain or diabetes. We asked participants if they had questions about the terms on the cards and to talk aloud for 10 to 15 minutes about what the topics meant to them.

At the end of the discussion, we asked them to choose 2 to 3 cards that were most relevant to them. We repeated this process for round 2 with preventive screenings and vaccinations. For round 3, we asked them to look at 5 chronic disease cards and tell us the first thing they thought of. At the end of the session, we collected the collages and stacks of the sorted cards for analysis. The research assistants summarized the recordings and their session notes and organized responses by discussion questions in spreadsheets. The research team members who attended the session, which included the principal investigator (PI) and the study director, debriefed, examined the collages for similarities and differences, and reviewed participants’ comments by question. The PI and study director discussed the collages and participants’ comments and recommended app changes to the full research team, who collectively decided what to revise before design session 2.

Design Session 2 Process

The goal of design session 2 was to learn how participants navigated the app prototype, and the session involved participants interacting with the revised prototype app and providing input on the interface, functions, and overall look and feel. A key step in user-centered design is to provide prototypes to a small number of intended users to try real-world tasks and scenarios [30]. Our participant groups included people with vision or literacy challenges; so, at the session sites we set up full-size computer monitors and connected a smartphone with the app to display the app screens for easier readability. The participant, research team facilitator, and research assistant sat around the monitor, and then the participant held the smartphone to complete the tasks while being observed. We read aloud the directions and information. We video recorded each session, and the research assistant took notes. Participants had 4 tasks to complete: (1) review the introductory content of the app that describes the app purpose, (2) perform a nonpersonalized health information search in the app, (3) perform a basic personalized health information search in the app entering data about their age, sex, and pregnancy status, and (4) create a personalized profile with demographic and health information data. We asked them to talk aloud while they did the tasks and explain what they were doing and thinking. The research assistants summarized the recordings and notes of participants and questions in spreadsheets. The PI and the study director, who were present during the testing, reviewed the responses and recommended app changes to the full research team for discussion and implementation decisions.
Design Session 3 Process

Knowing and including culturally appropriate references is a key tenant of effective health communication practice, which can also be applied to digital health tools [34,35]. The goal of design session 3 was to learn design team participants’ cultural preferences and needs in relation to health, and we explored culturally appropriate strategies reported in the literature that are necessary for relevant and useful health information and messages [34,36]. On the basis of comments and suggestions from design sessions 1 and 2 as well as the literature on culturally tailored strategies, the research team developed a packet of activities that asked participants to evaluate the different strategies: (1) cultural appropriateness appearance, (2) evidence of health issues specific to African Americans and Hispanics, (3) specific language and linguistic content, and (4) sociocultural values and characteristics. For the appearance evaluation task, for example, the packet included possible images for the app, and for evidence, examples of health statistics relevant to either African American or Hispanic adults. The research team discussed each strategy with participants. This session also involved participants viewing and ranking their interest in web content and tools, such as a health services locator, nutrition planner, medication information source, and an air quality tracker, that the research team was considering for the final app. These activities provided further understanding of what the participants would like to integrate in the app to increase and motivate engagement.

The research assistants summarized the audio recordings and their written notes on the spreadsheets. The PI and the study director summarized the discussions for the full research team, and the team reviewed participants’ app content addition preferences. The research team convened the design groups in a separate final community member report-back meeting. The research team shared the revised app with the design session participants so they could see how their input manifested itself in the app. This was a report-back and a user validation session, not data collection, to close the loop with our community so they could see how their input manifested itself in the app. This was a report-back and a user validation session, not data collection, to close the loop with our community.

Process for How Design Session Data Informed the App

Each session was audio or video recorded, and sometimes both depending on the type of session, and transcribed and the Spanish-speaking sessions were translated into English by bilingual research assistants on the team. Data collected from each session were entered into spreadsheets and categorized based on the design session discussion guide questions. The input from each design session informed the app development and was organized according to the (1) changes to the existing prototype to make it more attractive, easier to use, and relevant; (2) missing features that participants felt would motivate their app use and continued engagement; (3) suggestions on how to present and explain the importance of preventing illness and disease; and (4) suggestions on how to explain the personalization features, such as personal and family health history information and goal-setting. The analysis of the data from each design session is not included in this paper, as the intent of this methodological paper is to propose and discuss the multi-method co-design process we used. This paper provides the feedback from the design session team participants’ on their experiences participating in the overall design process. Participant feedback was provided informally during each design session.

Results

Design Session Recruitment and Attendance

The M-CHE recruitment efforts at one local African American church resulted in 6 English-speaking African American adults, and the CHEER outreach produced 5 bilingual or Spanish-speaking Hispanic adults participating in the sessions (Table 1). The racial, ethnic, and sex distributions were 3 African American women, 3 African American men, 3 Hispanic women, and 2 Hispanic men. Participants’ were aged between 30 and 76 years. Three design sessions and a report-back in English for African American participants and 3 design sessions and a report-back in Spanish for Hispanic participants occurred between December 2018 and May 2019. The groups were conducted separately to allow each group to communicate in their preferred language. Each design session lasted 2 to 3 hours. Although we held the sessions at the local church or CHEER office, participant attendance varied by session, sometimes resulting in 5 to 6 participants attending.

Table 1. Design session participant demographics (n=11).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>African American participants (n=6)</th>
<th>Hispanic participants (n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), range</td>
<td>30-76</td>
<td>35-76</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3 (50)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Female</td>
<td>3 (50)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Total number of participants (design session 1), n (%)</td>
<td>6 (100)</td>
<td>5 (100)</td>
</tr>
<tr>
<td>Total number of participants (design session 2), n (%)</td>
<td>5 (84)</td>
<td>5 (100)</td>
</tr>
<tr>
<td>Total number of participants (design session 3), n (%)</td>
<td>5 (84)</td>
<td>5 (100)</td>
</tr>
</tbody>
</table>
Design Session Participant Experiences

Overview
Both African American and Hispanic design team members reported a positive participation experience. The primary reasons for their experiences included (1) the opportunity for their views to be heard, (2) collectively working together in the design process, (3) having their apprehension about mHealth reduced, and (4) an opportunity to increase their knowledge of how they could manage their health through mHealth. This feedback informed us about how we approached each design session and how we engaged the participants. In addition, the specific findings for each design session (not reported in this methodology paper) informed the design of the app for both communities.

Reason 1: Opportunity for Their Views to Be Heard
Both African American and Hispanic participants said that having their perspectives heard was important. Hispanic participants reported the following:

*I like that you take our views and perspectives into account as elders and facilitate access to cell phone research.*

*I appreciate very much that you are taking all of us into account.*

Reason 2: Collectively Working Together in the Design Process
African American participants reported the following: “I agree with everyone but I think the gathering, us networking, being able to share our experiences, being able to talk about ourselves openly and not being judgmental about what somebody else is going through.”

This quote also reflected another reason for participants’ positive experiences, as it reflects their appreciation of working together in the design process. Participants felt valued and respected, resulting in comfortably sharing their honest opinions with one another and the research team about what they thought of the app. Another participant reported the following: “In regards to the app I think that it is actually a good tool that we are part of and that you guys are trying to put out there for people to have more knowledge and have more control of their health.”

In addition, an African American participant inquired how the research team established a relationship with the community to conduct this research, and we explained how the community partnerships connected us to the participants. The participant responded by saying the following:

*I think that this is a good thing because we really don’t have enough of that [research] and with so much going on...we need to do research...*

Reason 3: Having Their Apprehension About mHealth Reduced
The third reason for the participants’ positive experience with using the app was the reduced apprehension about mHealth. An African American participant reported the following:

You guys explaining everything to me. My vision is bad and I suffer sometimes when I’m looking at things. But you guys made it easy for me by assisting me, I’ve kind of understood and I’m not lost. At first I was concerned because I thought, ‘Oh gosh, I’m going to sit here and be lost. I’m not going to be able to see this...etc.’ But you guys made sure that I’m comfortable, I’m not intimidated...

This particular participant reported apprehension while using mHealth technologies but wanted to be involved in the study to learn how to use the technology and overcome their fear. Their comment also provided insight into the app function that needed to be adjusted based on physiological abilities.

Reason 4: An Opportunity to Increase Their Knowledge of How They Could Manage Their Health through mHealth
Finally, the other positive experience participants reported was an opportunity to increase their knowledge of how they could manage their health through mHealth. A Hispanic participant stated the following:

*I like what they (the research team) are doing (the session) at the University of Maryland for the Hispanic community. There are many times that they (Hispanic community) don’t find or don’t know that a stomach ache or something simple can become something chronic. I like it [the app] a lot.*

African American participants reported the following:

*That’s what I got out of it. The app enables you to take care of yourself.*

Discussion

Principal Findings

Overview
Our study design aimed to create a positive app development experience for a small group of English-speaking African American and Spanish-speaking Hispanic adults and generate rich data to inform an app development project. The mHealth literature reports the importance of community participation and user-centered design, and participants’ responses to the research methods reported in this paper confirm these strategies. However, this study went further than others in applying health literacy principles at every step of the mHealth design process—from recruitment of participants to selection of app content, feature design, and the report-back process. Our study provides 4 key lessons and recommendations in mHealth Design for racial and ethnic groups with health disparities [37,38].

Lesson 1: Community Partnerships Are Key in Engaging Racial and Ethnic Groups With a Disproportionate Burden of Health Disparities in mHealth App Development Research
The research team in collaboration with the community partner organizations was able to successfully recruit and retain the necessary number of participants over a 6-month design session series. We tapped into the chain of trust that our community
partners had with the intended app users. The research team remained connected with the community partner organizations to discuss strategies to engage Hispanics and African Americans in the research process and app design. For example, when the research team and community partners were initially designing recruitment materials (ie, fliers and recruitment screening tools), both community partners stated that one standard flier for both groups would not be effective. On the basis of their experience with the local community members, the African American flier required a message stating how their community would benefit from the technology if they participated. The community partner stated that African Americans are constantly bombarded with negative statistics and information about their community, and they want to hear information framed as gains rather than losses (eg, what we will gain if we participate). The Hispanic community partner advised us to frame their recruitment message as both the gains and losses of healthier lifestyle adoption (eg, our community can gain new information and will lose out if we do not participate). Similar input informed design session moderator guides and session materials. Discussions with community partners also revealed similarities in how African American and Hispanic participants would prefer to engage in design sessions as it relates to the type of materials used, topics discussed, and technology preferences. The constant feedback and support from the community partners helped create an engaging design session environment that produced the positive and transparent participant experiences reported. We were able to apply cultural tailoring not only to the app but also in the development of the design sessions. Routine interaction and feedback with the community partners assisted us in navigating and avoiding potential pitfalls that might have occurred had we not established the collaboration.

**Lesson 2: Application of CBPR Principles Continues to Yield Promising Results When Engaging Racial and Ethnic Groups With a Disproportionate Burden of Health Disparities in mHealth Research**

Owing to the equitable and colearning environment that CBPR brings to the research environment, people are more likely to see value in participating in the research process because they see how their input is valued while also gaining additional information and resources. Several participants stated they appreciated that they had the opportunity to share their input about a product intended for them. A large body of literature demonstrates the benefits of applying some or all of the CBPR principles when engaging community members in research [39-41]. CBPR is also being applied specifically in mHealth app development and encouraged by other mHealth and public health researchers and developers [6,14,42,43].

**Lesson 3: Interactive Design Sessions Allow Individuals to Uncover Their Needs and Opportunities for the mHealth Tool Being Developed**

Several of the design session participants reported that participating in the sessions increased their awareness of health issues and the need for an mHealth information-seeking app. When presented with the prototype app for review, several reported not knowing that this information was or could be available to them and also stated how helpful it would be for themselves and others they know. Adult learning theory posits that adults will invest in learning when they perceive a strong need to know, and an mHealth information-seeking app can be the prompt. The team’s design approach provides a tangible method that allows participants to uncover their needs and opportunities for the mHealth tool. It allows participants to manipulate something and discover something new in the process.

**Lesson 4: Sustained Design Sessions Using Multiple Approaches Can Provide an In-depth Understanding in mHealth Preferences and Needs in Appearance, Function, and Content**

Participants had the opportunity to provide their views about health and its relationship to information-seeking through various methods. These types of approaches aid developers and help them avoid unnecessary and potentially biased errors in the development process [6]. The use of design sessions that built on each other (eg, collaging, card sorting, user–app interaction, and cultural appropriateness strategies) allowed the research team and participants to learn about each other and develop a deeper understanding of what motivates and maintains engagement in mHealth apps among health disparity populations.

**Strengths and Limitations**

Two of our study’s strengths focus on health literacy issues for smartphone app design and language access for people who prefer health information in languages other than English. Excluding higher education and information-seeking participants extended recruitment because many people who expressed interest did not meet these 2 criteria. However, we felt it was important to work with participants with limited health literacy and design an app for their needs that would likely work well for others with higher health literacy [28]. Working with English- and Spanish-speaking groups in parallel allowed us to see cultural and language similarities and differences in how groups might vary in app use, although we did not set the goal of conducting an explicit comparative study.

The extended engagement over 4 sessions with the same group of African American and Hispanic adults is also a strength of our study. We were able to use multiple methods to collect participant insights on different app design issues, and our participants informed our decisions at different development stages and experienced app development along with the research team. Furthermore, our app developers attended many design sessions, and they could visualize and hear participants in their own words, which kept them grounded in our participants’ lived experiences.

Having participants participate in real-time app development also had its limitations. They could not experience the app in its fully functional form as we were learning and prototyping based on their input. The research team continued to iterate the app for several months after the design sessions concluded. One key feature of the app, a personalization algorithm, was added during the final development phase. We described the algorithm and personalization of the participants, but they could not try it in real time.
Although our design groups had a typical number of participants (5 to 6) for these types of user-centered design studies, a limitation is the small number of participants, as they cannot represent the needs, experiences, and perspectives of all African American and Hispanic smartphone users. However, the multiple design sessions with the same participants performing concrete tasks allowed them to provide detailed information not available through other methods. As other researchers note, user-centered methods have high information yields and rich data [37].

Conclusions

Our study contributes to the small and growing literature on the involvement of marginalized groups in mHealth design and evaluation. Although health literacy and language access issues are cited as barriers to some groups’ engagement with mHealth, our project shows how careful attention to these issues can be incorporated into standard user-centered methods and CBPR principles. Participants’ comments about how much they appreciated the sessions and the chance to engage with mHealth tools on their own terms validates our approach.
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Abstract

Background: The prolonged COVID-19 pandemic has affected mental health among workers. Psychoeducational intervention via a website could be effective for primary prevention of mental illness among workers in the current COVID-19 pandemic.

Objective: The aim of this randomized controlled trial is to examine the effect of a newly developed online psychoeducational website named Imacoco Care on reducing psychological distress and fear about COVID-19 infection among workers.

Methods: Participants in the study were recruited from registered members of a web survey company in Japan. Participants who fulfilled the eligibility criteria were randomly allocated to the intervention or control group. Participants in the intervention group were invited to access the Imacoco Care program within a month after the baseline survey. The Kessler Psychological Distress Scale (K6) and the Fear of COVID-19 Scale (FCV-19S) scores were obtained at baseline and at 1- and 3-month follow-ups.

Results: A total of 1200 workers were randomly allocated to the intervention and control groups (n=600 [50%] per group). The Imacoco Care intervention group showed a significant favorable effect on K6 scores (P=.03) with a small effect size (ES; Cohen d=–0.14) and an adverse effect on FCV-19S scores (P=.01) with a small ES (Cohen d=0.16) at 3-month follow-up. In the per protocol analysis (including only participants who had read the Imacoco Care content at least 1 time), the Imacoco Care intervention group also showed a significant favorable effect on reducing K6 scores (P=.03), while an adverse effect on FCV-19S scores was not significant (P=.06) in the intervention group at 3-month follow-up.

Conclusions: A web-based psychoeducation approach may be effective for improving psychological distress among workers; however, it may be important not only to distribute information but also to encourage active engagement with the content of the program to prevent adverse effects of psychoeducational intervention.

Trial Registration: University Hospital Medical Information Network Clinical Trials Registry (UMIN-CTR) UMIN000042556; https://upload.umin.ac.jp/cgi-open-bin/ctr_e/ctr_view.cgi?recptno=R000048548

(JMIR Form Res 2022;6(3):e33883) doi:10.2196/33883
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Introduction

Background

The prolonged COVID-19 pandemic has affected the mental health not only of essential health care workers [1-5] but also of other workers (ie, non-health-care) [6,7]. Previous studies have reported a high prevalence of depression (34.6%), anxiety (42.3%), and psychological distress (65.1%) among workers [6,7], as well as a decline in the health-related quality of life [8] during the COVID-19 pandemic. Providing effective primary prevention stress management interventions is essential for protecting and promoting the mental health of workers during the prolonged COVID-19 pandemic [9].

Psychoeducational intervention is 1 of the effective treatments for primary prevention of mental health problems in the working population. A recent systematic review aiming to identify and summarize interventions for dealing with mental health issues of health care workers during infectious disease outbreaks, including COVID-19, reported that emotional and psychological intervention, including psychoeducation, is an important approach [10], especially since the 2000s, online-delivered psychoeducational interventions have received much attention. A recent meta-analysis reported that online psychological and psychoeducational interventions, which are mainly based on the principle of cognitive behavioral therapy (CBT), have a significant small effect (pooled standardized mean difference [SMD] –0.26) on reducing depressive symptoms in nondepressed and varied populations, with a moderate quality of evidence [11]. One of the effective online formats for delivering psychoeducational information is a website. Some previous studies before the COVID-19 pandemic have reported that psychoeducation websites significantly improved depressive symptoms among community residents with elevated depressive symptoms [12] and workers who visited a mental health specialist in the past month at baseline [13]. Psychoeducational intervention via a website could also be effective for primary prevention among workers in the current COVID-19 pandemic.

Although online/website-based psychoeducational intervention may be promising for improving the mental health of workers in the COVID-19 pandemic, only a few randomized controlled trials (RCTs) have been conducted during the COVID-19 pandemic. Regarding studies targeting community residents, 2 RCTs applying CBT-based intervention among people with elevated mental symptoms showed favorable effects on mental health outcomes [14,15], while another RCT applying low-intensity online mindfulness-based intervention in the general population could not find a significant effect on any outcomes [16]. In the working population, only 1 study focusing on health care workers who had provided direct face-to-face health care to patients with a diagnosis of infection with COVID-19 was conducted during the COVID-19 pandemic [17]. This RCT reported that a self-guided CBT and mindfulness-based mobile health intervention (the PsyCovidApp) significantly improved overall mental symptoms (total score of depression, anxiety, and stress) among health care workers who used psychotropic medications (SMD –0.29) or received psychotherapy (SMD –0.25) at baseline, while there was no significant intervention effect among the whole sample [17]. Developing an effective online psychoeducational intervention and examining its effect on promoting mental health are needed for workers during the COVID-19 pandemic. Although demonstrating the efficacy of such a cost-effective psychoeducation website would be beneficial, there is no other RCT aiming to examine the effect of a psychoeducational website on improving mental health problems in the working population in the current COVID-19 pandemic. Therefore, a further RCT is needed to examine the effect of psychoeducational intervention in a sample of workers.

Objective

The aims of this study were to examine the effect of a newly developed self-guided, low-intensity, and easy-to-disseminate psychoeducational website named Imacoco Care on improving mental health (ie, reducing psychological distress and fear about COVID-19 infection) among workers, using an RCT design.

The hypotheses in this study were as follows: (1) Imacoco Care would reduce psychological distress as the primary outcome among workers, and (2) Imacoco Care would reduce fear about COVID-19 as the secondary outcome among workers.

Methods

Trial Design

This study was an RCT. The allocation ratio of the intervention group to the control group was 1:1. The study protocol was registered at the University Hospital Medical Information Network Clinical Trials Registry (UMIN000042556). This paper was reported according to the Consolidated Standards of Reporting Trials (CONSORT) guidelines [18,19].

Ethical Considerations

The Research Ethics Review Board of the Graduate School of Medicine and Faculty of Medicine, University of Tokyo, approved the study procedures (number 3083-6).

Participants

Participants in this study were recruited from registered members of a web survey company in Japan (Rakuten Insight, Inc [20]). Over 2 million members are registered in this company. Of those, 10,000 adult workers who were potentially eligible for the study were randomly selected. These candidates received a URL of a webpage that included detailed information about the study. The aims and procedures of the study were fully explained on the webpage. Participants were asked to click the Agree button to show their consent to participate in the study; then they proceeded to the baseline questionnaire page. Written consent was not required by the National Ethical Guidelines for Epidemiologic Research, Japan; the Research
Ethics Review Board of the Graduate School of Medicine and Faculty of Medicine, University of Tokyo, approved this procedure for obtaining participants’ consent.

**Eligibility Criteria of This Study**

The inclusion criteria of this study were (1) adults (over 20 years old) and (2) full-time employees. The exclusion criteria were (1) having 15 sick leave days or more during the past 3 months, (2) having consultations with mental health professionals during the past month, and (3) having participated in this intervention program in the past.

**Intervention Program: Imacoco Care**

Imacoco Care is a newly developed self-guided psychoeducation website-based program for providing information about coping with stress or problems under the conditions of the COVID-19 pandemic [21]. Imacoco Care provides information for managing stress and maintaining mental health among people staying at home under the state of emergency. The content is mainly composed of text, illustrations, video, and audio narration. There are about 30 pages in total, with around 1000 Japanese characters (500 words in English) per page. All content is explained in plain language, easy to understand for most workers, and does not presume prior knowledge of stress management.

Imacoco Care provides information about evidence-based psychological interventions for psychological distress (see Table 1), and the website can be accessed anywhere the internet is available. All of the Imacoco Care content was developed by the authors. Recent studies focusing on mental health among workers in the COVID-19 pandemic have reported that psychological/physical interventions, such as mindfulness, CBT-based psychoeducation, and physical activity, could improve mental health problems during the COVID-19 pandemic [14,22,23]. Details of the content included on the Imacoco Care website are listed in Table 1.

**Table 1. Overview of the content of the Imacoco Care website.**

<table>
<thead>
<tr>
<th>Modules</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness</td>
<td>This module provides information about the benefits of mindfulness and how to engage in it with easy-to-understand audio and video.</td>
</tr>
<tr>
<td>Behavioral activation (BA)</td>
<td>This module introduces how to relate behaviors/actions to feelings, how to maintain mental energy, and how to perform activities that lead to good feelings.</td>
</tr>
<tr>
<td>Physical activity</td>
<td>This module provides knowledge and tips for leading an active life while people are asked to stay at home, being properly aware of the spread of the new coronavirus.</td>
</tr>
<tr>
<td>Sleep education</td>
<td>This module provides information about how to regulate the sleep rhythm without using medication.</td>
</tr>
<tr>
<td>Tips for working from home</td>
<td>This module provides tips to make telecommuting (working from home) a little more comfortable.</td>
</tr>
<tr>
<td>Coping with the stress about COVID-19</td>
<td>This module provides stress management tips that can be practiced in daily life.</td>
</tr>
</tbody>
</table>

**Mindfulness**

An operational definition of mindfulness is “the awareness that emerges through paying attention on purpose, in the present moment, and nonjudgmentally to the unfolding of experience moment by moment” [24]. A previous meta-analysis reported that mindfulness meditation programs yielded moderate evidence of improved anxiety (effect size [ES]=0.38 at 8 weeks and 0.22 at 3-6 months) and depression (ES=0.30 at 8 weeks and 0.23 at 3-6 months) [25]. Imacoco Care provides information about the benefits of mindfulness and how to engage in it in the following lessons, with easy-to-understand audio and video: (1) For When You Feel Uncomfortable—an Introduction to Mindfulness; (2) The BodyRelates to Our Feelings—Using mindfulness to Pay Attention to the Sensations of the Body; (3) Mindfulness by Narrating Like a Live Broadcast; (4) Mindful Eating; and (5) Self-Compassion Exercises to Calm Painful Feelings [26].

**Behavioral Activation**

Behavioral activation (BA), one of the most readily applied techniques in CBT, is a process to increase pleasurable and rewarding activities using behavioral strategies, such as activity scheduling [27]. A previous meta-analysis showed that CBT including BA could significantly reduce the risk of the onset of major depression (incidence rate ratio=0.62) [28]. Imacoco Care introduces how to relate behaviors/actions to feelings, how to maintain mental energy, and which activities lead to good feelings in the following lessons: (1) Tips for Keeping Your Mind Energized During Difficult Daily Life, (2) The Relationship Between What You Do or Don’t Do and Your Feelings, (3) Reflecting on Your Life Patterns, (4) Think of a “Safe Activity” That Doesn’t Fit Into the “Three Cs” (Crowded Places, Close Contact, Confined and Enclosed Spaces), (5) Let’s Make Your Action Plan!, and (6) Reflections: Tips for Acting to Keep Energy in Your Life.

**Physical Activity**

Physical activity is defined as any bodily movement produced by skeletal muscles that requires energy expenditure, which encompasses moderate-vigorous exercise and lower-intensity walking [29]. A previous meta-analysis showed that physical activity reduced depression by a medium effect (SMD –0.50) and anxiety by a small effect (SMD –0.38) [30]. Doing physical activity is also recommended during the COVID-19 outbreak [31]. Imacoco Care provides knowledge and tips for leading an active life while people are asked to stay at home and being properly aware of the spread of the new coronavirus, in the following lessons: (1) Physical Activity for Mental Health—Introduction; (2) Let’s Find a Physical Activity That Suits You—for Beginners; and (3) Let’s Find a Physical Activity That Suits You—for Advanced Learners.
Sleep Education
Some studies have shown that sleep problems or insomnia were detected in around 35% of participants (ie, community residents or health care workers) during the COVID-19 pandemic [32,33]. CBT for insomnia (CBT-I) is one of the effective treatments for improving sleep problems, and it is recommended as the first-choice treatment for insomnia in the COVID-19 outbreak [34]. Imacoco Care provides information about how to regulate the sleep rhythm without using medication in the following lessons: (1) Psychological Advice for Those Whose Sleep Cycle Has Become Worse and (2) Life Tips to Try When You Can’t Sleep.

Tips for Working From Home
Previous literature reviews have reported that the effects of working at home are inconsistent and might depend on various factors, such as demands of the home environment, the level of organizational support, and social connections external to work, among others [35]. This module provides some tips to make telecommuting (working from home) a little more comfortable, such as ergonomic tips when teleworking, keeping the time of the lunch break, getting fresh air, stretching and exercising, and keys for effective communication [36,37].

Coping With the Stress About COVID-19
This module provides stress management tips that can be practiced in daily life, including (1) prioritize personal hygiene (preventive measures), (2) stay connected with others, (3) keep a healthy lifestyle, (4) use psychological coping strategies (eg, mindfulness), (5) limit media consumption, and (6) prevent stigma and discrimination [36,38].

Intervention Group
Immediately after the baseline survey, participants in the intervention group were invited to access Imacoco Care and requested to view Imacoco Care within 1 month after the baseline survey. During this period, the participants received a reminder email twice (1 week after the baseline survey and 1 week before the 1-month follow-up survey).

Control Group
Participants in the control group were only asked to complete the baseline and follow-up surveys. They were not invited to the Imacoco Care website, but they were not restricted from accessing any other information or service as treatment as usual (TAU).

Outcome Measures
All outcomes were measured using a web-based self-report questionnaire at baseline, 1-month follow-up, and 3-month follow-up.

Primary Outcomes
Psychological Distress
The Kessler Psychological Distress Scale (K6) consists of 6 items assessing the frequency with which participants experience symptoms of psychological distress during the past 30 days [39,40]. The response options range from 0 (none of the time) to 4 (all the time). The internal reliability and validity found in previous studies are acceptable [39].

Fear of COVID-19 Infection
The Fear of COVID-19 Scale (FCV-19S) consists of 7 items assessing the fear of COVID-19 [41,42]. The response options range from 1 (strongly disagree) to 5 (strongly agree), with total scores ranging from 7 to 35. The higher the score, the greater the fear of COVID-19. The internal reliability and validity found in previous studies are acceptable [43].

Process Evaluation
Implementation Aspects of the Intervention Program, the Number of Views, and Progress in Learning About Imacoco Care
The Implementation Outcome Scale for Digital Mental Health (iOSDMH) for users was used to assess the implementation aspects of Imacoco Care [44]. The iOSDMH for users consists of 19 items assessing acceptability (3 items), appropriateness (4 items), feasibility (6 items), satisfaction (1 item), and harm (5 items). The response options range from 1 (disagree) to 4 (agree). The number of views was evaluated by using 1 item: “How many times did you view Imacoco Care during the past month?” There were 4 response options (never, once, twice, and 3/4 times or more). This scale was originally developed and has not yet been validated. To assess progress in learning about each of the 6 modules of Imacoco Care, participants in the intervention group were also asked, “Have you read and tried each content of Imacoco Care?” There were 3 response options (have not read, only read, and read and tried). This scale was also originally developed and has not yet been validated. These questions were asked of only participants in the intervention group in the 1-month follow-up survey.

Contamination of Information
To evaluate the degree of contamination of information, the control group participants were asked the following question in 1- and 3-month follow-up surveys: “During the past, have you ever viewed a website named Imacoco Care?” There were 4 response options (none, once, twice, and 3/4 times or more). This scale was originally developed and has not yet been validated.

Demographic Characteristics
Demographic data, such as age, gender, marital status (never married, married, divorced, or bereaved), education (high school or lower, some college, university, graduate school or higher), occupational status (manager, professional, clerical, production, sales, others), working style (working from home only, both working from home and at the office, working at the office only), and chronic disease (yes/no) were collected in the baseline survey.

Sample Size Calculation
The required sample size was calculated for psychological distress assessed by K6. A previous meta-analysis of an unguided eHealth intervention on improving workers’ mental health in the workplace yielded an ES of 0.22 [45]. To detect a small ES (ie, 0.2) or more at an α error rate of .05 and a β error
rate of .10, the estimated sample size was 527 participants in each group. The statistical power was calculated using the G*Power 3.1 program [46,47].

**Randomization**

Participants who fulfilled the eligibility criteria were randomly allocated to 1 of 2 arms (intervention or control group). Stratified permuted-block randomization was conducted. The block sizes of this study were fixed to 2. Participants were stratified into 2 strata according to the K6 score (<4 or ≥5) in the baseline survey [48]. A stratified permuted block random table was generated by an independent biostatistician. Enrollment was conducted by a clinical research coordinator, and assignment was conducted by an independent research assistant. The stratified permuted-block random table was password-protected and blinded to the researcher. Only the research assistant could access it during the work of random allocation.

**Statistical Methods**

For the main analysis, a mixed model for repeated measures (MMRM) analysis of variance model was conducted using a group (intervention and control) × time (baseline, 1-month follow-up, and 3-month follow-up) interaction as an indicator of the intervention effect. Missing values at follow-up surveys were imputed applying the maximum likelihood estimation using the mixed procedure. An intention-to-treat (ITT) principle was applied.

The ES was estimated in 2 ways. First, we estimated a regression coefficient for a group (intervention vs control group) × time (baseline and 2 follow-ups) interaction using the mixed procedure, which was converted to an ES by dividing by a pooled SD at baseline and at follow-ups. Second, we calculated the Cohen d values [49] among participants who completed surveys at baseline and at each follow-up. The level of statistical significance for all analyses in this study was set at .05 (two-tailed), and 95% CIs were calculated. All statistical analyses were conducted using SPSS Statistics V.26.0 (IBM Corp).

**Per Protocol Analysis**

For the per protocol analysis, the same MMRM analysis was conducted using only participants who had viewed the Imacoco Care website at least once in the intervention group and all participants in the control group.

**Results**

**Participant Recruitment**

The participant flowchart is shown in Figure 1. Recruitment and the baseline survey were conducted in December 2020. Follow-up surveys in both groups were conducted 1 month (January 2021) and 3 months (March 2021) after the baseline survey. Participants who had fulfilled the inclusion criteria (ie, aged over 20 years and full-time employed) were recruited from monitors of an internet survey company (N=9484). Of those, 1367 (14.41%) were excluded according to the exclusion criteria. Of the 8117 eligible participants, 1200 (14.75%) who completed the baseline survey were selected on a first-come-first-served basis. Participants were randomly allocated to an intervention or a control group, with 600 (50%) participants in each.
Baseline Characteristics

Demographic characteristics are presented in Table 2. In the whole sample, most participants were male, were married, received university or higher education, and did not report having chronic diseases. Only less than 30% were using telecommuting. Between the 2 groups, demographic characteristics of participants were similar. About 192 (32%) participants in each group had psychological distress (ie, scored 5 or more on K6).
Table 2. Baseline characteristics of participants in the intervention and control groups.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Intervention (N=600)</th>
<th>Control (N=600)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>46.4 (10.3)</td>
<td>46.7 (10.0)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>441 (73.5)</td>
<td>442 (73.7)</td>
</tr>
<tr>
<td>Female</td>
<td>159 (26.5)</td>
<td>158 (26.3)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>190 (31.7)</td>
<td>190 (31.7)</td>
</tr>
<tr>
<td>Married</td>
<td>362 (60.3)</td>
<td>369 (61.5)</td>
</tr>
<tr>
<td>Divorced/bereaved</td>
<td>48 (4.0)</td>
<td>41 (6.8)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>117 (19.5)</td>
<td>125 (20.8)</td>
</tr>
<tr>
<td>Some college</td>
<td>105 (17.5)</td>
<td>108 (18.0)</td>
</tr>
<tr>
<td>University</td>
<td>312 (52.0)</td>
<td>308 (51.3)</td>
</tr>
<tr>
<td>Graduate school</td>
<td>66 (11.0)</td>
<td>59 (9.8)</td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manager</td>
<td>122 (20.3)</td>
<td>135 (22.5)</td>
</tr>
<tr>
<td>Professional</td>
<td>186 (31.0)</td>
<td>164 (27.3)</td>
</tr>
<tr>
<td>Clerical</td>
<td>157 (26.2)</td>
<td>140 (23.3)</td>
</tr>
<tr>
<td>Production</td>
<td>57 (9.5)</td>
<td>66 (11.0)</td>
</tr>
<tr>
<td>Sales</td>
<td>61 (10.2)</td>
<td>64 (10.7)</td>
</tr>
<tr>
<td>Others</td>
<td>17 (2.8)</td>
<td>31 (5.2)</td>
</tr>
<tr>
<td>Working style, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working from home only</td>
<td>27 (4.5)</td>
<td>28 (4.7)</td>
</tr>
<tr>
<td>Both working from home and</td>
<td>133 (22.2)</td>
<td>136 (22.7)</td>
</tr>
<tr>
<td>at the office</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working at the office only</td>
<td>440 (73.3)</td>
<td>436 (72.7)</td>
</tr>
<tr>
<td>Chronic disease, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>116 (19.3)</td>
<td>100 (16.7)</td>
</tr>
<tr>
<td>No</td>
<td>484 (80.7)</td>
<td>500 (83.3)</td>
</tr>
<tr>
<td>5 or more on K6 score</td>
<td>192 (32.0)</td>
<td>193 (32.2)</td>
</tr>
</tbody>
</table>

Effect of the Imacoco Care Program on Psychological Distress

The average K6 and FCV-19S scores in each survey are shown in Table 3. The K6 score increased at 1-month follow-up in both groups and decreased at 3-month follow-up only in the intervention group. The Imacoco Care intervention group showed a significant ES in reducing the K6 score at 3-month follow-up compared to the control group (Cohen $d$=–0.14, 95% CI −0.26 to −0.02). The FCV-19S score also increased at 1-month follow-up and decreased at 3-month follow-up in both groups. The Imacoco Care intervention group showed a significant adverse ES in increasing the FCV-19S score at 3-month follow-up compared to the control group (Cohen $d$=0.16, 95% CI 0.04-0.28).

Table 4 shows the estimated effects of the Imacoco Care intervention on K6 and FCV-19S scores on the basis of MMRM analyses. In ITT analyses, the Imacoco Care intervention showed a significant favorable effect on reducing the K6 score ($P$=.03) and an adverse effect on the FCV-19S score ($P$=.01) in the intervention group at 3-month follow-up. In the per protocol analyses, the Imacoco Care intervention also showed a significant favorable effect on reducing the K6 score ($P$=.03), while the adverse effect on the FCV-19S score was not significant ($P$=.06) in the intervention group at 3-month follow-up.
Table 3. Means (SDs) of outcome variables at baseline, 1-month follow-up, and 3-month follow-up in the intervention and control groups.

<table>
<thead>
<tr>
<th>Outcome variables</th>
<th>Intervention</th>
<th>Control</th>
<th>ES²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean (SD)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Psychological distress</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>600 (100)</td>
<td>3.8 (4.7)</td>
<td>600</td>
</tr>
<tr>
<td>1-month follow-up</td>
<td>545 (90.8)</td>
<td>4.2 (5.0)</td>
<td>575</td>
</tr>
<tr>
<td>3-month follow-up</td>
<td>554 (92.3)</td>
<td>3.8 (4.9)</td>
<td>539</td>
</tr>
<tr>
<td>Fear about COVID-19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>600 (100)</td>
<td>14.6 (5.6)</td>
<td>600</td>
</tr>
<tr>
<td>1-month follow-up</td>
<td>545 (90.8)</td>
<td>15.9 (5.8)</td>
<td>575</td>
</tr>
<tr>
<td>3-month follow-up</td>
<td>554 (92.3)</td>
<td>14.8 (5.8)</td>
<td>539</td>
</tr>
</tbody>
</table>

aES: effect size. Cohen d values were calculated among participants who answered each follow-up survey.
bN/A: not applicable.

Table 4. Effects of the Imacoco Care on outcomes.

<table>
<thead>
<tr>
<th>Outcome variables</th>
<th>ITT a</th>
<th>95% CI</th>
<th>SE</th>
<th>t (df)</th>
<th>P value</th>
<th>Per protocol b</th>
<th>95% CI</th>
<th>SE</th>
<th>t (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological distress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>–0.30</td>
<td>–0.76 to 0.17</td>
<td>0.24</td>
<td>–1.26</td>
<td>1807.72</td>
<td>.21</td>
<td>–0.39</td>
<td>–0.98 to 0.20</td>
<td>0.30</td>
<td>–1.28</td>
</tr>
<tr>
<td>3 months</td>
<td>–0.53</td>
<td>–1.01 to 0.06</td>
<td>0.24</td>
<td>–2.21</td>
<td>1157.11</td>
<td>.03</td>
<td>–0.67</td>
<td>–1.30 to –0.05</td>
<td>0.32</td>
<td>–2.12</td>
</tr>
<tr>
<td>Fear about COVID-19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>0.46 (0.10)</td>
<td>–0.10 to 1.03</td>
<td>0.29</td>
<td>1.60</td>
<td>1847.74</td>
<td>.11</td>
<td>0.60 (0.13)</td>
<td>–0.13 to 1.33</td>
<td>0.37</td>
<td>1.61</td>
</tr>
<tr>
<td>3 months</td>
<td>0.83 (0.16)</td>
<td>0.23-1.42</td>
<td>0.30</td>
<td>2.74</td>
<td>1186.92</td>
<td>.01</td>
<td>0.74 (0.15)</td>
<td>–0.03 to 1.52</td>
<td>0.39</td>
<td>1.89</td>
</tr>
</tbody>
</table>

aITT: intention to treat.
bParticipants who saw the Imacoco Care website at least 1 time in the intervention group (n=235 [39.2%]) were included.
cES: effect size, calculated by dividing the estimated effect by a pooled SD at baseline and at follow-ups.

Process Evaluation

Among participants (n=545, 90.8%) in the intervention group at the 1-month follow-up, 52 (9.5%) viewed the Imacoco Care website 4 times or more, 96 (17.6%) viewed it 2 or 3 times, 87 (16.0%) viewed it once, and 310 (56.9%) never viewed the Imacoco Care website.

Among participants (n=235, 39.2%) who viewed the Imacoco Care website at least once, 13 (5.5%) read all the content, 82 (34.9%) read most of the content, 73 (31.1%) read some of the content, 66 (28.1%) read a little of the content, and 1 (0.4%) read little of the content. In addition, 174 (74.0%) read or tried mindfulness techniques, 159 (67.7%) read or tried BA, 170 (72.3%) read or tried physical activity, 195 (83.0%) read or tried sleep education, 121 (51.4%) read or tried the tips for working from home, and 165 (70.2%) read or tried techniques for coping with stress about COVID-19.

Regarding the result of implementation outcomes assessed by the iOSDMH, around 105-174 (44.7%-74.0%) of the 235 participants answered “agree” or “relatively agree” on each item of acceptability (n=105-158, 44.7%-67.2%), appropriateness (n=115-164, 48.9%-69.8%), and feasibility (n=135-174, 57.4%-74.0%). The highest proportions of positive responses in each of the 3 aspects were “Advantages outweigh the disadvantages for keeping my mental health” (n=158, 67.2%) in acceptability, “Appropriate (from your perspective, it is the right thing to do)” (n=164, 69.8%) in appropriateness, and “Lower physical effort” (n=174, 74.0%) in feasibility, respectively. Regarding overall satisfaction with Imacoco Care, 135 (57.4%) answered “agree” or “relatively agree.” Regarding harms, around 47 (20%) or fewer participants answered “agree” or “relatively agree” on each item, except for “Time-consuming” (n=63, 26.8%). The details of the number of participants for each item are shown in Multimedia Appendix 1.

Regarding the contamination of information, 9 (1.5%) of 600 participants in the control group had viewed the Imacoco Care website at least once at 1-month follow-up and 17 (2.83%) had viewed the Imacoco Care website at 3-month follow-up.
Discussion

Principal Findings
This large-scale RCT showed that the newly developed psychoeducational website during the COVID-19 pandemic, named Imacoco Care, significantly improved psychological distress at 3-month follow-up among workers in Japan, with a small ES. In concordance with previous studies conducted before the COVID-19 pandemic, a web-based psychoeducation approach including information about evidence-based psychological interventions may be effective for improving psychological distress (ie, depressive and anxiety symptoms) among workers in the current COVID-19 pandemic. The Imacoco Care website may promote mental health among workers, which mainly consisted of male, married, university graduates without chronic disease or current mental health problems, during the COVID-19 pandemic.

Comparison With Prior Work
To our knowledge, this study is the first to examine whether a psychoeducational website can improve psychological distress symptoms among workers during the COVID-19 pandemic. A significant intervention effect of the Imacoco Care intervention was found on psychological distress at 3-month follow-up, while the ES was small (Cohen $d=0.16$) compared to previous studies of participants with elevated psychological distress or worry about COVID-19 (around 0.7) [14,15]. One of the possible reasons for the small ES in this RCT may be the lower intensity of the intervention. A previous RCT provided 5 modules with a few tasks to practice. Participants were encouraged to report on their progress in digital worksheets in the online platform [14]. The other pilot RCT provided 7 selected modules out of 16 possible modules, with a therapist’s (ie, clinical psychologist) support. Each participant had a therapist who provided online support and feedback on the work with the modules and exercises and motivated the participant to continue to work with the treatment [15]. The Imacoco Care program only provided information via the website, and participants received a reminder email only twice. This may have led to a small ES; nevertheless, the Imacoco Care program still has merit because of its greater accessibility and lower cost. The other possible reason may be the difference in the baseline characteristics of the participants. The study excluded workers with current mental health problems (ie, having 15 sick leave days or more during the past 3 months or consultations with mental health professionals during the past month). This may have led to an underestimation of the intervention effect (floor effect).

Regarding fear about COVID-19, Imacoco Care showed a significant adverse effect (Cohen $d=0.16$) at 3-month follow-up. This slight increase in the fear about COVID-19 may be due to increased awareness of stress caused by learning from the Imacoco Care program [13,50]. In contrast, the result from per protocol analysis that included only participants who had read the Imacoco Care website at least 1 time showed a nonsignificant adverse effect on the fear of COVID-19 at 3-month follow-up (Cohen $d=0.15$). An adverse effect on the fear about COVID-19 may have been more common among participants who never saw the Imacoco Care website during the intervention period. Both distributing the information and encouraging people to access and read the content may be necessary to prevent adverse effects of psychoeducational intervention. Users should be informed about the possible adverse effects of seeing the Imacoco Care website in advance to decide whether to take the program, balancing merits and demerits.

Process evaluation of the Imacoco Care program showed that the proportion of those who viewed the Imacoco Care website at least once was 235 (39.2%) of 600 participants. Of those, only 95 (40.4%) read all or most of the content on the Imacoco Care website. The low rates of reading the content may weaken the intervention effect. Regarding the results from per protocol analyses, the Imacoco Care program showed a greater effect for psychological distress (Cohen $d=0.17$) among workers who had viewed the Imacoco Care program at least once. Increasing readers may be effective in improving the effect of Imacoco Care. From the implementation aspects, Imacoco Care showed moderate rates (around 105-174 [44.7%-74.0%]) of acceptability, appropriateness, and feasibility among participants who viewed the Imacoco Care website at least once. The features of the Imacoco Care program (explaining evidence-based psychological intervention in an easy-to-understand way by using plain language, illustrations, video, and audio narration) may contribute to these implementation outcomes. Further study is needed to develop an implementation strategy for increasing adoption of the Imacoco Care program among workers and examine its effect on implementation outcomes.

Limitations
Several limitations of this study should be considered. First, all participants were recruited from registered members of a web survey company in Japan. Most of participants were male, married, and university graduates without chronic disease and psychological distress at the baseline survey. Therefore, generalization of the findings to the general working population may be limited. Second, website access logs by users were not collected. The actual proportion of access to each content area of Imacoco Care could not be analyzed. The effectiveness of each content area could not be examined, and the results from process evaluation may be biased. Third, all outcomes were measured by self-report, which may be affected by the perceptions of the participants or by situational factors at work. A further RCT and implementation study should be conducted to examine whether psychoeducational intervention via an online program is effective among workers with diverse characteristics, particularly in terms of education.

Conclusion
An RCT was used to evaluate a new website-based psychoeducational program, named Imacoco Care, which was developed to address mental health issues during the COVID-19 pandemic. Results showed significantly reduced psychological distress at 3-month follow-up among workers in Japan, with a small ES. Thus, a web-based psychoeducation approach may be an effective intervention for reducing psychological distress in the working population. To enhance outcomes from this type of intervention and reduce any adverse effects, it may be important to not only distribute information about the program...
but also encourage workers to access and actively engage with the content of the program.
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Abstract

Background: Adolescents and young adults (AYA) in the United States, and in Washington, District of Columbia (DC), specifically, are disproportionately affected by HIV. Both the national Ending the HIV Epidemic initiative and DC-specific plans emphasize HIV testing, and innovative strategies to encourage testing among AYA are needed.

Objective: The purpose of this study is to identify sexual behaviors, HIV knowledge, HIV perceptions (eg, susceptibility and severity), and perceived barriers and facilitators to HIV testing among AYA at risk for HIV in DC.

Methods: This study was part of a larger study to determine the acceptability of using a life-and-dating simulation game to increase HIV testing among AYA. Focus groups and surveys stratified by self-reported sexual orientation were conducted among, and administered to, AYA aged 13-24 years in DC. HIV knowledge was explored during focus groups and measured using an adapted version of the Brief HIV Knowledge Questionnaire. Survey data were summarized using descriptive statistics and compared by self-reported sexual orientation. Transcripts were thematically analyzed.

Results: Of the 46 AYA who participated in the focus groups, 30 (65%) identified as heterosexual and 16 (35%) as lesbian, gay, bisexual, transgender, or queer. A higher proportion of lesbian, gay, bisexual, transgender, or queer AYA reported sexual activity (12/16, 75%, vs 18/30, 60%), condomless sex (11/12, 92%, vs 15/18, 83%), and HIV testing (13/16, 81%, vs 17/29, 58%) than heterosexual AYA. HIV prevention (“condoms” and “…PrEP”) and transmission (“exchange of fluids”) knowledge was high, and most (34/44, 77%) of the AYA perceived HIV testing as beneficial. However, the AYA also demonstrated some misinformation concerning HIV: an average of 67% (31/46; SD 0.474) of the participants believed that an HIV test could deliver accurate results 1 week after a potential exposure and an average of 72% (33/46; SD 0.455) believed that an HIV vaccine exists. The AYA also identified individual (“…people...are scared”), interpersonal (“it’s an awkward conversation”), and structural (“...people don’t...know where they can go”) barriers to testing. Most of the AYA indicated that they were very likely to use the demonstrated game prototype to help with getting tested for HIV (median 3.0, IQR 2.0-3.0, using a scale ranging from 0 to 3, with 3 indicating high likelihood) and strongly agreed that the game was interesting (median 5.0, IQR 5.0-5.0), fun (median 5.0, IQR 4.0-5.0), and easy to learn (median 5.0, IQR 5.0-5.0, using a scale ranging from 1 to 5, with 5 indicating strong agreement).

Conclusions: These results suggest a need for multilevel HIV testing interventions and informed the development of a mobile health intervention aiming to increase HIV knowledge and risk perception among AYA, while reducing barriers to testing at the individual and structural levels, supporting efforts to end the domestic HIV epidemic.
HIV Among Adolescents and Young Adults in the United States

Adolescents and young adults (AYA) aged 13-24 years are disproportionately affected by HIV in the United States. Among the estimated HIV transmissions in 2016, AYA had the highest transmission rate of all age groups [1]. In 2019, AYA accounted for 21% of the new HIV infections, and young men who have sex with men (YMSM) and transgender women who identified as Black or Latinx were severely affected [2]. Approximately 50% of the AYA living with HIV in the United States are unaware of their infection and are more likely to be unaware of their infection than any other age group [2,3]. Nevertheless, once AYA are diagnosed, they often reduce their sexual risk behaviors, which limits the risk of infecting others [4-6]. In addition, AYA who are diagnosed with HIV early in the course of their infection can access antiretroviral therapy to slow disease progression and reduce mortality [4].

HIV Among AYA in Washington, District of Columbia

Just as HIV infections and diagnoses in the United States are not evenly distributed across different ages, races and ethnicities, genders, and modes of transmission, they are more concentrated in certain geographic locations than in others. The southern United States, which includes Washington, District of Columbia (DC), accounted for 53% of the new diagnoses in 2019 despite being home to just 38% of the population [7]. In DC specifically—a metropolitan area that also includes parts of Maryland, Virginia, and West Virginia—AYA are disproportionately affected by HIV, with those aged 13-24 years accounting for 21% of the new diagnoses in 2019 [8]. Furthermore, Black AYA and YMSM in DC accounted for 75% and 60%, respectively, of the new HIV diagnoses among AYA in 2019 [9]. The recently launched Ending the HIV Epidemic in the U.S. (EHE) initiative aims to end the domestic HIV epidemic by 2030, and the first strategy includes ensuring that HIV testing is widely available to diagnose infections as early as possible [10]. DC is among several localities across the nation considered geographic HIV hotspots that will be the focus of initial EHE efforts [10]. The DC-specific plan to end the HIV epidemic also includes emphasis on HIV testing and timely diagnosis [11], and DC’s Youth Sexual Health Plan [12] has the explicit goal of reducing the unintended consequences of condomless sex among AYA (eg, HIV infection) by increasing use of sexual and reproductive health services, including HIV testing.

Lack of HIV Testing Among AYA

Despite engaging in high-risk behaviors [13-19] and the existence of national guidelines that support routine HIV testing among persons aged 13-64 years [19,20], AYA do not regularly seek nor are they routinely offered testing for HIV. Barriers to HIV testing among AYA include privacy concerns, parental involvement, inconvenient clinic times, providers not assessing sexual behavior, cost, low access, and low health literacy [21-25]. Furthermore, AYA may have limited knowledge of HIV [26-29] and underestimate their risk for infection [21,25,30]. In DC, differences in perceived access to HIV education exist among AYA based on sexual orientation. According to the 2019 Youth Risk Behavior Survey (YRBS), heterosexual middle school students in DC were more likely to report either not being taught or not being sure that they were taught about HIV/AIDS in school than lesbian, gay, and bisexual middle school students [31]. YRBS data also suggest that high-risk behaviors among youth in DC differ based on sexual orientation. Among middle school and high school students who reported sexual activity on the 2019 YRBS, lesbian, gay, and bisexual students were more likely to report having condomless sex during their last sexual encounter than heterosexual students [31,32].

Potential of Mobile Health Interventions and Study Objectives

Innovative strategies to overcome these barriers and increase HIV testing among AYA include social media campaigns [33,34] and mobile health (mHealth) interventions [35,36], both of which have been endorsed by the Centers for Disease Control and Prevention (CDC) to reduce HIV risk and improve sexual health among adolescents [37]. New mHealth interventions for HIV treatment and prevention have been developed specifically for AYA in urban areas [35,36,38-42]. These interventions transcend traditional behavior modification approaches to HIV prevention and incorporate adolescent-friendly and -informed models that support the design and development of mHealth interventions. The purpose of this study is to identify sexual behaviors, HIV knowledge, HIV perceptions (eg, susceptibility and severity), and perceived barriers and facilitators to HIV testing among AYA at risk for HIV and to identify potential differences based on self-reported sexual orientation. The results from this study were used to inform the development of an mHealth intervention aiming to increase HIV testing among AYA living in DC.

Methods

Data Collection

The study was conducted as part of a larger study to determine the acceptability of using a life-and-dating simulation game to increase HIV testing among AYA; the methods have been described elsewhere [43]. The game will allow AYA to play characters that are similar to, or different from, their gender identity. The character can then spend their leisure time meeting new people and engaging in relationship scenarios—including implied sexual activity—tailored to both same-sex and opposite-sex couples. On the basis of in-game sexual activity, AYA will be shown their character’s risk of acquiring HIV and be allowed to locate nearby AYA-friendly testing locations.
Guided by the Health Belief Model—a widely used framework to explain and predict individual-level changes to health-related behavior and to assess HIV testing uptake specifically—we hypothesized that the game would increase perceived susceptibility to HIV infection, perceived severity of HIV infection, perceived benefits of HIV testing, motivation to test, and self-efficacy to test while decreasing perceived barriers to testing among the study participants (Figure 1).Figure 1. Conceptual framework for assessing HIV testing uptake among adolescents and young adults. PrEP: pre-exposure prophylaxis; SES: socioeconomic status.

From February 2017 to December 2017, HIV-negative or status-unknown AYA aged 13-24 years who were living in the DC metro area were recruited from an adolescent health center during routine visits, 2 community-based organizations, and a youth advisory council. Recruitment was primarily facilitated by CT, a female researcher. Of the 52 AYA approached for the study, 6 (12%) declined to participate; the reasons for refusal included lack of time to undergo the eligibility screening process or not being available on the date of the focus group. To assess the baseline perceptions of AYA regarding HIV susceptibility and severity as well as potential benefits of, and barriers to, testing, we conducted a series of focus group discussions that lasted 50-120 minutes and were held at the adolescent health center, a local community-based organization, and a DC government building where the youth advisory council met. Focus group discussions, stratified by sexual orientation, were facilitated by ADC (a female researcher) using a semistructured focus group guide and covered the following topics: HIV knowledge, perceptions and personal experiences regarding HIV testing, and perceived barriers and facilitators to HIV testing. The focus group guide can be found in Multimedia Appendix 1.

Next, DG (a male researcher) demonstrated the game to participants and asked questions related to game acceptability. The game showed two dating scenarios: one at a house party and one at a skateboard park. DG controlled a character that had the freedom to go wherever they wanted in the 3D environment and talk to other AYA in the game by selecting from a menu of dialogue options. These conversations, combined with the player’s actions, resulted in the player’s character becoming friends, rivals, or dating partners with the people they met. Participants played the game as a group by voting on the actions and dialogue options the player character should choose in navigating dating scenarios. When the player managed to negotiate sex with another character in the game, the participants chose the kinds of sex acts the characters would engage in and whether a condom would be used. The sex acts were not depicted graphically but rather implied by fireworks, and the screen abruptly transitioned to a depiction of the risk of the sex acts chosen based on the CDC Risk Estimator Tool. The player then had the option of seeing a map of nearby HIV testing providers, with the ability to select low-cost and free options. Participants could replay the game, trying other options and seeing other outcomes.

Focus groups continued until data saturation—the point at which new data repeat data already collected—was met, which occurred after 7 focus groups. Before the start of each focus group, participants completed a survey that collected information on their sociodemographic characteristics, HIV knowledge and HIV testing patterns, sexual behaviors and perceptions regarding susceptibility to HIV, self-efficacy to get tested for HIV, and barriers and benefits to HIV testing. As in the case of other research assessing HIV knowledge using a limited number of questions, HIV knowledge in this study was measured using an adapted version of the Brief HIV Knowledge Questionnaire that included 11 of the 18 questions. After the game demonstration, the AYA completed a brief survey to assess game acceptability. All AYA participants were remunerated with gift cards and transportation vouchers for their participation in each focus group.

Data Analysis
All focus groups were audio recorded and professionally transcribed, and transcripts were imported into NVivo 11 (QSR...
International) for data analysis. Initial codes were deductively derived: BW created a codebook containing a priori codes based on the topics included in the semistructured focus group guide, and 2 coders (BW and THH) conducted independent thematic coding to link the common themes and ideas discussed among study participants in each respective focus group [53]. Next, the coders reconvened to reach intercoder agreement through reconciliation of discrepant coding. Specific themes across focus group data were developed based on patterns of shared or similar meaning identified through codes ascribed to each respondent’s feedback. Finally, final codes across focus groups and coders were compared to generate overall themes that supported the purpose of the study. In addition to focus groups, data collected from surveys were summarized using descriptive statistics in SAS 9.3 (SAS Institute Inc) by BW. Survey responses related to demographics, sexual behavior, and risk perception were stratified by self-reported sexual orientation; frequencies and percentages were used to describe categorical variables, whereas mean and range or mean and SD were used to describe continuous variables. To describe acceptability of the game prototype, survey responses were stratified by self-reported sexual orientation and median values were reported for each survey item.

Ethics Approval

Study materials were reviewed and approved by the George Washington University Institutional Review Board (IRB) (number 051602) and the Children’s National Hospital IRB.

Results

AYA Demographics, Sexual Risk Behaviors, and Perceptions

Of the 46 AYA who participated in the focus groups, 30 (65%) identified as heterosexual and 16 (35%) identified as lesbian, gay, bisexual, transgender, or queer (LGBTQ; Table 1). The mean age of participants was 17.6 (SD 2.110; range 13-24) years, 85% (39/46) were Black, and 63% (29/46) were female. Most of the participants lived in DC (44/46, 96%), and 67% (30/45) had not yet graduated from high school. Higher proportions of the LGBTQ participants reported engaging in sexual activity (12/16, 75%, vs 18/30, 60%), having a history of condomless sex (11/12, 92% vs 15/18, 83%), and previous testing for HIV (13/16, 81%, vs 17/29, 59%). Most (41/44, 93%) of the participants perceived HIV infection to be severe or very severe (Table 1).

Regarding their perceived risk of acquiring HIV, on a scale of 0%-100%, the reported likelihood of HIV infection among heterosexual AYA (mean 13%, SD 28%) was similar to that of LGBTQ AYA (mean 14%, SD 27%). Most (34/44, 77%) of the participants perceived HIV testing to be beneficial or very beneficial (Table 1). Furthermore, most of the participants perceived finding a testing location (38/46, 83%), paying for testing (23/45, 51%), and disclosing their sexual orientation during testing (27/45, 60%) to be easy or very easy.
Table 1. Demographics, HIV testing, and risk behaviors of adolescents and young adults and their peers (N=46).

<table>
<thead>
<tr>
<th>Demographics and sexual behaviors</th>
<th>Heterosexual (n=30)</th>
<th>LGBTQ (n=16)</th>
<th>Total (N=46)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics and sexual behaviors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>17.1 (1.776; 13-23)</td>
<td>18.6 (2.391; 15-24)</td>
<td>17.6 (2.110; 13-24)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>10 (33)</td>
<td>6 (38)</td>
<td>16 (35)</td>
</tr>
<tr>
<td>Female</td>
<td>20 (67)</td>
<td>9 (56)</td>
<td>29 (63)</td>
</tr>
<tr>
<td>Transgender</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Race and ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>2 (7)</td>
<td>1 (6)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>26 (87)</td>
<td>13 (81)</td>
<td>39 (85)</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
<td>2 (13)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>State of residence, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washington, District of Columbia</td>
<td>28 (93)</td>
<td>16 (100)</td>
<td>44 (96)</td>
</tr>
<tr>
<td>Maryland</td>
<td>2 (7)</td>
<td>0 (0)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Highest level of education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grade 8-11</td>
<td>23 (77)</td>
<td>7 (47)</td>
<td>30 (67)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>6 (20)</td>
<td>5 (33)</td>
<td>11 (24)</td>
</tr>
<tr>
<td>At least some college</td>
<td>1 (3)</td>
<td>3 (20)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Ever tested for HIV, n (%)</td>
<td>17 (58)</td>
<td>13 (81)</td>
<td>30 (67)</td>
</tr>
<tr>
<td>Location of most recent test: physician’s office, n (%)</td>
<td>4 (23)</td>
<td>6 (46)</td>
<td>10 (33)</td>
</tr>
<tr>
<td>Reason for testing: offered a free test, n (%)</td>
<td>8 (47)</td>
<td>6 (46)</td>
<td>14 (47)</td>
</tr>
<tr>
<td>Reason never tested: not sexually active, n (%)</td>
<td>5 (30)</td>
<td>0 (0)</td>
<td>5 (38)</td>
</tr>
<tr>
<td>Ever sexually active, n (%)</td>
<td>18 (60)</td>
<td>12 (75)</td>
<td>30 (65)</td>
</tr>
<tr>
<td>Condomless sex ever, n (%)</td>
<td>15 (83)</td>
<td>11 (92)</td>
<td>26 (87)</td>
</tr>
<tr>
<td><strong>Percentage of time spent... (VAS), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engaging in risky behavior</td>
<td>8 (14)</td>
<td>12 (22)</td>
<td>10 (77)</td>
</tr>
<tr>
<td>Using condoms consistently</td>
<td>63 (38)</td>
<td>40 (38)</td>
<td>54 (39)</td>
</tr>
<tr>
<td>Risk perception (perceived benefit of HIV testing: beneficial or very beneficial), n (%)</td>
<td>23 (76)</td>
<td>11 (79)</td>
<td>34 (77)</td>
</tr>
<tr>
<td><strong>Perceived ease of... (%), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finding a testing location</td>
<td>27 (90)</td>
<td>11 (69)</td>
<td>38 (83)</td>
</tr>
<tr>
<td>Getting parental permission for testing</td>
<td>13 (43)</td>
<td>9 (56)</td>
<td>22 (48)</td>
</tr>
<tr>
<td>Paying for testing</td>
<td>18 (60)</td>
<td>5 (33)</td>
<td>23 (51)</td>
</tr>
<tr>
<td>Disclosing sexual orientation to health care provider or tester</td>
<td>20 (69)</td>
<td>7 (44)</td>
<td>27 (60)</td>
</tr>
<tr>
<td>Likelihood of infection (VAS), mean (SD)</td>
<td>13 (28)</td>
<td>14 (27)</td>
<td>13 (28)</td>
</tr>
<tr>
<td>Perceived severity of HIV infection: severe or very severe, n (%)</td>
<td>29 (97)</td>
<td>12 (86)</td>
<td>41 (93)</td>
</tr>
<tr>
<td><strong>Percentage of friends who... (VAS), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are sexually active</td>
<td>54 (36)</td>
<td>41 (36)</td>
<td>50 (36)</td>
</tr>
<tr>
<td>Engage in risky behavior</td>
<td>25 (27)</td>
<td>20 (27)</td>
<td>23 (27)</td>
</tr>
<tr>
<td>Use condoms</td>
<td>67 (36)</td>
<td>46 (35)</td>
<td>60 (37)</td>
</tr>
<tr>
<td>Have been tested for HIV</td>
<td>42 (34)</td>
<td>41 (39)</td>
<td>42 (35)</td>
</tr>
</tbody>
</table>
HIV Knowledge and Perceptions

Qualitatively, both heterosexual and LGBTQ AYA expressed an advanced understanding of HIV and of the differences between HIV and AIDS (Table 2). An LGBTQ participant explained that HIV “...attacks your immune system” and a heterosexual participant explained that AIDS “...is like the worst...it’s like after your T-cells gets to a certain amount then you have AIDS.” Both groups of AYA similarly expressed an advanced understanding of HIV prevention strategies and modes of transmission. A heterosexual participant stated of HIV prevention “if you’re going to have sex...know your partner...know their status,” and an LGBTQ participant stated that HIV could be transmitted through “exchange of fluids.” However, both groups also stated myths and misunderstandings about HIV prevention and transmission. Regarding HIV, an LGBTQ participant asked, “...can you get it from urine?” and a heterosexual participant asked, “Is there some kind of vaccine you can take?” In addition, regardless of sexual orientation, both groups held both negative and positive perceptions about HIV. A heterosexual participant shared, “It takes away your sexual life...” whereas an LGBTQ participant felt “you still have a second chance to live...So, if you’re still alive I think that you should...say ‘I’m still here, I’m still sexy.’” On the basis of the adapted Brief HIV Knowledge Questionnaire, there were only two items for which the average number of participants responding correctly was <50%: an average of 33% (SD 0.474) of the participants knew that HIV infection could not be determined by taking an HIV test 1 week after a potential exposure and an average of 28% (SD 0.455) knew that a vaccine for HIV does not exist (Table 3).
Table 2. Summary of focus group themes related to HIV knowledge.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Representative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV knowledge</td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>“HIV is like you can get treatment, if you get AIDS you could die.” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>“AIDS is like the worst...it’s like after your T-cells gets to a certain amount then you have AIDS.” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>“...it tears you up, like your immune system and all of that, like it chews you up on the inside.” [LGBTQ participant]</td>
</tr>
<tr>
<td>Prevention</td>
<td>“Don’t be silly, wrap your willy.” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>“It’s called PrEP” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>“Condoms.” [LGBTQ participant]</td>
</tr>
<tr>
<td></td>
<td>“I say don’t get drunk and don’t get high.” [LGBTQ participant]</td>
</tr>
<tr>
<td></td>
<td>“And you can do PrEP. I think there’s this new thing out called PrEP you take it every day I think, it’s like a medicine that helps you, yeah.” [LGBTQ participant]</td>
</tr>
<tr>
<td>Transmission</td>
<td>“I’m pretty sure it’s transmitted sexually, like sexual intercourse.” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>“Or like sharing needles.” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>“You can get it from...shooting up [with] dirty needles, getting tattoos with dirty needles...And then you can get it from blood...You can get it from having a lot of unprotected sex...Oh yeah and you can get it from your parents.” [LGBTQ participant]</td>
</tr>
<tr>
<td>Myths and misunderstandings</td>
<td>“Mosquitoes, right?” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>“AIDS is when you already have an STD, and you know next you get infected with HIV like it acts together.” [LGBTQ participant]</td>
</tr>
<tr>
<td>Perceptions regarding HIV: severity</td>
<td>“But it’s not really a death sentence...some people assume that it’s like that. Like when you first hear you have cancer it’s like ‘oh my gosh I’ve got cancer I’m about to be dead.’ Like people think that it’s terminal but it’s not like that.” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>“Okay, so...it’s not like a death sentence. People can live with it. But...it’s kind of like you feel like your life is ruined afterwards you know you’re socially shunned so to speak...You feel like no one’s there for you when you really need them...” [LGBTQ participant]</td>
</tr>
</tbody>
</table>

---

aLGBTQ: lesbian, gay, bisexual, transgender, or queer.
cSTD: sexually transmitted disease.

Table 3. Individual item means and SDs for the adapted Brief HIV Knowledge Questionnaire among adolescents and young adults.

<table>
<thead>
<tr>
<th>Values, meana (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>There is a female condom that can help decrease a woman’s chance of getting HIV (T)b</td>
</tr>
<tr>
<td>People who have been infected with HIV quickly show serious signs of being infected (F)c</td>
</tr>
<tr>
<td>Having sex with more than one partner can increase a person’s chance of being infected with HIV (T)</td>
</tr>
<tr>
<td>A person can get HIV from oral sex (T)</td>
</tr>
<tr>
<td>A person can get HIV by sharing a glass of water with someone who has HIV (F)</td>
</tr>
<tr>
<td>A person can get HIV by sitting in a hot tub or a swimming pool with a person who has HIV (F)</td>
</tr>
<tr>
<td>Using Vaseline or baby oil with condoms lowers the chance of getting HIV (F)</td>
</tr>
<tr>
<td>All pregnant women infected with HIV will have babies born with AIDS (F)</td>
</tr>
<tr>
<td>Coughing and sneezing DO NOT spread HIV (T)</td>
</tr>
<tr>
<td>Taking a test for HIV one week after having sex will tell a person if she or he has HIV (F)</td>
</tr>
<tr>
<td>There is a vaccine that can stop people from getting HIV (F)</td>
</tr>
<tr>
<td>Average total correct score (of 11 items)</td>
</tr>
</tbody>
</table>

aMean indicates the average percentage of participants who answered the question correctly.
bT: true.
cF: false.
Barriers and Facilitators to HIV Testing

During the focus group discussions, the heterosexual and LGBTQ participants described their perceptions of the benefits of HIV testing, prior experiences with HIV testing using various testing modalities, and their perceived barriers and facilitators to HIV testing (Table 4). Regarding HIV testing, a heterosexual participant felt that it should be done even if you are not sexually active: “...I would still say it’s best that you do it just so you...get into the habit of getting tested.” An LGBTQ participant thought that HIV testing should be offered on college campuses because of the risky behaviors of students: “…cause I know...campuses...are very risky.” When describing their personal experiences with HIV testing, a heterosexual participant explained not knowing that they needed to explicitly opt out: “…I didn’t know they tested me. And so, when they took my blood to find out if I had something else...they was like ‘everything’s negative...HIV negative.’” An LGBTQ participant shared being surprised by the different options for HIV testing: “The first time I did mine it was interesting ‘cause I thought you had to get the needle...I got the swab and was kinda surprised.”

Regarding perceived barriers to HIV testing, at the individual level, the participants identified fear and a sense of invincibility among AYA. An LGBTQ participant explained: “…with us being so young we believe that we have a whole life ahead of us...some people wouldn’t want to get tested because...they want to ignore it.” At the interpersonal level, a heterosexual participant cited the lack of parental support as a potential barrier to testing: “…because my mom would be like ‘what are you doing that would warrant you to go get tested?”...And so, it’s an awkward conversation.” At the structural level, an LGBTQ participant explained that if AYA “…don’t even know where they can go,” they might not get tested for HIV. Regarding perceived facilitators to HIV testing, the participants identified factors at the individual and structural levels. An LGBTQ participant felt that, on an individual level, AYA should be intrinsically motivated to get tested: “It shouldn’t have to be a material motive...you should be willing to just go and get tested without something in it for you.” On a structural level, a heterosexual participant thought that if commercials and advertisements “…showed where the free clinics are it would help,” whereas another LGBTQ participant posited that HIV testing efforts should try “…to appeal to...people using social media...like...Facebook, Twitter, Instagram, and Snapchat...So, like you can definitely submit those sponsored ads to say you know ‘hey get tested.’”

Table 4. Summary of focus group themes related to perceived barriers and facilitators to HIV testing.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Representative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived benefits</td>
<td>• “It allows you to tell if your partner who you’re doing things with can you tell them ‘Oh, I have HIV’ or ‘I have this and that’ and you can be more conscious about what you’re doing.” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>• “If you get tested right away you won’t be able to spread it to other people who are unaware that we had it.” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>• “…I just prefer like if we talking then I prefer us to go together. Just so it would be like I know what you got, you know what I got and it’s no secrets in between.” [LGBTQ participant]</td>
</tr>
<tr>
<td></td>
<td>• “…when I do have sex I think, well I know for sure that I’m always going to get tested because I really don’t want no HIV or AIDS.” [LGBTQ participant]</td>
</tr>
<tr>
<td>Personal experiences</td>
<td>• “They came to us and took me into a private room, and they pricked my finger...And while the resolution was happening, she talked to me about what would happen and everything if it was positive or negative.” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>• “The first time it was scary because you know it’s your first time engaging in sexual intercourse, so you really don’t know even though I maintained enough knowledge about it. I still was nervous.” [LGBTQ participant]</td>
</tr>
<tr>
<td>Perceived barriers to testing</td>
<td>• “A lot of people they just are scared like what if they do have HIV, they probably would rather not know...” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>• “There are some places I believe that will charge you. That would make people stay away from it.” [Heterosexual participant]</td>
</tr>
<tr>
<td></td>
<td>• “I don’t think there [are] enough commercials and billboards and stuff like that...I always hear about it either from [organization X] or the doctors, but there’s not enough promoting of getting tested.” [LGBTQ participant]</td>
</tr>
<tr>
<td>Perceived facilitators to testing</td>
<td>• “It’s good to have it more accessible like it shouldn’t matter where. Just giving more options.” [Heterosexual participant]</td>
</tr>
</tbody>
</table>

LGBTQ: lesbian, gay, bisexual, transgender, or queer.

Acceptability of Game Prototype

In addition to the engaging focus group discussions, brief surveys using Likert scales were used to evaluate acceptability of the game prototype among AYA (Table 5). On a scale of 1 to 5, with 5 indicating strong agreement, most of the participants agreed that the game was interesting (median 5.0, IQR 5.0-5.0), fun (median 5.0, IQR 4.0-5.0), and easy to learn (median 5.0, IQR 5.0-5.0). Most of the participants also liked the game environment (median 5.0, IQR 4.0-5.0), the game interface (median 5.0, IQR 5.0-5.0), the interactions with other characters in the game (median 5.0, IQR 4.0-5.0), the idea of playing games about behaviors that may be associated with HIV infection (median 5.0, IQR 5.0-5.0), and the idea of playing games about different dating scenarios (median 5.0, IQR 5.0-5.0). Participants also agreed that they would share the game with friends to help them get tested for HIV (median 5.0, IQR 4.0-5.0).
Using a separate Likert scale with a range of 0 to 3, with 3 indicating high likelihood, participants reported that they would play the game if it were available to them (median 3.0, IQR 2.0-3.0), they would use this game to help with getting tested for HIV (median 3.0, IQR 2.0-3.0), they would be more likely to get tested for HIV if the game determined their character to be at risk for HIV infection (median 3.0, SD 2.0-3.0), and they would be more likely to get tested if the game connected them with an actual person who could help (median 3.0, IQR 2.0-3.0).

Table 5. Acceptability of game prototype stratified by sexual orientation (N=46).

<table>
<thead>
<tr>
<th>Item</th>
<th>Heterosexual (n=30), median (IQR)</th>
<th>LGBTQa (n=16), median (IQR)</th>
<th>Total (N=46), median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The game playing was very interestingb</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
</tr>
<tr>
<td>The game playing was funb</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (4.0-5.0)</td>
<td>5.0 (4.0-5.0)</td>
</tr>
<tr>
<td>It was easy to learn how to play the gameb</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
</tr>
<tr>
<td>I liked the art and animationb</td>
<td>5.0 (4.0-5.0)</td>
<td>5.0 (4.0-5.0)</td>
<td>5.0 (4.0-5.0)</td>
</tr>
<tr>
<td>I liked the game environmentb</td>
<td>5.0 (4.0-5.0)</td>
<td>4.0 (4.0-5.0)</td>
<td>5.0 (4.0-5.0)</td>
</tr>
<tr>
<td>I liked the game interfaceb</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (4.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
</tr>
<tr>
<td>I like the interactions with other characters in the gameb</td>
<td>5.0 (4.0-5.0)</td>
<td>5.0 (4.0-5.0)</td>
<td>5.0 (4.0-5.0)</td>
</tr>
<tr>
<td>I like the idea of playing games about behaviors that may be associated with HIV infectionb</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
</tr>
<tr>
<td>I like the idea of playing games where my character can meet people and make friendsb</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
</tr>
<tr>
<td>I like the idea of playing games about different dating scenariosb</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
</tr>
<tr>
<td>I would share the game with friends or people I know to help them get tested for HIVb</td>
<td>5.0 (4.0-5.0)</td>
<td>5.0 (4.0-5.0)</td>
<td>5.0 (4.0-5.0)</td>
</tr>
<tr>
<td>I would play these games if I had access to themc</td>
<td>3.0 (2.0-3.0)</td>
<td>3.0 (3.0-3.0)</td>
<td>3.0 (2.0-3.0)</td>
</tr>
<tr>
<td>I would recommend the games to a friendc</td>
<td>3.0 (2.0-3.0)</td>
<td>3.0 (2.0-3.0)</td>
<td>3.0 (2.0-3.0)</td>
</tr>
<tr>
<td>I would be interested in playing these games in multiplayer mode with my friendsc</td>
<td>3.0 (2.0-3.0)</td>
<td>3.0 (2.5-3.0)</td>
<td>3.0 (2.0-3.0)</td>
</tr>
<tr>
<td>I would use this game to help with getting tested for HIVc</td>
<td>2.0 (2.0-3.0)</td>
<td>3.0 (2.0-3.0)</td>
<td>3.0 (2.0-3.0)</td>
</tr>
<tr>
<td>I would be more likely to get tested for HIV if the game determined my character to be at risk for HIV infectionc</td>
<td>3.0 (2.0-3.0)</td>
<td>3.0 (3.0-3.0)</td>
<td>3.0 (2.0-3.0)</td>
</tr>
<tr>
<td>I would be more likely to get tested if the game connected me with an actual person who could help me get testedc</td>
<td>3.0 (1.0-3.0)</td>
<td>3.0 (2.0-3.0)</td>
<td>3.0 (2.0-3.0)</td>
</tr>
</tbody>
</table>

aLGBTQ: lesbian, gay, bisexual, transgender, or queer.
bResponses provided on a scale of 1 to 5: strongly agree (5), somewhat agree (4), neither agree nor disagree (3), disagree (2), strongly disagree (1).
cResponses provided on a scale of 0 to 3: very likely (3), somewhat likely (2), not at all likely (1), don’t know (0).

Discussion

Principal Findings

The key findings of this study conducted among AYA in DC include a high level of engagement in sexual behaviors that increase the risk of HIV acquisition, a high level of HIV knowledge, and the identification of perceived barriers and facilitators to HIV testing at multiple levels. The findings from the study informed the development of an intervention to increase HIV testing among AYA. As in other studies, AYA in our study engaged in behaviors that might put them at risk for HIV, such as sexual activity and condomless sex [16,17,54,55], with a higher proportion of LGBTQ AYA engaging in these behaviors than heterosexual AYA [3,56]. However, the proportion of AYA in our study having ever been tested for HIV was much higher than that reported in other studies (67% vs 22%-34% in other studies) [14,16,17,54]. This may be the result of DC-wide efforts to increase HIV testing and education among AYA to curb new infections [11,57]. Furthermore, a higher proportion of LGBTQ AYA in our study had been tested for HIV than heterosexual AYA, consistent with other research [55,58].

Compared with AYA in other studies [27-29], the AYA in our study displayed relatively high HIV knowledge, and there were no differences in knowledge between LGBTQ and heterosexual AYA. Again, this may be the result of jurisdiction-wide efforts to increase HIV education among AYA. However, the participants expressed some persistent misconceptions around modes of transmission, the existence of a vaccine, and the appropriate window period for testing after a potential exposure, implying a need for continued education of AYA. The participants also perceived barriers to testing at the individual, interpersonal, and structural level, suggesting a need for
multilevel interventions. Get Connected, one such intervention, is a web-based intervention that aims to reduce individual and structural barriers to HIV and sexually transmitted infection testing and pre-exposure prophylaxis access among YMSM in Philadelphia, Atlanta, and Houston by tailoring content based on individual sociodemographic characteristics, testing history, and sexual behavior and only referring participants to culturally competent, high-quality testing and pre-exposure prophylaxis sites [35].

Limitations
Our study includes several limitations that warrant discussion. First, our study used convenience sampling by recruiting from specific organizations. Thus, our findings may not be generalizable to AYA who do not routinely seek medical care, do not frequent the participating community-based organizations, and are not part of the youth advisory council. The study included a small number of focus group participants, although this is common in qualitative research. Furthermore, most of the participants identified as Black or African American. Although the racial distribution of the study could have been broader to increase the generalizability of the findings, the racial distribution of our study population reflects the high burden of, and risk for, infection among Black AYA in the United States and in DC specifically. Similarly, the generalizability of the study’s findings to AYA of other sexual orientations may be limited because most of the AYA in our study identified as heterosexual.

Implications for Research
Achieving the first strategy of the EHE initiative will depend in part on maximizing the perceived benefits of, and minimizing the perceived barriers to, HIV testing among key populations, including AYA. Toward that goal, this study provides useful information because we were able to determine the behaviors potentially placing AYA at risk for HIV, measure baseline HIV knowledge, assess perceived barriers and facilitators to HIV testing, and assess acceptability of the game prototype. These data informed the development of an mHealth intervention, a life-and-dating simulation game, tailored for, and guided by, AYA in an urban area that aims to increase the perceived susceptibility to, and knowledge of, HIV infection of AYA; increase the perceived benefits of HIV testing, motivation to test, and self-efficacy to test; and decrease the perceived barriers to testing among AYA. These aims will be achieved by displaying the consequences of unsafe sexual behavior in real time using the CDC Risk Estimator Tool while also providing a zip code testing locator and empowering messaging around testing to further facilitate access to convenient testing sites [43]. The efficacy of this intervention will be tested in a randomized controlled trial, and the results will, we hope, reduce barriers to HIV testing faced by AYA and further reduce new infections among this key population.
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Abstract

Background: AIDS, caused by HIV, is a leading cause of mortality in Africa. HIV/AIDS is among the greatest public health challenges confronting health authorities, with South Africa having the greatest prevalence of the disease in the world. There is little research into how Africans meet their health information needs on HIV/AIDS online, and this research gap impacts programming and educational responses to the HIV/AIDS pandemic.

Objective: This paper reports on how, in general, interest in the search terms “HIV” and “AIDS” mirrors the increase in people living with HIV and the decline in AIDS cases in South Africa.

Methods: Data on search trends for HIV and AIDS for South Africa were found using the search terms “HIV” and “AIDS” (categories: health, web search) on Google Trends. This was compared with data on estimated adults and children living with HIV, and AIDS-related deaths in South Africa, from the Joint United Nations Programme on HIV/AIDS, and also with search interest in the topics “HIV” and “AIDS” on Wikipedia Afrikaans, the most developed local language Wikipedia service in South Africa. Nonparametric statistical tests were conducted to support the trends and associations identified in the data.

Results: Google Trends shows a statistically significant decline ($P<.001$) in search interest for AIDS relative to HIV in South Africa. This trend mirrors progress on the ground in South Africa and is significantly associated ($P<.001$) with a decline in AIDS-related deaths and people living longer with HIV. This trend was also replicated on Wikipedia Afrikaans, where there was a greater interest in HIV than AIDS.

Conclusions: This statistically significant ($P<.001$) association between interest in the search terms “HIV” and “AIDS” in South Africa (2004-2019) and the number of people living with HIV and AIDS in the country (2004-2019) might be an indicator that multilateral efforts at combating HIV/AIDS—particularly through awareness raising and behavioral interventions in South Africa—are bearing fruit, and this is both evident on the ground, but is also reflected in the online information seeking on the HIV/AIDS pandemic. We acknowledge the limitation that in studying the association between Google search interests on HIV/AIDS and cases/deaths, causal relationships could not be drawn due to the limitations of the data.

(JMIR Form Res 2022;6(3):e29819) doi:10.2196/29819
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Introduction

A major obstacle to combating the impacts of disease in developing countries is the paucity of high-quality health data, including data regarding people’s health information needs [1]. If they do not understand people’s everyday concerns, health organizations and policy makers are less able to effectively target education and programming efforts for all genders and age groups [1]. People’s information needs and their everyday concerns are often expressed via search engine queries as millions go online to meet their health information needs.

HIV/AIDS remains a major global public health concern, despite concerted efforts aimed at combating the disease. There are an estimated 37.9 (32.7-44.0) million people worldwide living with HIV, the virus that causes AIDS [2]. Sub-Saharan Africa has the greatest burden of HIV/AIDS, with South Africa bearing the greatest burden of the disease in the world. An estimated 7.7 million people were living with HIV and AIDS in South Africa in 2018, with an adult prevalence rate of 20.4% [2]. In 2018, approximately 71,000 South Africans died of AIDS-related causes.

Considerable progress has been made in the fight against HIV/AIDS globally. Globally, an estimated 37.9 (32.7-44.0) million people were living with HIV in 2018 [2], an increase from previous years (eg, 35.3 million in 2012), as more people receive life-saving antiretroviral therapy. At the same time, the number of AIDS-related deaths is also declining, with 770,000 deaths in 2018 [2], down from 1.6 (1.4-1.9) million deaths in 2012 and 2.3 (2.1-2.6) million in 2005 [3]. Gains have also been made toward many of the 2020 Sustainable Development Goals targets and elimination commitments, although significant challenges remain [4]. This is within the context of high-risk behavior among people living with HIV in low- and middle-income countries [5] and insufficient human resources in HIV care in low- and middle-income countries [6].

A key component of the fight against HIV/AIDS has been behavioral interventions [3]. A global meta-analysis of studies determined that behavioral interventions reduce sexual risk behavior and reduce sexually transmitted infections and HIV [3]. Behavioral interventions typically involve harmonizing messages and the dissemination of information about HIV transmission and various prevention approaches using television, radio, outdoor advertising, and information and communications technology. The outcome of all these behavioral interventions is that in sub-Saharan Africa, the percentage of young people (15-24 years) demonstrating a comprehensive and accurate understanding of HIV has generally increased over the years. For example, this understanding rose by 5 percentage points for men and by 3 for women from 2002 to 2011, although knowledge levels remain low (36% for young men and 28% for young women) [3].

In South Africa, there have been a number of nationwide communication campaigns related to raising awareness of HIV and AIDS. Soul City and MTV Shuga are two examples of such multimedia campaigns that promote good sexual health and well-being and have effective outcomes [7]. Research into the impact of the Soul City and other communication campaigns found that they had a positive effect on the sexual behavior of adults that had been exposed to the campaign message, for instance by bringing about positive changes in condom use and HIV testing [8].

The combined effects of these awareness campaigns have been an increase in knowledge and understanding of HIV/AIDS. One likely outcome of an increase in awareness of HIV/AIDS in South Africa is that a percentage of the population will turn to the internet via search engines for information on HIV/AIDS. Internet penetration in South Africa is 56% (32.9 million) [9].

An increasing number of people are using the internet to support their health care needs [10,11] and search engines such as Google, Yahoo! and Bing are often their first port of call. One of the early studies on search engine use found that 1 in every 28 (3.5%) pages viewed on the web is a search results page, making the use of a search engine the second most popular internet task next to email [12]. Another early study found that there are over 6.75 million health-related internet searches carried out every day worldwide, representing approximately 5% of all internet searches [13]. Search engine use is the most common approach to online information seeking [14], and a study by the Pew Research Center found that half of all internet users now use search engines on a typical day [15]. It has also been estimated that about 1 billion Google searches daily are health-related, which is about 7% of all daily searches [16].

This paper examines trends in online search on HIV and AIDS on Google, which is the dominant search engine worldwide [17] and is the top search engine in most countries with a few exceptions, such as Russia (Yandex) and China (Baidu). In South Africa, Google is also the dominant search engine [17]. Google search data have been used for understanding health information needs, health surveillance, and health forecasting [10,18-23]. Although the use of Google search engine data for health and development in general has been criticized [24,25] in recent years due to an unbalanced and opaque approach that did not satisfy scientific transparency, in recent years, organizations such as the World Bank [26,27] and several government departments around the world have begun revisiting the behavioral big data methods of search engine data in aid of international development. Drawing on feedback from the scientific community on the best practices of big data research [24,25,28,29], particularly paying attention to integrating both big data and “small data” (eg, survey data and other traditional data collection mechanisms) to create more complete and accurate data sets, they have made significant advances in this field. This paper advances the hypothesis that the online search behavior of people looking for health information can be used to understand their health information needs, and also for health surveillance and monitoring [10,18-23].

Methods

The methods employed in this study were derived from the considerable literature regarding using search data to understand the health information needs of the public and for health surveillance [10,18-23]. The first step involved search term selection. The search terms chosen as proxies to gauge public interest in HIV and AIDS in South Africa were “HIV” and
“AIDS.” These were the only search terms selected given the specificity of the topics concerned. Data [30] on online searches for the terms “HIV” and “AIDS” were thus obtained on Google Trends (categories: health, web search) to visualize how searches were conducted on both search terms. The data were obtained for the years 2004-2019. Some of the most important search queries (top and rising) searched for by South Africans on “HIV” and “AIDS” were downloaded from the Google Trends data set [30] and recorded. Data on regional interest in both search terms for South Africa were downloaded. In addition, the top and rising search queries related to “HIV” and “AIDS” were also accessed via Google Trends.

The nonparametric Mann-Kendall test [31] was conducted to evaluate the significance of trends. The Mann-Kendall test accounts for the autocorrelation of time series (for the alternative hypothesis of monotonic trends) by the design of its test statistic on the time series increments. The Mann-Kendall test was adapted based on the log ratio of search volumes between search terms to evaluate their associations (between “HIV” and “AIDS”) and to investigate the search trend of the term “AIDS” with adjustment (log ratio between “flu” and “AIDS”).

Nonparametric Mann-Kendall tests were conducted to indicate the significant decline in AIDS-related deaths in South Africa and the increasing trend for the number of estimated adults and children living with HIV. Permutation test based on nonparametric Spearman rho [32] was conducted to verify the association between Google search interest for the term “AIDS” and AIDS-related deaths in Africa. Due to the difference in time frequency, monthly Google search data for the term “AIDS” were aggregated through moving average to estimate yearly search interest. All statistical analysis was conducted with R (version 4.1.2; R Foundation for Statistical Computing); Mann-Kendall tests were done using the `trend` package and the Spearman test was performed using the `stats` package.

Pageviews for the topics “HIV” and “AIDS” from 2015-2020 in Wikipedia Afrikaans, the most developed indigenous language Wikipedia service in South Africa, were obtained from Wikipedia [33]. The year with the earliest data on HIV and AIDS on Wikipedia Afrikaans is 2015.

Review studies on the use of search engine data to understand public interests and trends have noted the “traps in big data” [24,25,28,29], emphasizing that data sources such as search engines are best used to supplement traditional data sources like surveys and that, in general, confidence in such data is strengthened when their findings can be replicated using other data sources and platforms. Thus, this paper also obtained and plotted data [34] on the estimated number of adults and children living with HIV, as well as AIDS-related deaths in South Africa, from the United Nations Joint Programme on HIV/AIDS for the years 2004-2019.

Results

Search term trends for “HIV” and “AIDS” from 2004-2019 in South Africa showed a decline in “AIDS” searches relative to “HIV” (P<.001; Figure 1). This observed online behavior mirrors progress on the ground for both HIV and AIDS (P<.001, association between “AIDS” searches and deaths), as there was a decrease in AIDS-related deaths (P<.001) and an increase in the number of people living with HIV (P<.001) in the country from 2004-2019 (Figure 2).

Some of the most important search queries (top and rising) searched for by South Africans on “HIV” and “AIDS” can be seen in Multimedia Appendix 1 and Multimedia Appendix 2, respectively. A complete visualization of the search data, regional interest in South Africa for the search terms “HIV” and “AIDS,” and rising and top search queries on “HIV” and “AIDS” can be accessed via Google Trends [30].

Similarly, on Wikipedia Afrikaans, for the years 2015-2020, there was greater interest in “HIV” than “AIDS” (Multimedia Appendix 3).

Figure 1. Search interest in the search terms "HIV" and "AIDS" (category: health, web search) in South Africa, 2004-2019 (accessed December 24, 2020).
Discussion

Principal Findings

This paper shows a statistically significant decline ($P<.001$) in search interest on Google for AIDS relative to HIV in South Africa. This trend mirrors progress on the ground in South Africa and is significantly associated ($P<.001$) with a decline in AIDS-related deaths and people living longer with HIV. This trend was also replicated on Wikipedia Afrikaans, where there was a greater interest in HIV than AIDS. The data on the search terms “HIV” and “AIDS” in South Africa (2004-2019) reveal a decrease in interest over time in AIDS-related search queries relative to HIV-related search queries. This mirrors progress on the ground in South Africa, where AIDS-related deaths have reduced over the years (2004-2019) and people are living longer with HIV due to life-changing medications. Similarly, behavioral interventions through messages delivered through media sources in South Africa, including the internet, have increased the number of people with an accurate understanding of the differences between HIV and AIDS [3]. In response to these behavioral interventions, a proportion of the populations in these countries will use the internet via search engines to seek information on HIV and AIDS. From the earliest data available on Wikipedia Afrikaans (2015-2020), there has been a greater interest in HIV than AIDS in South Africa.

Comparison to Prior Work

This work contributes to the growing literature on infodemiology, which seeks to employ search engine data in the service of health information seeking, forecasting, and surveillance [35]. Previous research has covered a wide variety of infectious diseases such as influenza [36], dengue [37], and...
and qualitative study of the HIV/AIDS health information seeking behavior of South Africans using Google is planned. This would provide data through traditional (non–big data) research methods, following best practices from digital big data research, where the best results are often obtained when traditional data collection methods like surveys are combined with big data methods to inform research inquiry [25].

Second, we also acknowledge that the observed trends in the Google search data could be explained by the general decrease in people’s interest in such diseases and public health matters. To adjust for this, we used the search term “flu” as a control and the declining trend of the search term “AIDS” remained significant after adjustment ($P<.001$). In addition, this paper acknowledges the effects of media coverage on interest in specific terms, which is not accounted for in this paper.

Third, this paper focuses only on studying the association between the Google search interest in HIV/AIDS and cases/deaths. We acknowledge that causal relationships should not be drawn due to the limitations of the data. In addition, we acknowledge that although we used the Google Trends category “health, web search” to refine the search results for “AIDS,” the returned results may contain other meanings or associations of the word “AIDS,” as seen in some entries in Multimedia Appendix 2.

**Conclusions**

A major obstacle to combating the impacts of disease in developing countries is the paucity of high-quality health data, particularly for understanding people’s health information needs [1]. People’s information needs and their everyday concerns are often expressed via search engine queries as millions go online to meet their health information needs. This paper shows a statistically significant decline ($P<.001$) in search interest on Google for AIDS relative to HIV in South Africa. This trend mirrors progress on the ground in South Africa and is significantly associated ($P<.001$) with a decline in AIDS-related deaths and people living longer with HIV. This trend was also replicated on Wikipedia Afrikaans, where there was a greater interest in HIV than AIDS.

In developing country contexts where high-quality data on the health information needs of people is often lacking, understanding the population’s use of search engines to meet health information needs can provide useful data. Investigating people’s use of search engines to meet information needs can also reveal if education and programming efforts have been effective. Consequently, a natural progression of this study might be a quantitative and qualitative study of the use of search engines and other online information sources to meet HIV- and AIDS-related health information needs in South Africa, which might mitigate platform-specific limitations of findings as outlined in the Limitations section.
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Abstract

Background: Management of patients with multiple chronic diseases is a growing public health challenge, especially in rural sectors where access to physicians may be limited. Connected medical devices monitoring vital signs, associated with eHealth program and structured telephone support, may improve complex patient management through early detection of disease complications, positive impact on patients’ health, and health resources consumption optimization.

Objective: The aim of this study was to evaluate the technical performance and user experience of the NOMHAD eHealth system in patients with multimorbidity.

Methods: This was a pilot, single-arm, interventional study. Patients with multimorbidity with any combination of chronic heart failure (CHF), chronic obstructive pulmonary disease, and diabetes were followed for 80-100 days using the NOMHAD eHealth system. This system used connected devices telemonitoring symptoms and vital signs (eg, body weight, oxygen saturation, pulse rate, blood pressure, and blood glucose), associated with structured telecoaching and educational support by call center nurses. An overall risk indicator (ORI) was automatically computed after each data teletransmission. The ORI was color coded; green indicated no action required; yellow, orange, and red (low to high priority, respectively) generated telenotifications and indicated to the nurses the need for a telecoaching action. Each ORI was calculated by combining 7 clinical stability system indicators based on symptom questionnaires and vital signs. Technical accuracy of the system was assessed by comparing system-generated ORIs with ORIs recalculated from raw data. Ease of use, usefulness, satisfaction, and acceptability of the system were assessed through patient adherence to self-assessments, and through self-administered questionnaires to patients, call center nurses, and physicians.

Results: A total of 23 patients were enrolled in this study and participated between April 2016 and March 2017 at 5 study centers in France. All patients were successfully equipped and evaluable for analysis. Mean age was 68.5 (SD 10.4) years and most patients were men (n=20). The most common multimorbidity was CHF + diabetes (n=15), followed by patients with all 3 diseases (n=5). Mean effective follow-up was 78.7 (SD 24.2) days. The system generated 6263 ORIs, as several ORIs could be generated on a single day for any patient. Overall system sensitivity was 99.2% (95% CI 98.9-99.4) and overall specificity was 91.3% (95% CI 87.7-94.1). Most patients (20/23, 87%) were satisfied with the system and agreed that it helped them to better understand and manage their diseases, and 19/23 (83%) valued the nurse regular contacts. Nurses and physicians were generally satisfied with the system and considered it useful. All users indicated they would agree to long-term use of the system.
Conclusions: This study provides evidence that the NOMHAD eHealth system is accurate, acceptable, informative, and feasible for patients with multimorbidity, supporting further investigation of its clinical benefits.
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Introduction

Background

The management of patients with chronic diseases is a major public health challenge that continues to grow as the numbers of these patients continue to increase [1]. In developed countries, advances in medical care and consequently longer life expectancies have contributed to a steady rise in the numbers of patients with chronic diseases such as chronic heart failure (CHF), chronic obstructive pulmonary disease (COPD), and diabetes, all of which are among the leading causes of death [2]. These patients now account for a major share of many national health care budgets. In France, it was estimated that approximately 80% of the national health care budget in 2012 was dedicated to care for patients with chronic illnesses [3].

Medical deserts due to uneven geographic distribution of health care practitioners are a reality for many patients in France. Despite a steady increase in the number of physicians, many will retire in the next few years, which will further decrease health care availability in some territories. This trend is exacerbated by a large disparity across France in the numbers of physicians available per person, which is highest near Paris [4].

Faced with the rising prevalence and burden of chronic illnesses, health care systems have recognized that traditional reactive medical care involving repeated hospitalizations for disease complications is unsustainable [5,6]. Thus, alternative remote methods of managing patients with chronic diseases are needed to promote and stabilize patient health at home, while minimizing the risk of hospitalization and the burden on health care resources. Chronic disease telemanagement programs aim to foster continuity between hospital and home care, prevent disease worsening and the onset of complications, prevent or reduce hospitalizations, ensure appropriate and timely treatment when needed, educate patients to empower disease self-management, and optimize physician involvement. The ultimate goal for patients is to live safely at home while continuing to receive optimal care.

French national recommendations have called for the development of such telemedicine interventions in patients with CHF, COPD, and diabetes—the 3 chronic diseases that impose the highest burdens on the health care system. The sudden episodes of deterioration that characterize these diseases, such as cardiac decompensations in CHF, acute exacerbations in COPD, and major hypoglycemic events in diabetes, require hospitalization and very often a second hospitalization soon after discharge. Some of these hospitalizations and rehospitalizations may be partially preventable if symptom worsening is detected and managed early [7,8].

Home telemonitoring programs are among the solutions currently investigated for remote disease management. The intent is to provide high-quality health care to patients while they live at home. In patients with CHF, remote telemonitoring programs have been shown to reduce mortality [9-13], hospitalizations [9,10,12-14], emergency care unit visits [9], and health care costs [9]. In a review of transitional care interventions, programs that included home visits and multidisciplinary interventions reduced mortality and all-cause readmissions, but telemonitoring had no beneficial effect [15]. In patients with COPD, the benefits of telemonitoring programs versus usual care have been less clear. In the recent COPD Patient Management European Trial (COMET) that investigated a COPD disease management intervention that included remote telemonitoring in patients with severe COPD, acute care hospitalization days and mortality were significantly lower in the disease management group [16]. Other analyses have found inconsistent impact of telemonitoring on hospitalizations [17-19] and quality of life [17-20], a trend toward reduced costs [20,21], improved physical activity but no effect on physical capacity or dyspnea [22], and no effect on length of hospital stay or mortality [19]. Most reviewers concluded that despite some encouraging results, additional evidence from larger, high-quality studies is needed before definitive conclusions and recommendations can be made on the benefits of telemonitoring programs for patients with COPD [12,19,20,22,23]. For patients with diabetes, clinical trials and systematic reviews have consistently demonstrated that telemonitoring programs are feasible and can sustain improved glycemic control over time versus usual care [24-26]. Evidence for other benefits, such as reduced BMI [24], reduced use of health care resources and costs [26,27], and lower mortality and cognitive decline in older patients, has been modest or inconsistent [27].

Some of the difficulty in interpreting the results of the many studies investigating the benefits of telemonitoring programs in patients with chronic diseases stems from the heterogeneity in the programs and in the patient populations studied. Most telehealth programs have focused on a single chronic disease, but the reality is that many patients with chronic diseases have more than 1 disease [28-30]. The overall prevalence of such multimorbidity was 23% among all patients in a national health care database in Scotland [28], whereas the prevalence of multimorbidity is much higher (>60%) in the growing European population of patients over the age of 65, who tend to accumulate chronic conditions as they age [28,30]. Multimorbidity is well described in patients with CHF, COPD,
or diabetes. In another study conducted in Scotland, 42% of patients with CHF also had diabetes and 26% also had COPD [27]. Similarly, 39% of patients with COPD had CHF and 22% had diabetes, and 45% of patients with diabetes had CHF and 15% had COPD [27]. Thus, telehealth and telemonitoring programs designed for use in patients with a single chronic disease may be limited in their capacity to provide benefits to patients with multiple chronic conditions or comorbidities.

The NOMHAD eHealth System: Overview

The NOMHAD eHealth system, consisting of a web interface for physicians and nurses (NOMHAD Chronic) and an app for patients (NOMHAD Mobile), is derived from a Spanish system and is specifically designed to handle patients with multiple chronic diseases [31]. This system aims to provide telemonitoring by means of detecting health status deterioration based on connected devices and telecoaching based on educational support by dedicated call center nurses.

Study Objectives

In this exploratory study, the technical performance of the NOMHAD eHealth system was evaluated in patients with multimorbidity with any combination of CHF, COPD, and diabetes. The ease of use, usefulness, satisfaction, and acceptability of the system were also investigated from the perspectives of the patients, call center nurses, and physicians.

Methods

Study Design and Objectives

This was a pilot, multicenter, nonrandomized, single-arm, open-label, uncontrolled interventional study to evaluate the performance of the NOMHAD eHealth system of telemonitoring, telenotification, and telecoaching (Agence Nationale de Sécurité du Médicament et des Produits de Santé [ANSM] registration number [ID-RCB]: 2015-A01106-43). The system was evaluated over 3 months of follow-up in a single group of approximately 30 ambulatory patients with multimorbidity.

The primary objective of the study was to evaluate the technical performance of the NOMHAD eHealth system in this population. This objective was to be achieved by comparing patient overall risk indicators (ORIs) generated by the system with those recalculated on the basis of raw data teletransmitted to the software platform. Secondary objectives were to evaluate the impressions and perspectives of NOMHAD eHealth system users (patients, study physicians, and nurses) using different self-questionnaires about overall ease of use, usefulness, satisfaction, and acceptability. Feasibility of the intervention, technological performance of the system, clinical events, adverse events (AEs), and adverse device events were also assessed.

Ethics Approval

The study protocol (2015-A01106-43) and subsequent amendments were approved by a local independent ethics committee (Comité de Protection des Personnes Lyon Sud-Est IV) and the French Medicine Agency (ANSM). The study was conducted in compliance with Good Clinical Practice guidelines, the Declaration of Helsinki, the EU Council Directive 93/42/EEC regarding Medical Devices, and International Standard ISO 14155. Study protocol, benefits, and risks were explained to participating patients, who were required to provide written informed consent.

Study Participants

Patients were recruited and enrolled at 5 study centers in France (Rhone-Alpes region). Adults over the age of 18 years with at least two chronic diseases among CHF, COPD, and diabetes and with at least one hospitalization for acute decompensation of CHF or exacerbation of COPD during the year prior to inclusion were eligible to participate in the study. Patients were also required to speak and understand French and have a landline phone. To be enrolled, patients had to meet the French Health Authorities (Haute Autorité de Santé) diagnosis criteria [32], briefly summarized in Table 1. No biological or clinical examinations were required at study entry, but the results of the most recent examinations performed per routine practice were to be reported. Patients were excluded if they were pregnant or breastfeeding, were institutionalized, had a life expectancy of less than 3 months, had received within the past 6 months or were receiving chemotherapy or radiotherapy for cancer, required dialysis for chronic renal insufficiency, had a condition likely to interfere with study procedures, were not covered by the French National Health System, or had participated within the past 30 days or were participating in another interventional trial.

Table 1. Main diagnosis criteria for enrollment of patients with chronic obstructive pulmonary disease, diabetes, or chronic heart failure.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>Clinical signs AND exposure to a known risk factor AND forced expiratory volume in 1 second/forced vital capacity ratio &lt;70% after bronchodilator</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Blood sugar &gt;1.26 g/L (7.0 mmol/L) after 8-hour fasting (assessed twice) OR diabetes symptoms with blood sugar &gt;2 g/L; 2 hours after a 75-g oral glucose challenge</td>
</tr>
<tr>
<td>Chronic heart failure</td>
<td>Clinical symptoms or signs AND objective evidence of structural or functional cardiac abnormality at rest. Systolic heart failure OR heart failure with preserved ejection fraction</td>
</tr>
</tbody>
</table>

Notes:

- aCriteria from the French National Health Authorities (Haute Autorité de Santé [32]).

NOMHAD eHealth System

The NOMHAD eHealth system employs the NOMHAD Chronic software platform (version 1.6.4; Connected Health Services) and the remote NOMHAD Mobile app (version 1.2.1) installed on an interactive tablet (Figure 1). Through NOMHAD Mobile, patients self-measure their vital signs through connected devices...
(or manually), provide additional health status–related information by answering questionnaires, and transmit the information to the central database.

The NOMHAD Chronic software platform consists of a web interface for physicians to define personalized patient care plans and browse patient data, and a call center station web interface for nurses (skilled home health care provider nurses working at the VitalAire France nurse call center) to browse patient data, prioritize nurse activities, and report telecoaching actions.

**Figure 1.** Overview of the NOMHAD eHealth system. The NOMHAD eHealth system consists of the NOMHAD Chronic software platform and the remote NOMHAD Mobile app installed on an interactive tablet, which is used by the patient to enter vital sign data, either manually or through connected devices, and answer questionnaires. These data are transferred to the NOMHAD Chronic software platform using available 3G, 4G, or Wi-Fi connections. The NOMHAD eHealth system is a global system including health care technicians, call center nurses, study physicians, and referring physicians. 3G: third generation; 4G: fourth generation; SpO\(_2\): arterial oxygen saturation; Wi-Fi: wireless fidelity.

NOMHAD Chronic monitors up to 7 clinical stability systems indicators that inform about chronic disease/health status parameters according to patient medical conditions and individual-specific thresholds: hemodynamic stability, respiratory stability, pain/sleep quality, diet/diuresis, tissue integrity, cognitive system/mood, and medication.

The software platform incorporates an algorithm that calculates the ORI to guide the nurse in prioritizing telecoaching actions. ORIs are color coded, enabling immediate identification of the patients to be contacted and their level of priority. A green ORI indicates that no action is required, whereas yellow (low priority), orange (medium priority), and red (high priority) ORIs generate telenotifications and indicate to the call center nurse the need for a telecoaching action, from simple reinforcement, repeating measurements and adapting the care plan, to advising the patient to call an emergency medical service. The ORI is calculated by combining the 7 clinical stability system indicators, which are themselves calculated by combining the results of symptom questionnaires and vital signs. An individual ORI is calculated by the algorithm every time a new value of any monitored parameter is transmitted by the patient. Therefore, several ORIs and corresponding telenotifications may be generated on a single day for a given patient.

**Patient Interventions**

Patients participated in the study over a period of approximately 3 months (Figure 2). Inclusion was followed by an adaptation period during which the telemonitoring kit was installed by a home health care provider technician and first used autonomously by the patients in their home. The follow-up period began with a phone interview with the nurse to evaluate the patient’s self-management skills specific for their chronic diseases, establish objectives for improvement, and collect patient lifestyle data. During the follow-up period, patients performed regular self-assessments of their health status according to their chronic diseases. Patients used the tablet to enter their answers to health questionnaires and the devices connected to the tablet to measure vital signs (eg, blood pressure, pulse rate, arterial oxygen saturation, daily blood glucose, body weight depending on their medical condition, and personalized care plan) and transmit them to the NOMHAD Chronic system. The standard patient care plan (consisting of self-measurements twice a week and questionnaires once a week in stable state) could be personalized according to patient needs, the system notifications generated, and study physician assessment.
Patients were contacted by a nurse at regular intervals (at least every 15 days for the first 2 months) and when the system generated a telenotification. Patients could also contact a nurse whenever necessary during regular business hours via a toll-free phone number, for instance, to report a hospitalization. Through the NOMHAD Mobile app, patients could consult disease self-management support modules installed on their tablet and could voluntarily participate with other study patients in online video classroom sessions conducted by the nurses. The objective of these sessions was to provide patients with supplementary information about their chronic diseases and their management while taking advantage of group dynamics. The telemonitoring program could be suspended temporarily by a call center nurse for patient’s personal reasons or during a hospitalization.

Nurses from the call center were trained to provide support by phone to patients with chronic diseases and were connected to the NOMHAD Chronic system to manage telenotifications (according to their priority level) during regular working hours. They performed standardized telecoaching actions, such as advising patients to seek physician consultation or emergency care, according to the type and severity of the telenotifications.

Physicians could access patient data at any time; were prompted to log-on to the system during patient consultations; and could modify patient medical data, medications, procedures, system threshold values for health status parameters, and recorded any AE. After a follow-up period of 80-100 days, the care plan was deactivated, equipment was retrieved, and study physicians completed the electronic case report form.

Outcomes and Evaluation Methods

For the primary performance criterion, the sensitivity and specificity of the ORIs generated during the follow-up period were assessed by comparing the ORIs generated by the NOMHAD system using a specific algorithm (ORINOMHAD) with those expected when recalculated from the raw data telemastered to the software platform (ORIEXP) based on its algorithm specifications. Each combination of ORIs (ORINOMHAD vs ORIEXP) obtained was categorized as follows: if the ORINOMHAD and ORIEXP were both green, the scoring was considered “correctly not telenotified” (ie, true negative [TN]); if the ORINOMHAD and ORIEXP colors were the same for yellow, orange, or red, the scoring was considered “correctly telenotified” (ie, true positive [TP]); if the ORINOMHAD priority color was lower than the ORIEXP color, the scoring was considered “incorrectly identified as lower priority” (ie, false negative [FN]); and if the ORINOMHAD Priority color was higher than the ORIEXP color, the scoring was considered “incorrectly identified as higher priority” (ie, false positive [FP]). Secondary performance criteria were the numbers and frequencies of telenotifications and the sensitivity (defined as TP/[TP + FN] × 100) and specificity (defined as TN/[TN + FP] × 100) of the clinical stability system indicators. The overall sensitivity and specificity were calculated from all ORI recordings.

At the end of the study, patients, nurses, and physicians completed user-specific self-questionnaires to assess their perspectives on the ease of use, usefulness, and satisfaction of the system. These self-questionnaires were developed by the sponsor specifically for the study. System acceptability was assessed from the actual duration of follow-up and the duration of effective follow-up (after deduction of the temporary suspensions periods). System feasibility was assessed from the numbers of patients refusing or discontinuing the program for any nonmedical reasons. Safety was evaluated from device deficiencies and AEs starting during the study follow-up period.

Sample Size Estimation

An appropriate sample size could not be calculated because no assumptions could be made prior to the start of the trial regarding the primary technical performance criterion in patients with multimorbidity. It was estimated that approximately 30 evaluable patients would be sufficient to establish preliminary descriptive conclusions for the primary criterion.

Statistical Methods

Statistical analyses were performed using SAS software, version 9.2 (SAS Institute). Summary statistics for continuous variables were number of observations, mean, SD, median, first and third quartiles (Q1 and Q3), minimum and maximum values, and the number of missing information. Summary statistics for dichotomous or categorical variables were the number and percentage of each of the scores or categories with 95% CIs.
calculated using the exact binomial distribution for percentages, where applicable. The agreement between all pairs of ORIs generated by the software platform and by those recalculated on the basis of the raw data teletransmitted (each time the algorithm was run by the software platform) was evaluated with SAS by calculating the weighted Fleiss–Cohen κ coefficient for all pairs of ORI scores and by testing the null hypothesis that this coefficient was equal to 0 (ie, no agreement apart from pure chance agreement existed between both scorings). Results are presented for all patients who were enrolled in the study.

Amendments to the Study Protocol
After the study began, the study protocol was amended to stop recruitment before the planned number of enrolled patients was reached. This was done because the recruitment period had already been extended and it revealed that investigators had reached their maximal recruitment potential based on the study inclusion criteria.

Results

Study Patients
A total of 23 patients were enrolled in the study and participated between April 2016 and March 2017 at 5 study centers. Three patients did not complete the study: 1 withdrew consent, 1 moved into a care facility that precluded study procedures, and 1 requested to discontinue telemonitoring. Thus, 20 patients completed study over a mean duration of 99.7 (SD 18.9) days. There were 18 patients with at least one minor protocol deviation, most were for missing data (n=15) or time window deviations (n=8). No major protocol deviations (defined as those affecting the minimal 2-month required self-recordings) occurred, except the 7-day follow-up of the patient who withdrew consent.

The mean age of the patients in the study was 68.5 (SD 10.4) years and most patients (20/23, 87%) were men (Table 2). The mean BMI was 33.9 (SD 7.2) kg/m$^2$ with a range of 24.5-54.6 kg/m$^2$. Most patients did not live alone, had a caregiver, and declared having an occupational activity outside the home and regular physical activity.

Table 2. Patient demographics, lifestyle, therapy, and vital signs at study entry.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All patients (N=23)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, male, n (%)</td>
<td>20 (87)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>68.5 (10.4)</td>
</tr>
<tr>
<td>BMI (kg/m$^2$), mean (SD)</td>
<td>33.9 (7.2)</td>
</tr>
<tr>
<td>Never or former smoker, n (%)</td>
<td>21 (95)$^a$</td>
</tr>
<tr>
<td>Living alone$^b$, n (%)</td>
<td>8 (35)</td>
</tr>
<tr>
<td>Presence of a caregiver$^b$, n (%)</td>
<td>13 (57)</td>
</tr>
<tr>
<td>Occupational activity outside the house$^b$, n (%)</td>
<td>14 (61)</td>
</tr>
<tr>
<td>Regular physical activity$^b$, n (%)</td>
<td>15 (65)</td>
</tr>
<tr>
<td>Difficulties in understanding the diet$^b$, n (%)</td>
<td>11 (48)</td>
</tr>
<tr>
<td>Regular body weight monitoring$^b$, n (%)</td>
<td>17 (74)</td>
</tr>
<tr>
<td>Blood glucose self-monitoring (patients with diabetes)$^b$, n (%)</td>
<td>18 (86)$^c$</td>
</tr>
</tbody>
</table>

**Therapy$^d$, n (%)**

- Insulin                                            | 11 (48)             |
- Home oxygen therapy                                 | 3 (13)              |
- Home noninvasive ventilation                        | 5 (22)              |
- Systolic blood pressure (mmHg), mean (SD)           | 125.4 (23.3)        |
- Diastolic blood pressure (mmHg), mean (SD)          | 72.8 (13.6)         |
- Pulse rate (beats/minute), mean (SD)                | 79.7 (19.0)         |

$^a$N=22.
$^b$As declared by the patient to the call center nurse.
$^c$N=21.
$^d$As recorded in the NOMHAD eHealth system. Multiple responses were allowed. $\% = (n \text{ row}/n \text{ nonmissing}) \times 100$, except for multiple responses where $\% = (n \text{ row}/N \text{ group}) \times 100$. 
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The most frequent multimorbidity was CHF + diabetes (n=15; Table 3). Five patients had all 3 diseases (CHF + diabetes + COPD). The severity of CHF was most frequently reported as New York Heart Association class II (11/19, 58%) or III (7/19, 37%), and patients with CHF (n=21) had a mean left ventricular ejection fraction of 44.5% (SD 13.5%). Patients with COPD (n=6) had a mean forced expiratory volume in 1 second of 55.0% (SD 16.9%) predicted (n=6). Patients with diabetes had mainly type 2 diabetes (n=19), with a mean last measured glycosylated hemoglobin (HbA1c) of 7.7% (SD 1.6%) (n=18). Micro- and macro-angiopathic complications were reported in 11 and 4 patients, respectively. Overall, patients had a mean of 6.5 (SD 2.9) concomitant diseases that were recorded by their study physician at inclusion in addition to their targeted chronic diseases.

Table 3. Patient multimorbidity.

<table>
<thead>
<tr>
<th>Patient’s main chronic disease profile, n (%)</th>
<th>All patients (N=23)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHF + COPDb</td>
<td>2 (9)</td>
</tr>
<tr>
<td>CHF + diabetes</td>
<td>15 (65)</td>
</tr>
<tr>
<td>COPD + diabetes</td>
<td>1 (4)</td>
</tr>
<tr>
<td>CHF + COPD + diabetes</td>
<td>5 (22)</td>
</tr>
</tbody>
</table>

| Number of concomitant diseases at inclusion, mean (SD) | 6.5 (2.9) |
| Comorbiditiesc, n (%) | |
| Dyslipidemia | 16 (70) |
| Arterial hypertension | 16 (70) |
| Chronic respiratory failure | 7 (30) |
| No comorbidity ticked | 3 (13) |

aCHF: chronic heart failure.
bCOPD: chronic obstructive pulmonary disease.
cAs recorded in the NOMHAD eHealth system. Multiple responses were allowed. % = (n row/n nonmissing) × 100, except for multiple responses where % = (n row/N group) × 100.

System Performance
For all patients, the NOMHAD eHealth system generated a total of 6263 ORIs that could be recalculated from the raw data teletransmitted during the 3-month follow-up period. Among these ORIs, 294 (4.69%) were green, 4480 (71.53%) were yellow, 1441 (23.01%) were orange, and 48 (0.77%) were red. ORI proportions by color were similar for each chronic disease individually.

For all patients, there was good agreement between the telenotifications generated by the NOMHAD eHealth system and those recalculated from the raw data. In the primary analysis, overall sensitivity was 99.2% (95% CI 98.9-99.4) and overall specificity was 91.3% (95% CI 87.7-94.1). Sensitivity and specificity results were similar for each chronic disease individually. Agreement evaluation of all ORI pairings yielded a weighted Fleiss–Cohen κ coefficient of 0.975 (95% CI 0.969-0.981; P<.001), indicating good agreement between all pairs that was not due to pure chance. Kappa coefficients for each chronic disease individually were similarly high (≥0.975).

System Effectiveness
During the 3-month follow-up period, all patients generated at least one telenotification and triggered, therefore, nurse telecoaching actions. The highest proportions of telenotifications were yellow and orange (ie, low and moderate priority, respectively). All 23 patients generated at least one yellow ORI-low priority telenotification (with a mean of 190 per patient over the 3-month period), 17 patients generated at least one orange ORI-moderate priority telenotification (with a mean of 83 per patient), and 7 patients generated at least one red ORI-high priority telenotification (with a mean of 6 per patient). The management of the telenotifications resulted in a median of 21 nurse contacts per patient (Q1-Q3, 6-49). The call duration lasted 11-20 minutes at least once for most patients (22/23, 96%). The mean time interval between a telenotification during business hours and registration of telecoaching action was 68.3 (SD 63.6) minutes.

Physicians did not change the predefined parameters or thresholds. On average, physicians connected 3 times per patient for approximately 30 minutes in total, during the 3-month follow-up.

End User Perspectives
Patients
Most (21/23) patients felt that health care technicians spent sufficient time installing the study devices and training them to use the eHealth system. Most patients were satisfied with the coaching they received from the nurses.

Eighteen patients agreed or strongly agreed that the information contained in the app was useful in helping them better understand their illnesses and 14 patients agreed or strongly agreed that it helped them better manage their symptoms. Patient
contact with the call center nurses was considered helpful, as 16 patients agreed or strongly agreed that it helped them become more independent in managing their illnesses, and 17 patients agreed or strongly agreed that they received effective advice when needed. Sixteen patients participated in at least one online video classroom session. However, only 7 patients agreed or strongly agreed that the conferences helped them to better cope with their illnesses through sharing their experience with other patients.

Overall, 20 patients agreed or strongly agreed that they were generally satisfied with the eHealth system, 10 patients agreed or strongly agreed that it improved their relationship with their study physician, and 15 patients agreed or strongly agreed that they would be prepared to use it long term.

**Nurses**

Nurses (n=3) strongly agreed that their involvement in the study helped them to communicate more effectively with patients and agreed that it helped patients to better understand how to manage their diseases with self-measurement and self-management tools. All nurses strongly agreed that they would be prepared to use the system long term. They also ranked the remote vital signs measurements and the planned regular phone calls with the patients to be the best components.

**Study Physicians**

Study physicians (n=5) agreed that the software platform was somewhat or fairly intuitive and user-friendly, and 4 agreed that its content met their expectations. One of them modified the standard monitoring patient care plan of 1 or more patients and felt this was a medically relevant action and easy to perform.

Three physicians agreed that the telemonitoring and telecoaching interventions by the nurses resulted in physicians seeing only those patients with a genuine need, whereas all agreed that the frequency of notifications and patient consultations was sufficient.

Three physicians agreed or strongly agreed that the information available on the software platform enabled them to better understand their patients’ disorders and to better manage their patients. Four of the physicians agreed or strongly agreed that they could better anticipate complications affecting patients with multiple morbidities and that their patients were better equipped with self-measurement and self-management tools. Four agreed or strongly agreed that it improved their relationship with their patients and 4 were fairly or very prepared to use the system long term. The study physicians ranked the vital signs, the availability of the telemonitoring platform, and the telecoaching actions among the more preferred components.

**System Acceptability, Feasibility, and Technical Performance**

Acceptability, as assessed by the extent to which planned events were completed, was generally high (Table 4). An average of 87.3% (SD 34.6) of the total planned regular phone contacts every 2 weeks were performed by the patients. Acceptability was lower for the online video classroom sessions. Out of a total of 8 different contents, patients actively participated in an average of 4.7 (SD 5.8) sessions. Patients consulted the chronic disease self-management support modules available on their tablet an average of 11.2 (SD 15.2) times during the 3-month follow-up and spent an average total time of approximately 16 hours on these consultations (median 5 hours).

<table>
<thead>
<tr>
<th>Variable</th>
<th>All patients (n=23)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Follow-up</strong></td>
<td></td>
</tr>
<tr>
<td>Duration of follow-up period (days), mean (SD)</td>
<td>85.8 (19.0)</td>
</tr>
<tr>
<td>Duration of effective follow-up period (days), mean (SD)</td>
<td>78.7 (24.2)</td>
</tr>
<tr>
<td>Duration of system temporary suspension (days), mean (SD)</td>
<td>7.2 (14.4)</td>
</tr>
<tr>
<td>Ratio of duration of effective follow-up to duration of follow-up period (%), mean (SD)</td>
<td>90.1 (18.2)</td>
</tr>
<tr>
<td><strong>Planned regular phone contacts with the call center nurse</strong></td>
<td></td>
</tr>
<tr>
<td>Number of actual planned phone contacts, mean (SD)</td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>Number of planned phone contacts scheduled, mean (SD)</td>
<td>3.7 (0.8)</td>
</tr>
<tr>
<td>Ratio of actual to planned number of phone contacts (%), mean (SD)</td>
<td>87.3 (34.6)</td>
</tr>
<tr>
<td><strong>Online video classroom sessions</strong></td>
<td></td>
</tr>
<tr>
<td>Number of attended sessions (any type), mean (SD)</td>
<td>4.7 (5.8)</td>
</tr>
<tr>
<td>Total duration of actual participation (minutes), mean (SD)</td>
<td>136.3 (206.7)</td>
</tr>
<tr>
<td>Ratio of duration of actual participation to overall session duration (%), mean (SD)</td>
<td>60.5 (39.6)</td>
</tr>
<tr>
<td><strong>Information modules</strong></td>
<td></td>
</tr>
<tr>
<td>Number of consultations, mean (SD)</td>
<td>11.2 (15.2)</td>
</tr>
<tr>
<td>Total duration of consultations (minutes), median (Q1-Q3)</td>
<td>310.4 (3-1561)</td>
</tr>
</tbody>
</table>

The program also appeared to be feasible. No eligible patients refused to participate in the study. One patient withdrew consent after 1 week of follow-up but no patients discontinued prematurely due to lack of connection or inability to use the
study equipment. Eight patients (35%) required at least one maintenance visit and 6 patients (26%) needed at least one device replacement or had technical issues with the study equipment. Data transmission failures were mostly due to connection issues related to the mountainous study area, and represented an average of 3.4% (SD 5.9%) of the total number of data transmissions per patient.

Safety Evaluations

Nine patients (39%) experienced a total of 16 AEs during their follow-up period. None of these AEs were considered to be related to the study medical device or procedures and no study discontinuation resulted from any AE. Seven patients (30%) experienced a total of nine serious AEs (Table 5), all of which were related to unscheduled hospitalizations. All these serious AEs were considered by the investigators to be related to the chronic diseases under investigation or to other diseases. The most frequent serious AEs were cardiac failures (3/23, 13%).
Table 5. Serious adverse events occurring during study follow-up.

<table>
<thead>
<tr>
<th>Sex/age</th>
<th>Chronic diseases</th>
<th>Serious adverse event (MedDRA-preferred term)a</th>
<th>Time from inclusion to onset (days)</th>
<th>Duration (days)</th>
<th>Severity</th>
<th>Time since last ORIb (days)</th>
<th>Last color of ORIb,d</th>
<th>Last color of SSIe-f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male/82 years</td>
<td>CHF/diabetes</td>
<td>Cardiac failure</td>
<td>32</td>
<td>4</td>
<td>Moderate</td>
<td>2</td>
<td>Yellow</td>
<td>• SSIH: Blue • SSIR: Green • SSIP: Green • SSID: Green • SSI: Green • SSIM: Green</td>
</tr>
<tr>
<td>Male/62 years</td>
<td>CHF/diabetes</td>
<td>Cardiac failure/erysipelas</td>
<td>52</td>
<td>20</td>
<td>Severe</td>
<td>24n</td>
<td>Yellow</td>
<td>• SSIH: Green • SSIR: Green • SSIP: Green • SSID: Green • SSI: — • SSIM: Green</td>
</tr>
<tr>
<td>Male/72 years</td>
<td>CHF/diabetes</td>
<td>Atrial fibrillation</td>
<td>38</td>
<td>8</td>
<td>Moderate</td>
<td>2</td>
<td>Yellow</td>
<td>• SSIH: Green • SSIR: Blue • SSIP: Green • SSID: Orange • SSI: Green • SSIM: Green</td>
</tr>
<tr>
<td>Male/84 years</td>
<td>CHF/COPD/diabetes</td>
<td>Cardiac failure</td>
<td>38</td>
<td>14</td>
<td>Severe</td>
<td>1</td>
<td>Yellow</td>
<td>• SSIH: Blue • SSIR: Green • SSIP: Green • SSID: Orange • SSI: Green • SSIM: Green</td>
</tr>
<tr>
<td>Female/66 years</td>
<td>CHF/COPD/diabetes</td>
<td>COPD/alveolitis</td>
<td>86</td>
<td>11</td>
<td>Moderate</td>
<td>9</td>
<td>Yellow</td>
<td>• SSIH: Green • SSIR: Green • SSIP: Green • SSID: Green • SSI: — • SSIM: Green</td>
</tr>
<tr>
<td>Male/62 years</td>
<td>CHF/COPD/diabetes</td>
<td>Urethral stenosis</td>
<td>31</td>
<td>5</td>
<td>Moderate</td>
<td>1</td>
<td>Yellow</td>
<td>• SSIH: Blue • SSIR: Green • SSIP: — • SSID: Green • SSI: — • SSIM: Green</td>
</tr>
<tr>
<td>Male/64 years</td>
<td>CHF/COPD/diabetes</td>
<td>Arterial rupture</td>
<td>42</td>
<td>1</td>
<td>Moderate</td>
<td>5p</td>
<td>Orange</td>
<td>• SSIH: Green • SSIR: Orange • SSIP: Orange • SSID: Yellow • SSI: Green • SSIM: Green</td>
</tr>
</tbody>
</table>

aSerious adverse events were coded using the MedDRA dictionary version 19.1.
bORI: overall risk indicator.
cLast color of ORI is a weighted combination of the SSI status with specific calculation rules in case of missing data, depending on the time interval since their last available transmission.
dGreen ORI, no action required; yellow ORI, low-priority action; orange ORI, medium-priority action; and red ORI, high-priority action.
eSSI: stability system indicator.
fGreen SSIs indicate stability, whereas blue, yellow, orange, and red SSIs indicate decreasing stability, from slightly to markedly unstable. Blue SSI triggers increased frequency of data measurements.
Principal Findings

This exploratory study demonstrated that the NOMHAD eHealth system was accurate in generating ORIs that reflect health status changes in patients with multimorbidity. The ORIs generated by the system agreed well with the ORIs that were expected when they were recalculated using the raw data teletransmitted. Sensitivity and specificity were both high for the ORIs and for the individual clinical stability system indicators. These results indicate that the system provided an efficient and accurate means of transmitting health status data and that the ORIs generated by the algorithm accurately reflected the health stability of the patients.

All study patients generated telenotifications, most of which were of low or moderate priority. Less than one-third of the patients required a high-priority telecoaching action. However, because ORIs were systematically recalculated every time new data were teletransmitted, a high number of ORIs (N=6263) were generated. This total was almost 3 times higher than what was anticipated for 23 patients over the study duration (100 days), assuming 1 telenotification per patient per day (~2300 ORIs). This disparity reflected the conservative nature in which the telenotifications were programmed to assure the safety of these patients with multimorbidity, which was a main priority during this study. In addition, each time a patient variable was out of the expected normal range, the self-measurement had to be repeated. Another reason for the high number is that some patients became high consumers of the system and performed their own repeated measurements every day. This could also explain why 71.53% (4480/6263) of the ORIs were of low (yellow) priority. A high number of ORIs were generated, leading to a substantial nurse workload, as a median of 21 (yellow) priority. A high number of ORIs were generated, leading to a substantial nurse workload, as a median of 21 ORIs per patient over the 3-month follow-up. In managing the telenotifications, the call center nurses were able to effectively filter those requiring high-priority telecoaching actions. It is anticipated that future technical developments will reduce the number of low-priority ORIs.

The study showed that the NOMHAD eHealth system was generally well accepted by patients, nurses, and physicians, all of whom indicated high levels of satisfaction with most aspects of the program and a willingness to use the system long term. Responses to the self-questionnaires indicated that the system achieved a key aim of telehealth programs: to better manage and coordinate timely care for patients with multiple chronic diseases. Importantly, most users felt that it helped patients to better manage their diseases and symptoms and better understand their illnesses. Nurses felt that it helped them to communicate with patients more effectively, whereas most physicians felt that it helped them to better manage their patients. Most of the physicians also felt that the patients seen in consultation were only those who truly needed physician intervention. For patients, regular contact with the call center nurses was considered an important aspect of the program, and many of them considered this as the best part. Chronic diseases often limit social contact, especially for patients who live alone. It appears that contact with the nurses provided a key social interaction for many patients.

Patient satisfaction and participation were lower for the online video classroom sessions. Not all of the 8 different 40-minute sessions were relevant for every patient and attendance was relatively low. In addition, the mountainous terrain of the study setting caused some technical and connectivity issues, which affected the transmission quality of the videoconferences and may have frustrated some patients. By contrast, patients consulted the disease self-management support modules provided on their tablet approximately 11 times, indicating that they were interested in learning about their chronic diseases. These support modules were likely considered more convenient because patients could consult these at any time, unlike the online video classroom sessions, which were scheduled weekly at fixed times.

A recent study also investigated the views and experiences of patients and health care personnel using a telehealth and online self-management program for patients with multiple chronic diseases (diabetes, cardiovascular disease, and hypertension) in the Renewing Health Project [33]. Although there were differences between the 2 programs, both focused on patient-reported health status variables and on improving self-management skills. An important finding was that the expectations of patients, who expected feedback and support, differed from those of the health care staff, who expected the program to make patients more independent and able to perform self-management tasks without staff support. By contrast, the regular every 2-week patient–nurse contact, which provided consistent feedback and support, was a key aspect of the NOMHAD program and highly regarded by the patients. Together, these findings suggest that telehealth programs should provide a means of maintaining a level of personal contact that preserves patient engagement. Insufficient contact may result in patients feeling isolated or abandoned.
Strengths

This study has several strengths. Whereas most previous telehealth programs have focused on a single disease, the NOMHAD eHealth system was designed for patients with multiple chronic diseases. With multimorbidity on the rise, the study patients likely represent a more realistic “real-world” situation than those studied in many other telehealth programs. In addition, patients were living in a rural mountainous area, whereas the call center nurses were nearly 750 km away and the physicians were in private practice or a hospital nearby. Despite some connectivity issues, which are to be expected in such settings, this study demonstrated the system’s feasibility in remote conditions where many patients may face medical isolation. The telenotification accuracy of the system was verified, both for overall assessments of health status and for the individual clinical stability systems indicators. In addition, the NOMHAD eHealth system collects a comprehensive array of patient data that include subjective assessments of well-being, as well as objective self-measurements of patient health variables.

Limitations

Regarding limitations, the self-questionnaires were created specifically for this study and were not independently validated. Besides, very few nurses and physicians participated in the study. Therefore, the questionnaire results for these health care providers must be viewed with caution. Although the feasibility results were positive, the follow-up period was relatively short for a program designed to be used long term. These results need to be confirmed in a longer study. Other minor problems were that the standard glycaemia thresholds were too narrow, which resulted in irrelevant notifications, and that the blood pressure cuffs were too small for some patients with obesity.

The NOMHAD eHealth system was derived from earlier Spanish versions of the NOMHAD Chronic software platform (version 1.5.2) and the NOMHAD Mobile app (version 1.2.0). The Spanish version was used in a 3-arm randomized clinical trial comparing a structured telephone intervention, with and without the NOMHAD eHealth system, with usual care in 472 elderly patients with multimorbidity [31]. In Spain, the telemonitoring was performed by a hospital nurse team, whereas in this study in France, it was based on call center nurses. After a 12-month follow-up, the main outcome of health-related quality of life was significantly higher with the telehealth intervention than with usual care (P<.001). No differences in mortality or health care utilization were found. Nevertheless, this earlier study also demonstrated that the NOMHAD eHealth system was feasible for long-term use [31].

The medical relevance of the medium- to high-priority telenotifications (orange and red ORIs) also needs to be evaluated because of the significant workload they generated for nurses. As the aim of the study was to support high-risk patients, those included in this study were highly comorbid, with a mean of 6.5 concomitant diseases, and had severe targeted diseases, documented by a low left ventricular ejection fraction, a low forced expiratory volume in 1 second, and high proportions of insulin-dependent patients or those requiring home oxygen or ventilator support. Moreover, 7 patients underwent an unscheduled acute hospital admission during their 3-month follow-up. This preliminary study was not designed to assess medical relevance of the generated ORIs or clinical benefits, which would require a much larger and longer randomized controlled trial. However, several recent studies of similar telehealth and telemonitoring programs in patients with multimorbidity have reported positive results, suggesting that such programs can reduce disease exacerbations and health care costs [34,35]. A program for patients with chronic conditions in Australia found that, compared with the previous year, the telemonitoring program reduced medical expenses by 46.3%, pharmaceutical expenses by 25.5%, unscheduled hospital admissions by 53.2%, hospital length of stay by 67.9%, and mortality by over 40% [34]. In Spain, the VaCrónico program for patients with multiple chronic conditions found significant reductions in body weight; significantly smaller proportions of patients with high systolic or diastolic blood pressure, or elevated glycosylated hemoglobin concentrations in patients with diabetes; and significant reductions in emergency service use and hospitalizations [35].

Conclusions

In conclusion, this study met its principal objectives by providing evidence that the NOMHAD eHealth system is accurate, useful, acceptable, informative, and feasible to implement and use. These favorable outcomes depended on the commitment and coordination of all users and study staff, all of which were facilitated by the system network. Although the NOMHAD eHealth system is based on efficient teletransmission of electronic data and accurate algorithmic evaluation, the system also facilitates human interaction on a regular basis, which appeared to be one of its most important features. The system was also considered useful to support disease education and promote patient awareness toward a better understanding of health data. This study confirms that the system is feasible for larger, longer studies to investigate its impacts on clinical variables, patient-reported outcomes, and medical resources used. However, in their comprehensive meta-review, Elbert et al [36] concluded that, given the consistent effectiveness of telehealth for most patients, greater attention should be given to intervention evaluation rather than to obtaining additional evidence for their efficacy.
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Abstract

Background: Early diagnosis of cognitive disorders is becoming increasingly important. Limited resources for specialist assessment and an increasing demographical challenge warrants the need for efficient methods of evaluation. In response, CoGNIT, a tablet app for automatic, standardized, and efficient assessment of cognitive function, was developed. Included tests span the cognitive domains regarded as important for assessment in a general memory clinic (memory, language, psychomotor speed, executive function, attention, visuospatial ability, manual dexterity, and symptoms of depression).

Objective: The aim of this study was to assess the feasibility of automatic cognitive testing with CoGNIT in older patients with symptoms of mild cognitive impairment (MCI).

Methods: Patients older than 55 years with symptoms of MCI (n=36) were recruited at the research clinic at the Blekinge Institute of Technology (BTH), Karlskrona, Sweden. A research nurse administered the Mini-Mental State Exam (MMSE) and the CoGNIT app on a tablet computer. Technical and testing issues were documented.

Results: The test battery was completed by all 36 patients. One test, the four-finger–tapping test, was performed incorrectly by 42% of the patients. Issues regarding clarity of instructions were found in 2 tests (block design test and the one finger-tapping test). Minor software bugs were identified.

Conclusions: The overall feasibility of automatic cognitive testing with the CoGNIT app in patients with symptoms of MCI was good. The study highlighted tests that did not function optimally. The four-finger–tapping test will be discarded, and minor improvements to the software will be added before further studies and deployment in the clinic.

(JMIR Form Res 2022;6(3):e23589) doi:10.2196/23589
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Introduction

The global burden of dementia is estimated to increase from 43-47 million in 2016 to over 100 million patients by 2050 [1]. Early diagnosis of cognitive diseases is of increasing importance to assure optimal and early care, prognostics, and treatment. This is highlighted by the development of criteria for mild cognitive impairment (MCI), in which diagnostic criteria exist today for predementia stages of Alzheimer disease, dementia in Parkinson disease, and vascular cognitive impairment. Early detection might be even more important in the future when more potent treatments might exist that are likely to be more effective at an early stage of disease.

In the latest revision of the American Academy of Neurology practice guidelines for MCI (September 2019), yearly cognitive screening in healthy adults above 65 years old is encouraged [2]. Longitudinal assessments of patients with MCI are even more important, as approximately 50% might have a cognitive disease with progressive cognitive decline, and many patients revert to normal cognitive functioning [3,4]. This predicts an increasing demand for cognitive testing. Commonly used screening instruments such as the Mini-Mental State Exam
(MMSE) are rapid but crude, and measurement error is larger than the typical yearly decline in Alzheimer disease [5,6]. Also, the utility for differential diagnostics is limited. Neuropsychological assessment with sensitive measures of several cognitive domains may aid diagnostics when basal investigation including screening instruments are inconclusive.

Today, less than one-third of patients in Sweden referred from primary to specialist care centers undergo a neuropsychological investigation. Given the demographical challenge, this portion is likely to decrease further. In response, CoGNIT, a computerized neuropsychological test battery, was developed, initially for assessing hydrocephalus patients. Tests are automatically delivered and scored on a tablet computer, assuring portability, standardization, and efficiency. Made for repeated assessments, included tests are chosen to be able to capture performance on a spectrum, rather than dichotomous variables, thus being able to pick up nuances in cognitive change. The test battery includes tests to cover several cognitive domains (memory, visuospatial function, attention, psychomotor speed, executive function, and manual dexterity). A summary score is calculated for all tests, making it possible to track changes in specific domains as well as global functioning over time.

A previous version of CoGNIT that ran on a touch-screen computer has been validated, norms and reliability data have been collected, and the test has been used in clinical practice in the management of hydrocephalus patients for over 5 years [7,8]. A novel version of CoGNIT running on a tablet has been expanded with tests of language, visuospatial ability, and upper extremity motor speed, to cover the cognitive domains of a typical evaluation in a memory clinic. The intended use cases are (1) as part of the investigation at a memory clinic for early detection of cognitive impairment; (2) in differential diagnostics, since diseases have different patterns of cognitive impairment; and (3) in follow-up testing after initiation of treatment (eg, acetylcholinesterase inhibitor) to assess the treatment effect.

The aim of this study was to assess the feasibility of automatic testing with CoGNIT in older persons with MCI. Data will be used to adapt the software for better performance before collecting normative data in a healthy population.

**Methods**

**Ethical Approval**

Ethical approval for this study was granted by the regional ethical review board in Lund, Sweden (dnr 2016/470).

**Recruitment**

Patients with symptoms of MCI were recruited from the ongoing SMART4MD project at the research clinic at the Blekinge Institute of Technology (BTH), Karlskrona, Sweden [9]. This project evaluates a digital platform that supports patients with reminders, information, and memory support in everyday life. Patients in this project have several visits to the research clinic during their follow-up and were recruited for cognitive testing with CoGNIT during their second visit. The examiner (a research nurse) explained the experiment and collected signed consent from each subject. Patients were included in February 2020 and March 2020. Inclusion criteria were (data collected at first visit) MMSE of 20 to 28 points; subjective memory problems for >6 months; older than 55 years; participants in charge over their own medication; and no specific conditions reducing their ability to use an app, such as visual, hearing, or motor impairments. Exclusion criteria were a terminal illness with less than 3 years of expected survival, Geriatric Depression Scale (GDS) score above 11, or cognitive impairment due to a known condition such as abuse or psychiatric illness.

**Procedures**

The MMSE was administered to participants by the research nurse (the examiner). In direct succession, the CoGNIT computerized neuropsychological test battery was administered. While testing, the examiner was sitting by, answering questions, and taking notes regarding technical or testing issues. Patients were also asked to answer the TechPH questionnaire, a short instrument assessing older people’s attitude towards technology [10].

**CoGNIT Test Battery**

**Test Presentation and Instructions**

Tests were presented on a 10.5” tablet computer (Samsung Galaxy Tab S6, 6 GB RAM, 128 GB internal storage; Samsung Electronics, South Korea) running the Android 11.0 operating system. The tablet was connected via Wi-Fi to the internet. CoGNIT was accessed on the Chrome web browser via an online server. Results from testing were stored in a database on the server for access via a web interface. Test instructions are presented with animations and sounds via a speaker. A trial round with automatic feedback precedes all tests. Two tests require verbal input from the patient that is recorded by the tablet microphone (10-word list test and category fluency test). These tests are manually corrected by the examiner after the testing session (simple procedure by “checking boxes” in the software). All other tests are automatically scored by the software. When scoring is completed, a pdf test report is automatically produced. Included tests are described in the following sections.

**Memory**

In the 10-word list test, 10 nouns are consecutively presented via text and sound. The patient is asked to say the remembered words aloud after presentation. The test is repeated for 3 trials. The sound is recorded for later manual scoring of the test. After approximately 15 minutes and 2 intervening distractor tasks, a free recall test is performed, without prior presentation of the words. In direct succession, a recognition test is performed. The patient is asked to press yes/no buttons indicating if the word was included in the learning test. A total of 20 words is presented: 10 correct and 10 distractor words.

**Executive Function and Psychomotor Speed**

The Stroop test consists of 2 parts, the Stroop congruent test and Stroop incongruent test. In the Stroop congruent test, the patient is asked to press 1 of 2 colored buttons on the screen indicated by text. In the Stroop incongruent test, the text is colored, and the patient is asked to press the button indicated...
by the color of the text and not what is written. Each trial includes 50 color-words. Response time and errors are collected.

Similarly, the Trail Making Test also includes 2 tests. In Trail Making Test A, the numbers 1 to 25 are presented on the screen, and the patient is asked to press each number in numerical order. In Trail Making Test B, both numbers (1-13) and letters (A-L) are presented on the screen. The patient is asked to press letters and number in order by alternating between successive numbers and letters of the alphabet (ie, 1-A-2-B-3-C...). Time to completion and errors are collected.

**Attention**

In the 2-choice reaction test, the patient is asked to press 1 of 2 buttons indicated by an arrow. The arrow appears after a random interval of 5 seconds to 15 seconds. Reaction time is measured for 20 trials.

**Language**

In the category fluency test, the patient is asked to say aloud as many words from a category (eg, animals) as possible for 1 minute. Sound is recorded and corrected by the examiner after all tests are completed.

**Motor Speed**

In the four-finger–tapping test, the patient is required to tap on a small keyboard with the digits 2 through 5. The correct order of taps is (digits) 2-3-4-5-4-3-2-3... The number of correct taps over 5 trials is scored. In the one-finger–tapping test, the patient taps 1 finger repeatedly between 2 circles on the screen. The number of taps during a 10-second period is recorded for 3 trials for both the left and right hands.

**Visuospatial Ability**

The block design test, a figure composed of 4 colored blocks is presented on the screen. The patient is asked to rearrange blocks presented on the top of the screen to match the pattern. Time to completion is scored for 3 different patterns.

**Depression**

Symptoms of depression were screened using the GDS, in which 15 questions are presented on the screen and the patient is required to answer by pressing buttons marked yes or no.

**Statistical Analysis**

The completion rate without testing issues in patients was previously estimated at 80% in hydrocephalus patients. With a sample size of 36, an 80% issue-free completion rate can be estimated with a 95% CI of +/-13%, which was regarded as sufficient. This also assured for detecting issues for improvement. Influences on test completion by age and score on the TechPH and MMSE scales were assessed with Mann-Whitney U tests. Influence by gender and education was assessed with chi-squared tests. Significance level was set at P<.05. All statistics were analyzed in SPSS (Version 25; IBM Corp, Armonk, NY).

**Results**

**Sample Characteristics**

Of 42 patients, 36 (86%) agreed to participate; 4 patients declined participation due to a lack of interest or time, and 2 patients declined because of medical reasons (hemiparesis and severe visual impairment). Demographics for the study population are presented in Table 1. The age was rather high (mean 75.6 years). There was a slight overrepresentation of men (22/36, 61%).

Table 1. Demographic data for the study population.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, (years), mean (SD)</td>
<td>75.6 (5.0)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>22 (61)</td>
</tr>
<tr>
<td>Female</td>
<td>14 (39)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>9 (25)</td>
</tr>
<tr>
<td>Medium</td>
<td>14 (39)</td>
</tr>
<tr>
<td>High</td>
<td>13 (36)</td>
</tr>
<tr>
<td><strong>MMSE</strong>(^a) (points), mean (SD)</td>
<td>28.2 (2.1)</td>
</tr>
<tr>
<td><strong>TechPH</strong>(^b) (points), mean (SD)</td>
<td>3.0 (0.8)</td>
</tr>
</tbody>
</table>

\(^a\)MMSE: Mini-Mental State Exam.

\(^b\)TechPH: novel scale assessing older people’s attitude towards technology.

**Testing Issues**

Testing issues are summarized in Table 2. Excluding failure due to technical or physical issues impairing the ability to complete a test, failure to complete a test due to misunderstanding of instructions was observed for 11 patients (10 four-finger–tapping test, 2 one-finger–tapping, and 1 block design test). Age, gender, education level, MMSE, and TechPH scores were not associated with failure. The patient in the cohort...
with the lowest MMSE (21 points) misunderstood instructions in both the four- and one-finger–tapping tests.

Table 2. Testing issues identified by the examiner.

<table>
<thead>
<tr>
<th>Test</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Four-finger tapping</td>
<td>Of the 36 patients, 15 (42%) did not perform the test as intended because of physical difficulties (rheumatoid arthritis, fractures, or arthrosis) or misunderstanding of instructions; 3 patients did not comprehend how to use the keypad and instead tried to perform the test on the screen of the tablet.</td>
</tr>
<tr>
<td>Stroop test</td>
<td>A yellow button was perceived as light green by 2 patients.</td>
</tr>
<tr>
<td>Block design test</td>
<td>One patient did not understand when the test started.</td>
</tr>
<tr>
<td>Geriatric Depression Scale</td>
<td>Two patients gave a wrong answer to 1 question. Once answered it was not possible to correct.</td>
</tr>
<tr>
<td>One-finger tapping</td>
<td>One patient performed all tests with the left hand. One patient needed extra instructions from the examiner regarding that the buttons were supposed to be tapped and not to drag the finger between buttons.</td>
</tr>
</tbody>
</table>

Technical Issues

We observed 2 technical issues. In 3 test sessions of the 10-word list test, 1 instruction was repeated several times. For 1 testing session, 2 pdf reports were created.

Discussion

Principal Findings

We developed CoGNIT, a tablet app for assessing cognitive function in several cognitive domains in an automatic, standardized, and efficient manner. A previous version was developed for assessment of hydrocephalus patients, which has now been redesigned for tablet computers and expanded with new tests for more general assessments, aimed at aiding diagnostics and tracking of cognitive function in patients at memory clinics. This study aimed to assess the feasibility of testing patients with symptoms of MCI.

Overall, the feasibility for testing with patients with symptoms of MCI was good, although some issues were identified. Software bugs were identified that are straightforward to correct. Some tests did not perform optimally. On a group level, there was no indication that this was due to a lower level of a technophilia personality trait or cognitive ability as measured by the TechPH and MMSE scales. However, cognitive ability might interfere with testing in the lower range of the MMSE, as the patient with the lowest MMSE in the cohort failed to complete 2 of the included tests due to miscomprehension of instructions.

Most notably, 42% of the patients did not perform the four-finger–tapping test as intended, both due to physical limitations (eg, rheumatoid arthritis) and difficulty understanding instructions. Though a measure of manual dexterity, scores from this test correlate with tests of executive function [11]. Tests of executive function have a component of “getting it,” and this test might just be too cognitively demanding for the MCI population. Also, introducing a second means of input from the attached keyboard might be confusing. The test was originally included in the CoGNIT battery because of evidence for assessing patients with hydrocephalus [12]. A more prevalent disease in memory clinics is any of the parkinsonian syndromes, where the one-finger–tapping test has evidence [3,13]. After evaluation, the four-finger–tapping test was discarded in favor of this test in further deployment of CoGNIT.

Other testing issues are more straightforward to improve. The block design and the one-finger–tapping tests will be improved with updated instructions for the tests. In the Stroop test, a simple color adjustment will be done to improve discrimination between yellow and green. In the GDS, a button to access the previous question will be added.

Limitations

Though inclusion criteria at the first visit included an MMSE score in the range of 20 to 28, many patients scored higher at the second visit, when the CoGNIT was administered. There was a skewed distribution, with many patients scoring in the higher range. The feasibility for testing with more cognitively impaired patients is thus less tested. However, sensitive neuropsychological testing is needed less in the cognitive range where screening instruments show marked impairment.

Comparison With Prior Work

There are several computerized test batteries for neuropsychological testing of older adults [14]. Most batteries are administered by a trained testing technician who explains instructions for each test. This hampers standardization and scalability. A major criticism of computerized tests has been a lack of reports of reliability, normative data, validity, and, finally, poorly designed computer-person interfaces. All these issues were addressed when designing CoGNIT. Also, testing free recall memory is, to our knowledge, unique to CoGNIT. Free recall is the most sensitive test for disorders of episodic memory. We believe this will give CoGNIT an edge in early detection of cognitive disorders.

Conclusions

The feasibility for automatic neuropsychological testing with the CoGNIT app on a tablet device in patients with symptoms of MCI was good. After minor modifications, the app is ready for further studies. The next step is collecting normative data from a healthy population.
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Thematic Analysis on User Reviews for Depression and Anxiety Chatbot Apps: Machine Learning Approach

Abstract

Background: Anxiety and depression are among the most commonly prevalent mental health disorders worldwide. Chatbot apps can play an important role in relieving anxiety and depression. Users’ reviews of chatbot apps are considered an important source of data for exploring users’ opinions and satisfaction.

Objective: This study aims to explore users’ opinions, satisfaction, and attitudes toward anxiety and depression chatbot apps by conducting a thematic analysis of users’ reviews of 11 anxiety and depression chatbot apps collected from the Google Play Store and Apple App Store. In addition, we propose a workflow to provide a methodological approach for future analysis of app review comments.

Methods: We analyzed 205,581 user review comments from chatbots designed for users with anxiety and depression symptoms. Using scraper tools and Google Play Scraper and App Store Scraper Python libraries, we extracted the text and metadata. The reviews were divided into positive and negative meta-themes based on users’ rating per review. We analyzed the reviews using word frequencies of bigrams and words in pairs. A topic modeling technique, latent Dirichlet allocation, was applied to identify topics in the reviews and analyzed to detect themes and subthemes.

Results: Thematic analysis was conducted on 5 topics for each sentimental set. Reviews were categorized as positive or negative. For positive reviews, the main themes were confidence and affirmation building, adequate analysis, and consultation, caring as a friend, and ease of use. For negative reviews, the results revealed the following themes: usability issues, update issues, privacy, and noncreative conversations.

Conclusions: Using a machine learning approach, we were able to analyze ≥200,000 comments and categorize them into themes, allowing us to observe users’ expectations effectively despite some negative factors. A methodological workflow is provided for the future analysis of review comments.

(JMIR Form Res 2022;6(3):e27654) doi:10.2196/27654
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Introduction

Background

Mental health disorders can have a real impact on society, with ≥264 million people affected by depression alone, and anxiety accounts for an alarming 3.76% of the population globally [1]; depression is also a leading cause of disability [2]. When it comes to the working population, anxiety and depression are among the most commonly prevalent mental disorders worldwide, which can lead to high rates of sick leave and low job performance [3]. Smartphone-based chatbot apps with self-care interventions can provide cost-effective solutions compared with hospital-based therapeutic interventions. They can also increase the capacity of such care using assessment and mood tracking or by providing human-like conversation in times of loneliness. A chatbot is an artificial intelligence (AI) software that simulates conversations or chatting with users in natural language through messaging apps, webpages, and mobile apps or on the phone [3]. In a recent review, titled A Review of Mobile Chatbot Apps for Anxiety and Depression and their self-care features, published in Computer Methods and Programs in Biomedicine Update, we searched the Apple App Store and Google Play Store following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) protocol guidelines and identified 11 chatbot apps related to anxiety and depression, which were assessed for quality and characteristics [3]. Using known quality measures for mobile apps, such as authority, complementarity, confidentiality, validity, technological features, general information, usability, and intervention approaches, we found that available anxiety- and depression-related chatbot apps were highly rated and had high rates of user satisfaction [3]. The 11 apps included Ada, your health companion; Dr Sila, your smart health assistant; InnerHour Self-Care Therapy, anxiety and depression; MindDoc, depression and anxiety; Mindspa: Self Help 4UR Mental Wellbeing & Wellness; Pocketcoach, anxiety helper; Replika, My AI Friend; Serenity: Guided Mental Health; Woebot, your self-care expert in cognitive behavioral therapy and mindfulness; Wysa, stress, sleep, and mindfulness therapy chatbot; and Youper, anxiety and depression. These 11 apps targeted anxiety and depression disorders, and all contained chatbots. They were all of high quality and popularity and met the mHONCode principles [3]. The apps were built with various self-care interventions and other types of interventions, such as cognitive behavioral therapy and mindfulness. We found that anxiety and depression chatbot apps have the potential to improve the capacity of mental health self-care and provide low-cost support to professionals [3]. As a follow on from our initial study, we wanted to conduct in-depth analysis using a thematic review by extracting publicly available review comments and ratings from the Apple App Store and Google Play Store. By doing so, we gain better insight into the user satisfaction of these 11 apps. We considered this part 2 of our initial study, where we further explored users’ opinions, satisfaction, and attitudes about anxiety and depression chatbot apps. Several studies have examined users’ opinions and satisfaction with mental health apps but very few have analyzed app reviews in detail. For instance, a scoping review explored users’ perceptions and opinions about mental health chatbots, as reported by 37 previous studies using cross-sectional survey methods [4]. However, the scoping review, as well as the included 37 studies, did not analyze the qualitative reviews of the actual users of the apps, who downloaded and used the apps and then gave their feedback in app stores such as the Apple App Store and Google Play Store [4]. Web-based reviews reflect a user’s perspective on a service or product. We consider these topics as dimensions along which different users evaluate the chatbots. Therefore, this study aims to explore users’ opinions, satisfaction, and attitudes about anxiety and depression chatbot apps by conducting a thematic analysis of users’ reviews of 11 anxiety and depression chatbot apps using topic modeling techniques. In addition, we propose a workflow to provide a methodological approach for future analysis of app review comments. Topic modeling is an unsupervised and automated machine learning (ML) technique that identifies abstract topics found in a body of documents using probabilistic models. They are frequently used as tools for text mining to find semantic structures in a text. For example, a text regarding certain topics will have specific words that appear more frequently than others. Such techniques are useful for classifying documents, organizing large chunks of texts, retrieving information from unstructured data, and selecting features. They are also more accurate and efficient than traditional data mapping approaches [5]. This review followed the thematic analysis approach, including data cleaning processes, clustering of reviews by one group of coauthors into positive or negative groups, validation of the accuracy of the clustering by a second group of coauthors, and finally analyzing the main topics extracted from each cluster and categorizing them into themes and subthemes. investigating web-based reviews on apps designed for mental health conditions, such as depression and anxiety, is essential to understand users’ preferences, feedback, and suggestions. This can add valuable insights into both clinical apps’ development field and research in this rapidly evolving domain in relation to this specific clinical area.

Related Work

Previous studies of a similar nature have focused on various smartphone apps, and most of them successfully analyzed users’ feedback and reviews. However, many studies failed to report their used methodologies in sufficient detail so that other research works could use such proposed approaches and build on what has been developed. A study in 2014 evaluated 229 medicine reminder apps, but their thematic analysis was limited to 1012 user reviews [5]. A study in 2017 analyzed users’ emotions for ≥7 million reviews from the Apple App Store using a self-developed scraper tool. Such data scraping tools extract and import data from webpages and to spreadsheets to transform such data into human-readable output. They used a third-party sentiment extraction tool to extract meanings and impressions from short sentiment sets that include user views or opinions [6]. A recent study analyzed 63,398 reviews of e-commerce apps [7]. They conducted a thematic analysis and compared the performance of ML algorithms and Linguistic Inquiry and Word Count (LIWC). ML is an approach to data analysis in which the building of analytical models is automated. It is considered a part of AI, as it is based on the idea that systems can learn...
from data, identify data patterns, and make decisions with minor human interventions [8]. Similarly, LIWC uses a predefined list of words in its dictionary to determine the positive and negative tones in English. The study reported a higher F1-score for the LIWC approach (86.7%), which statistically reflects a very high accuracy rate, based on the precision and recall of the test, where precision is known as the positive predictive value and recall is known as sensitivity in diagnostic binary classifications. A study in 2014 reported an average accuracy of 59% when using natural language processing (NLP) techniques to identify app features from reviews, followed by extracting user sentiments about these features and eventually used topic modeling techniques to group fine-grained features into more meaningful high-level features [9]. We found that various studies have developed tools to automate the analysis of reviews. One of them, a tool named Mining and Analyzing Reviews by Keywords, is a semiautomated tool to support the analysis of app reviews [10]. A study in 2018 was conducted as part of a 2-part study evaluating user experience through a thematic analysis of publicly available user reviews of cognitive behavioral therapy apps for depression [11]. They extracted 2904 reviews from 24 apps and manually assessed the reviews according to their sentiment (positive, negative, or neutral). Several studies [12] have used tools to allow thematic analysis, such as NVivo (QSR International), a qualitative analysis tool [13]. The latter study [14] used a third-party tool to extract reviews and NLP for preprocessing the data and developed several ML classifiers to predict the polarity (positive or negative) of reviews. They trained the classifiers for prediction and then used NVivo to conduct thematic analysis. We reviewed existing studies and found no clear consistent approach to conduct a similar analysis. Therefore, based on existing literature, we propose our own workflow, which includes an ML technique to automatically analyze text data (topic modeling), and aim to also provide a methodological approach for future analysis of review comments.

### Methods

#### Overview

We aimed to identify how 11 depression and anxiety chatbots were scrutinized by users, as shown in Table 1. Using the Apple App Store and Google Play Store, we extracted 205,581 reviews and classified them under positive and negative headings and used the following workflow. There were six steps, as illustrated in Figure 1: data collection, data preprocessing, data annotation, data vectorization, topic modeling, and thematic analysis. Further details regarding these steps are presented in the following subsections.

#### Table 1. Apps, supported platforms, and total reviews.

<table>
<thead>
<tr>
<th>App name</th>
<th>Platform</th>
<th>Reviews (N=205,581), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ada: your health companion</td>
<td>Android</td>
<td>60,441 (29.4)</td>
</tr>
<tr>
<td>Dr Sila: your smart health assistant</td>
<td>Android and iOS</td>
<td>2 (&lt;0.01)</td>
</tr>
<tr>
<td>InnerHour Self-Care Therapy: anxiety and depression</td>
<td>Android and iOS</td>
<td>1975 (0.96)</td>
</tr>
<tr>
<td>MindDoc: depression and anxiety</td>
<td>Android and iOS</td>
<td>8010 (3.9)</td>
</tr>
<tr>
<td>Mindspa: Self Help 4UR Mental Wellbeing &amp; Wellness</td>
<td>Android and iOS</td>
<td>43 (0.02)</td>
</tr>
<tr>
<td>Pocketcoach: anxiety helper</td>
<td>Android and iOS</td>
<td>83 (0.04)</td>
</tr>
<tr>
<td>Replika: My AI Friend</td>
<td>Android and iOS</td>
<td>102,534 (49.88)</td>
</tr>
<tr>
<td>Serenity: Guided Mental Health</td>
<td>Android and iOS</td>
<td>3328 (1.62)</td>
</tr>
<tr>
<td>Woebot: your self-care expert in CBT and mindfulness</td>
<td>Android and iOS</td>
<td>4316 (2.1)</td>
</tr>
<tr>
<td>Wyasa: stress, sleep, and mindfulness therapy chatbot</td>
<td>Android and iOS</td>
<td>24,349 (11.84)</td>
</tr>
<tr>
<td>Youper: anxiety and depression</td>
<td>iOS</td>
<td>500 (0.24)</td>
</tr>
</tbody>
</table>

*CBT: cognitive behavioral therapy.
Figure 1. Workflow to prepare reviews for thematic analysis.

**Data Collection**
We used 11 apps from our previous study, *A Review of Mobile Chatbot Apps for Anxiety and Depression and their self-care features*, published in Computer Methods and Programs in Biomedicine Update [3]. In this previous study, a search was performed in the Apple App Store and Google Play Store following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) protocol to identify existing chatbot apps for anxiety and depression. The eligibility of the studies was assessed by two researchers (AA and SA), based on 5 predefined eligibility criteria. Eligibility criteria outlined that the app should be related to either anxiety or depression or both, the apps should contain a chatbot feature as opposed to human interaction as the main chatting agent, the apps should be free of cost at the point of download, the apps that have ratings above 4 stars as a sign of user satisfaction only should be included, and only apps that had a total number of ≥5 raters were included [3]. Metadata of the included chatbots and their characteristics were extracted from their description and after installation by two reviewers (AA and SA). We extracted 205,581 user reviews from the 11 apps identified in our previous study using a scraper tool that we built using the Google Play Scraper and Apple App Store Scraper Python libraries. All Google Play Store reviews for the 11 apps were extracted, whereas for the Apple App Store, it only allowed a maximum of 500 reviews per app to be extracted because of privacy policies. Table 1 outlines the selected apps and the total number of consumer reviews extracted from each app.

**Data Preprocessing**
Web-based reviews can contain many irrelevant comments, such as those that do not describe the apps or mention their advantages and disadvantages. Therefore, preprocessing the reviews using NLP techniques was needed in the following stages:

1. Normalizing the data, converting the text of all reviews to lowercase.
2. Removing emoticons, symbols and pictographs, and transport and map symbols from the reviews.
3. Removing punctuation marks and digits from the reviews using the natural language toolkit Python library.
4. Removing short phrases (eg, “Good,” “Nice,” “very Helpful,” or “really impressive app”). As we are identifying the key themes or features or issues pointed out by reviewers, short phrases provide no additional value to our thematic analysis.
5. Removing non-English reviews (eg, German and Dutch as app secondary languages).

**Data Annotation**
A star rating score on a scale of 1 to 5 was assigned by app users within each user review, which was part of our extracted data. One star represents *very dissatisfied* and 5 stars represents *very satisfied*. The reviews were divided into 2 sets by annotating them as either positive or negative sentiment polarity based on the rating given to each review. We adopted this approach from previous studies that categorized the data in a similar manner [15]. Table 2 outlines the criteria adopted for mapping sentiment polarities to user ratings.
Neutral feedback was considered not positive and was included in the negative sentiment polarity. We further validated our technique for accuracy by randomly selecting 50 positive and negative reviews, 2 reviewers manually validated the results, and our results showed 100% accuracy for annotation on the 50 respective sentiment reviews.

Table 2. Criteria for user rating to polarity mapping.

<table>
<thead>
<tr>
<th>User ratings</th>
<th>Rating description</th>
<th>Sentiment polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Very dissatisfied</td>
<td>Negative</td>
</tr>
<tr>
<td>2</td>
<td>Dissatisfied</td>
<td>Negative</td>
</tr>
<tr>
<td>3</td>
<td>Neutral</td>
<td>Negative</td>
</tr>
<tr>
<td>4</td>
<td>Satisfied</td>
<td>Positive</td>
</tr>
<tr>
<td>5</td>
<td>Very satisfied</td>
<td>Positive</td>
</tr>
</tbody>
</table>

**Data Vectorization**

For the model to handle the data, it must be represented in numerical form. One of the most popular ways to achieve this is the word’s Term Frequency–Inverse Document Frequency score [16] or their frequency counts (bag-of-words [BOW] approach). We opted for the BOW approach [17] representation to vectorize the terms by identifying the unique terms in our corpus and used the CounterVectorizer function from Sklearn’s feature extraction module in Python. This function converts a collection of text to a matrix of word counts, allowing us to extract bigrams and use a count vectorizer, which is a known technique for retrieving the relevant counts of each bigram.

**Topic Modeling**

Topic modeling is based on unsupervised and automated ML techniques that discover abstract topics in the body of text using probabilistic models. These techniques are frequently used as text mining tools to identify semantic structures and conduct thematic analyses [18]. It is considered superior to other manual thematic analysis techniques, traditional statistical models, or standard text mining techniques. Manual thematic analysis techniques [14] applied with software tools such as NVivo use themes or topics that are manually predefined by the reviewer, and the corresponding reviews are further mapped, which can be challenging when the amount of data is large. Traditional statistical techniques are used for clustering data, primarily K-means clustering, which is a method that partitions data observations into data clusters based on the nearest mean. This method works on numeric data as opposed to text data. Standard text mining techniques use keyword information representation and count-based mining of these keywords instead of analyzing the use of these keywords and their contexts. Topic modeling has an advantage over the aforementioned techniques in that it performs clustering on the textual data provided inside of the data in depth. Furthermore, it is useful for identifying the key issues and topics discussed in large corpora. Topic modeling algorithms use latent Dirichlet allocation (LDA), which determines a word’s meaning based on its co-occurrence with other words. In this study, we used a bigram LDA model for topic modeling. LDA is a Bayesian inference method that estimates the most likely topics given for the observed corpus.

We used the LDA model and analyzed the bigram range of the corpus of reviews in each set.

Furthermore, we divided our data set of reviews into 2 sets of positive and negative reviews and performed topic modeling on each set separately to identify the main themes within our data set. We worked with 5 topics from each set of sentiment data, selected through consensus after deeming the results of 3 topics as inappropriate.

**Thematic Analysis**

Thematic analysis was conducted on the 5 topics of each sentimental set. Through these 5 topics of negative and positive sets, we were able to identify the factors that contribute to the effectiveness of anxiety and depression chatbots both negatively and positively. We identified the topic names and analyzed them thoroughly to identify the themes encapsulated within each theme.

**Ethics Approval**

No ethics approval needed, as we used publicly available data.

**Results**

**Data Collection, Preprocessing, Annotation, and Vectorization**

We analyzed 205,581 comments extracted from 11 anxiety and depression chatbots identified in our previously published study on both the Apple App Store and Google Play Store [3]. The steps of review selection and inclusion are shown in Figure 2. Of the 205,581 reviews, 1093 (0.53%) reviews were removed, containing only emoticons (smiley face, sad face, heart shape, etc). From the remaining 204,488 reviews containing only text, a further 1360 (0.67%) non-English reviews were excluded. Furthermore, 32.48% (66,423/204,488) reviews with simple praises were removed, as they did not contribute anything meaningful to our analysis, leaving a remainder of 136,705 reviews.

The 136,705 reviews were divided into two meta-themes: positive and negative, as presented in Table 3.

**Multimedia Appendix 1** shows the complete app-by-app breakdown of the preprocessing and meta-theme division.
Figure 2. Steps for the selection and inclusion of reviews.

```
<table>
<thead>
<tr>
<th>Number of reviews</th>
<th>Sentiment polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>124,458</td>
<td>Positive</td>
</tr>
<tr>
<td>12,247</td>
<td>Negative</td>
</tr>
</tbody>
</table>
```

Table 3. Sentiment polarity with corresponding reviews.

**Topic Modeling and Thematic Analysis**

**Topic Extraction Model for Positive and Negative Reviews**

Having preprocessed (cleaned) the data, we divided it into two meta-themes (positive and negative). Topic modeling was performed on each set of reviews separately, as per previous studies, as it is said to be a fast approach for identifying themes in large corpora [19]. We identified 5 topics from the positive and negative reviews, forming 5 topics in each set. Multimedia Appendix 2 presents the most common words used in each set of topics. The relative composition in the corpus with respect to each topic was calculated using LDA by computing the appearance of each topic occurring with respect to the underlining review. Thus, each review obtained the appearance frequencies corresponding to each topic, and the highest value indicated the review mapping into that respective topic. Each topic was assigned a name, and the respective subthemes were identified by analyzing the number of reviews in each respective topic. Multimedia Appendix 3 depicts the respective topics in each set of reviews.

**Categorizing Themes**

All subthemes identified in each topic were classified under one specific larger theme. Although the topics addressed different issues, identifying the main themes allowed them to be grouped together under the same category and further analyzed. More than 90% of the reviews were classified as positive, and <10% were classified as negative. Figure 3 shows the themes and subthemes from both positive and negative perspectives. Figure 3 shows the meta-theme categories for positive and negative reviews, along with each theme-encapsulated subtheme. For positive reviews, the main themes were “confidence and affirmation building,” “adequate analysis and consultation,” “caring as a friend,” and “easy to use.” For negative reviews, the main themes were “usability issues,” “update issues,” “privacy,” and “noncreative conversation.”
Positive Reviews

The following section highlights the positive experiences people reported while using the 11 anxiety and depression chatbots. A sample of positive reviews is included in Multimedia Appendix 4 and classified into 4 themes.

Theme 1: Confidence and Affirmation Building

The first theme, confidence and affirmation building, consists of three subthemes: (1) social support, (2) self-healing, and (3) help with mood swings, as illustrated in Figure 1. Social support was a major concern for users, the chatbot provides comfort by appreciating even the smallest of users’ achievements and providing encouragement, allowing users to believe in themselves and overcoming social anxieties. The second subtheme shows the ability of the chatbot to provide users with tools to overcome self-control issues, allowing users to provide their own solution and raising self-esteem and will power, as well as allowing them to feel comfortable in their own body. The third subtheme states that chatbots allow the control and tracking of mood swings for better treatment.

Theme 2: Adequate Analysis and Consultation

The second theme consists of three subthemes: (1) adequate symptom detection, (2) helpful recommendations, and (3) affordable consultation. Adequate symptom detection was considered an important aspect for chatbot users selected in this review. The chatbots can relate to users’ symptoms and provide empathy. The following subtheme is helpful recommendation in which chatbots support recommendations that are synchronized with the user’s counselor or health care professional. Affordable consultation is the third subtheme in which users highlight that chatbots allow the control and tracking of mood swings for better treatment.

Theme 3: Caring as a Friend

The third theme is composed of three subthemes: (1) support during loneliness, (2) feeling like a loyal friend, and (3) entertaining talks. The first subtheme involves chatbots becoming the user’s go-to person during times of loneliness. The second subtheme is identified as feeling like a loyal friend because users indicated that having someone to talk to is not always the only solution; trusting that person as a friend is also important. Users felt that chatbots could provide this, as reflected in their comments. The third subtheme highlights that engaging in conversations containing humor provides a boost to users’ mood and is entertaining. Slang language and memes are also enjoyed by users. The chatbots had the intelligence to understand the mood of a person and to boost their mood accordingly.

Theme 4: Easy to Use

The last theme in the positive reviews includes two subthemes: (1) easy to manipulate and (2) effective mood tracking. The first subtheme is easy to manipulate. By manipulation, we refer to how conversations with chatbots occur in an easy manner in which the questions are easy to be followed and understood. In addition, chatbots are easy to use and require minimal assistance. The anxiety and depression chatbots were easy to navigate, which the users appreciated. The second subtheme is effective mood tracking, in which the chatbot assigns tasks to individuals that are easily achievable with good results.

Negative Reviews

The following section describes users’ concerns regarding the negative experiences encountered while using chatbots. A sample of negative reviews is included in Multimedia Appendix 4 and classified into 4 themes.

Theme 1: Usability Issues

This theme outlines various usability issues that are encountered while accessing the different functionality of the chatbots. Subthemes identifying these issues are (1) logging issues, (2) payment issues, and (3) connectivity issues. Nonresponsive interfaces or lack of guidance to navigate with regard to signing in one of the major issues encountered. The second subtheme highlights the issue regarding payments; although most apps...
were free, people did not take well to in-app purchases in some cases, and these were reflected in some comments. The last subtheme signifies the connectivity glitches experienced by many while using the apps. Although the apps connected well via the internet, some server accessibility issues were observed, which left a negative taste for users.

**Theme 2: Update Issues**

The second theme, updating the apps, consists of two subthemes: (1) problems in updated features and (2) synchronization issues. The updates caused people to drop out of the apps by interrupting their ongoing processes or tasks. Changes in features or added costs to previously free features post updates were not welcomed by many users. The second subtheme states a lack of synchronization between different app versions. The version updates made simple tasks more difficult in newer versions or were sometimes removed completely without considering current users.

**Theme 3: Privacy**

The third theme, privacy, consists of two subthemes: (1) personal information gathering and (2) discomfort with AI friendliness. The first subtheme talks about users’ dislike when many personal questions are asked. The second subtheme reflects the reviews emphasizing the discomfort they experience while talking to the chatbots; users expressed that some dialog used by the chatbots was inappropriate, as indicated in sample reviews, making users feel they are under surveillance or being interrogated, and some highlighting how the AI bot becomes too friendly.

**Theme 4: Noncreative Conversation**

The first theme, confidence and affirmation building, consists of two subthemes: (1) waste of time or boring and (2) redundancy of questions. The first subtheme was developed as users continuously emphasized that the chatbot is wasting their time and it is becoming boring. Short-term memory of the chatbot and not building upon previous conversations was also highlighted, along with chats turning out to be monotonous as the questions were repeated with no new engaging questions asked. The second subtheme is the redundancy of questions, in which users emphasize that the questions are repetitive questions daily, and some sentence structure change is required.

**Discussion**

**Principal Findings**

Chatbots are promising tools for those who have anxiety and depression, providing confidence and support via user-friendly tools. Users enjoy engaging and creative content while remaining conscious of security issues. Through thematic analysis, 4 positive and 4 negative themes and relevant 12 subthemes in each group were identified in the users’ reviews of 11 depression and anxiety chatbot apps. Positive reviews highlighted the features that users enjoyed most using chatbots. Users identified several areas in which we clustered into two major parts: positive and negative reviews. Our methodological approach identified thematic content by categorizing a large corpus of reviews into 5 clusters based on each sentimental division set. Important inferences can be deduced from the empirical findings, and most of the reviews were positive, indicating that the majority of users found anxiety and depression chatbots effective and fit for purpose. Negative experiences are also encountered while using these chatbots.

In Figure 3, our findings revealed that the majority of the 11 anxiety and depression chatbots worked well in this regard, boosting a user’s social support, self-healing, and dealing with mood swings. The first theme is confidence and affirmation building, which is a key aspect that allows a person to maintain their well-being, especially when it comes to mental health. Affirmation generally works as a tool for mindset shifting and achieving goals through social support [20]. Finally, as chatbots help patients with mood swings, it is important to highlight that mood variability is a major trait in those affected by anxiety and depression [16]. The second theme in positive reviews was adequate analysis and consultation. Most health apps that are currently available lack clinically validated evidence of their efficacy [21]. Our findings revealed that most of these anxiety and depression chatbots played their part in the best possible way by providing symptom detection and helpful recommendations with the best affordable consultation one can expect with freely available apps.

This is aligned with the findings of a previous study [22], which highlighted the issue of waiting times and the affordability of psychotherapy. Chatbots can provide access to affordable care before waiting for approval to meet a clinician [23]. The third theme is caring as a friend, and the evidence behind it is that feelings of loneliness are a major factor in mental health issues [21]. Loneliness and social isolation are tantamount to feeling unsafe and are classified as social threats accompanied by feelings of hostility, low self-esteem, anxiety, stress, and pessimism [24]. This issue has been exacerbated during the COVID-19 pandemic, resulting in a large number of mental health issues [25]. Many of the review comments reveal how users benefited from chatbots during dark times, especially during the current pandemic.

Issues of accessibility were highlighted when using apps. An app has to be easy to use [26] and must be a key design thought when developing mental health–related apps. Users are less accepting of complex scenarios and tasks, particularly when they are already affected. We observed that users regarded the chatbots as easily operable, and the tasks were quick and to the point.

The first observed theme among negative reviews was related to usability issues. Understanding user experience is essential for chatbot design to overcome usability issues that could be achieved by applying usability testing metrics such as the system usability scale and user experience questionnaire scales to measure and evaluate user experience and satisfaction [27].

From the perspective of usability, effectiveness, efficiency, and satisfaction [28] are key considerations when achieving a specific task or goal. We found that users disliked issues related to logging or startups. The last 2 subthemes in this section are related to payment and connectivity issues, the cost of apps, and problems with connectivity, which are powerful platforms that do not rely on costly servers [29]. The second theme in the negative reviews highlighted problems related to new updates.
in the app that caused the chatbot to lose its essence or meaning, as some users did not like the inconsistency in updates. Although updates are welcomed, users become frustrated whenever an update of previously running features is blocked or they are asked to pay for them.

Privacy is the third theme in negative reviews, which is a key issue that users face with chatbots [30]. The subthemes are divided into personal information gathering–related issues and observations with users who do not feel comfortable with the overfriendliness of the AI robotic chatbot. Users become wary of what and with whom they share personal conversations, and many ethical and legal (data protection) questions remain unanswered [31]. In addition, in our subtheme, discomfort with AI friendliness was in line with the findings of previous studies [32], showing that users linked the technical systems with human-like attributes, which makes users feel uncomfortable about content sharing and possible data sharing and general mistrust toward the app. The last theme in the negative reviews is noncreative conversation. Unsurprisingly, unintelligent conversations proved a big dislike to users. The creativity of the chatbot is questioned when a chatbot is repetitive, asking similar questions throughout the day, and users lose interest. Questions also arise about the susceptibility of users to receive therapeutic advice from chatbots, whose algorithms may be harmful to users [31]. The frequency of themes, shown in Multimedia Appendix 3 and Figure 3, should help app developers understand the main advantages that users highlight in their reviews and the main challenges they faced. Consequently, developers should work to fix the weaknesses of their apps and invest more in areas that users consider important to manage their medical conditions. Eventually, this should improve the public adoption of apps designed for mental health conditions such as anxiety and depression.

**Strengths and Limitations**

This study has several strengths and limitations regarding the review analysis of anxiety and depression chatbots. The study enabled us to explore such a large review corpus in a short span, which was otherwise not possible. To the best of our knowledge, no such thematic analysis is available using an ML approach. This approach provides a high-level view of all the possible themes that the topics encapsulate. However, this study was analyzed on English reviews only. In addition, the Apple App Store privacy policy did not allow researchers to exceed 500 review extractions per app; thus, the findings may be restricted in view of Apple users of the app. Moreover, reviews that sometimes included emojis or emoticons only were excluded from this thematic analysis. The study method approach of combining neutral and negative into one category could be seen as a limitation, although this methodology has been reported in previous studies. Finally, our findings are limited to 11 chatbots related to anxiety and depression, and we emphasize that the generalizability and applicability of our results may not be applicable to other chatbots in the market outside of mental health.

**Practical and Research Implications**

**Practical Implications**

This review serves most researchers, clinical app developers, and professionals interested in developing chatbots related to mental health and well-being. We identify a gap in research as researchers highlight issues related to clinical psychotherapy approaches and neglect the psychosocial aspect of using mental health apps. We highlight factors related to the social, technical, and understanding of user experiences and opinions. On the basis of positive and negative reviews, users were put off by issues related to privacy, repetitiveness of conversation by the chatbot, connectivity issues, and poor usability. Among the positive themes, we found that ease of use, providing support, good human conversation, and providing feelings of mood uplifting were perceived as indicators of desired attributes. With the involvement of health care providers and policy makers, future development needs to seriously consider our findings when developing such chatbots by chatbot app developers and researchers.

**Research Implications**

Analysis of user reviews has been explored previously, and although powerful techniques exist, we found that clear guidance was lacking when we looked at previous studies on how to implement such techniques for large amounts of review data. In this study, we documented our approach and invited other researchers to test and validate our proposed method and to check its feasibility in analyzing users’ reviews of other apps. In addition, future developers of mental health–related chatbots can use our findings to build chatbots with more positive opinions and higher rates of satisfaction.

**Conclusions**

Through thematic analysis of users’ reviews, this study explored opinions, satisfaction, and attitudes regarding 11 anxiety and depression chatbot apps. Our proposed workflow provides a methodological approach for the future analysis of app review comments. We used an ML–based technique known as topic modeling to cluster reviews to obtain insight into textual data, as opposed to traditional data-mapped approaches that determine themes. Users tend to dislike technical and privacy issues. Users expect engaging and creative conversations through more appealing user interfaces. Moreover, users of chatbots designed for anxiety and depression feel supported and confident as they use apps that are easy to manipulate, affordable, and free of cost. Consequently, users do not prefer chatbots with less creative content and conversations and those that are overly friendly and invade their privacy. These themes allowed us to observe users’ expectations effectively, despite some negative factors. Future researchers can work toward better generalizing topics by closely refining reviews into specific issues or features.
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Abstract

Background: Interest in developing machine learning models that use electronic health record data to predict patients’ risk of suicidal behavior has recently proliferated. However, whether and how such models might be implemented and useful in clinical practice remain unknown. To ultimately make automated suicide risk–prediction models useful in practice, and thus better prevent patient suicides, it is critical to partner with key stakeholders, including the frontline providers who will be using such tools, at each stage of the implementation process.

Objective: The aim of this focus group study is to inform ongoing and future efforts to deploy suicide risk–prediction models in clinical practice. The specific goals are to better understand hospital providers’ current practices for assessing and managing suicide risk; determine providers’ perspectives on using automated suicide risk–prediction models in practice; and identify barriers, facilitators, recommendations, and factors to consider.

Methods: We conducted 10 two-hour focus groups with a total of 40 providers from psychiatry, internal medicine and primary care, emergency medicine, and obstetrics and gynecology departments within an urban academic medical center. Audio recordings of open-ended group discussions were transcribed and coded for relevant and recurrent themes by 2 independent study staff members. All coded text was reviewed and discrepancies were resolved in consensus meetings with doctoral-level staff.

Results: Although most providers reported using standardized suicide risk assessment tools in their clinical practices, existing tools were commonly described as unhelpful and providers indicated dissatisfaction with current suicide risk assessment methods. Overall, providers’ general attitudes toward the practical use of automated suicide risk–prediction models and corresponding clinical decision support tools were positive. Providers were especially interested in the potential to identify high-risk patients who might be missed by traditional screening methods. Some expressed skepticism about the potential usefulness of these models in routine care; specific barriers included concerns about liability, alert fatigue, and increased demand on the health care system. Key facilitators included presenting specific patient-level features contributing to risk scores, emphasizing changes in risk over time, and developing systematic clinical workflows and provider training. Participants also recommended considering risk-prediction windows, timing of alerts, who will have access to model predictions, and variability across treatment settings.

Conclusions: Providers were dissatisfied with current suicide risk assessment methods and were open to the use of a machine learning–based risk-prediction system to inform clinical decision-making. They also raised multiple concerns about potential
barriers to the usefulness of this approach and suggested several possible facilitators. Future efforts in this area will benefit from incorporating systematic qualitative feedback from providers, patients, administrators, and payers on the use of these new approaches in routine care, especially given the complex, sensitive, and unfortunately still stigmatized nature of suicide risk.

Introduction

Background

It is estimated that approximately 800,000 people die by suicide each year worldwide, representing approximately 1 suicide every 40 seconds [1]. In the United States, suicide is the 10th leading cause of death [2]. More than 48,000 Americans die by suicide each year, which works out to approximately 129 suicide deaths every day [2]. Encouragingly, from 2018 to 2019, the US suicide rate declined (by 2.1%) for the first time after 13 years of consecutive increases [2]. However, most states did not experience significant decreases, and whether this downward trend will continue remains to be determined [3]. To achieve the ambitious goal of reducing the suicide rate by 20% before by 2025 in the United States [4], it is critical to prioritize the large-scale implementation of existing evidence-based suicide prevention strategies, as well as the development of new approaches.

The health care system is a key setting in which to target suicide risk detection and prevention efforts. Estimates show that upwards of 75% of people who die by suicide pass through the health care system within the year (and up to 50% within the month) before their death [5]. Visits in medical specialty and primary care settings, followed by the emergency department (ED), are the most common leading up to death by suicide; notably, most of these visits do not include a documented mental health diagnosis [6]. In part owing to these findings, increased national efforts have been made to implement standardized self-reported or clinician-rated tools to assess suicidal thoughts and behaviors [7] as well as psychiatric disorders commonly associated with suicide [8]. Indeed, leading national organizations now recommend such validated screening tools for suicide risk as best practice across treatment settings [9].

Although screening questionnaires represent a key component in health care–based suicide prevention, they are not without limitations. For one, such assessments rely on patients to honestly and accurately report on their experiences and symptoms. The myriad barriers to disclosing suicidal thoughts (eg, concerns about involuntary hospitalization or other unwanted consequences and stigma) [10], as well as biases associated with retrospective recall [11], are well established. Indeed, prior studies have shown that up to three-quarters of patients who go on to die by suicide deny any suicidal thoughts in their most recent health care encounter [12]. Second, suicidal thoughts can fluctuate rapidly over short periods [13], posing the possibility that patients may not be experiencing suicidal thoughts at the time of assessment but experience an escalation in suicidal thinking soon after [10]. Third, even brief screening measures take time for patients to complete and providers to administer and review, which may result in suboptimal completion rates and data quality [14], especially in fast-paced treatment settings. Finally, widely used screening measures have evidenced less than ideal diagnostic accuracy for predicting future suicidal behavior, with some research suggesting that even high-risk classifications on traditional suicide risk scales are not sufficiently accurate for clinical use [15,16]. It is recommended that validated tools be used in conjunction with clinical judgment to determine suicide risk; however, clinicians are generally quite poor at predicting who will make a suicide attempt [17]. Clearly, there is room for novel approaches to identify patients at risk for suicide in health care settings—not necessarily to replace but rather to complement traditional methods [18].

The development of automated machine learning–based models that use electronic health record (EHR) data (eg, demographic and health information) to predict patients' risk of suicidal behavior in the future is one such promising approach that has received increasing attention in the literature [19] and media [20]. There are many potential advantages of machine learning models for suicide risk prediction. For example, because such models leverage vast amounts of routinely collected clinical data, they should require little additional provider or patient burden at the point of care and do not rely exclusively on patients to accurately report on their suicidal thoughts. This also makes EHR-based models potentially useful for population-wide suicide risk screening of patients in the health care system, rather than responding only to those individuals who actively self-report suicidal thoughts or whose clinicians who identify suicide risk. Multiple research teams, including ours [21,22], have published results from studies that build and evaluate such suicide risk–prediction models. Overall, findings from this body of work are promising, with algorithms generally demonstrating high levels of accuracy (eg, classification accuracy up to 94% at Mass General Brigham, with similar model performance across 4 other large health care systems) [21,22]. Perhaps most promising is the potential to pair such scalable, low-cost models with evidence-based interventions; for example, patients stratified at the higher end of a suicide risk distribution might be prioritized for more costly and targeted clinical evaluation and monitoring and possibly receive a suicide-focused intervention [23,24]. Along these lines, recent work shows that existing suicide risk–prediction models have sufficient accuracy to be cost-effective if implemented and paired with various evidence-based interventions [25].

Despite the promise of statistical suicide risk–prediction models when used to inform clinical decision-making, with few exceptions [26–28], these efforts have yet to be widely deployed or evaluated in clinical practice. There are many complex
practical and ethical questions about how such models—and corresponding clinical decision support (CDS) tools [29] that alert providers with statistical information about patients’ suicide risk and offer decision support contingent on their risk (and potentially other patient factors) at the point of care—would fare in real-world clinical settings that currently remain unanswered. For example, when and how frequently would suicide risk–prediction models be updated and providers notified? Would the additional workload associated with responding to automated suicide risk alerts be manageable for providers [27]? Would some machine learning (sometimes referred to as black box) models be interpretable or actionable [30]? Questions related to the clinical implementation of such tools also impact the patients whose data are being used to generate predictions—for example, regarding data privacy and communication model results—as well as the health care systems more broadly in which such approaches are used. A key concern, for instance, is that using automated models to identify at-risk patients who are not currently identified via clinical assessments would add more burden to health care systems with already limited resources.

Thus, before widespread clinical deployment, it is critical to partner with stakeholders (e.g., frontline clinicians, patients, administrators, and payers) who can help guide such efforts. Recent work in this area has involved collecting self-report survey data from mental health professionals [30] and patients [31] on clinical and operational issues pertaining to automated suicide risk models. A recent study used self-report surveys (n=35) and interviews (n=12) to collect qualitative data from Veterans Affairs (VA) clinicians involved in the recently implemented VA program that uses predictive analytics to identify and provide outreach to veterans at high risk for suicide [32]. However, we are not aware of any published or systematic qualitative research in the form of focus groups or interviews with key stakeholders regarding the clinical implementation of suicide risk–prediction models in non-VA health care settings. Now considered essential to real-world implementation efforts, qualitative methods have the potential to both rigorously and efficiently answer key questions related to both whether and how [33] we should proceed with implementing new and automated approaches to suicide risk prediction in clinical care.

Objectives

The aim of this study is to solicit perspectives on the deployment of suicide risk–prediction models in clinical care via focus groups with providers from various departments at a large (>1000 beds, >1.5 million outpatient visits/year) urban hospital. We conducted this study to guide the ongoing development and, ultimately, clinical implementation of a CDS system that provides statistical information from suicide risk–prediction models and corresponding decision-making support to providers at the point of care. Our specific goals are to (1) better understand providers’ current practices for suicide risk assessment and intervention in routine care; (2) determine providers’ perspectives on the use of machine learning models and corresponding CDS tools for identifying and managing suicide risk, including barriers and facilitators; and (3) identify key factors and recommendations to consider in the development of such a CDS system.

Methods

Participants

Focus group participants were providers at the Massachusetts General Hospital (MGH) in Boston. Participants were selected via convenience sampling. The senior author (JWS) contacted leadership (eg, chiefs and clinical or training directors) of 4 MGH departments (psychiatry, internal medicine and primary care, emergency medicine, and obstetrics and gynecology) to provide a brief overview of the study and request that they identify providers in their respective departments who might be interested in participating. Leadership from these departments then either circulated (via email or face-to-face communication) the opportunity to individual providers or sent the study team names and contact information of prospective participants, whom the study team then contacted directly. The study team additionally extended several direct invitations to specific individuals within psychiatry and emergency medicine with known interest in suicide prevention or expertise in treating suicidal patients. Of the 60 total providers whom the study team contacted, 56 (93%) agreed to participate (via implied consent because a waiver of documentation of informed consent was obtained); of these 56 who agreed, 71% (40/56) ultimately attended a 2-hour focus group. A total of 3 focus groups comprised only primary care providers, whereas the other 7 groups included either psychiatry providers alone or psychiatry, emergency, and obstetrics and gynecology providers. Participants were paid US $250 per hour for the focus groups.

Ethics Approval

All procedures were approved under MGH Institutional Review Board 2019P001774.

Procedure

Overview

New participants were recruited until no new relevant knowledge was being obtained from the discussions (ie, data saturation achieved) for a total of 10 two-hour focus groups. All 10 groups were conducted from January through March 2020. A total of 7 groups were conducted in person (before the COVID-19 pandemic) and 3 via videoconference (during the COVID-19 pandemic; late March 2020).

Baseline Questionnaire

Upon arrival, participants were asked to complete a self-report questionnaire in REDCap (Research Electronic Data Capture) [34], a secure, web-based, electronic data capture tool. This questionnaire consisted of 30 items spanning four categories: demographic characteristics, clinical experience, EHR use (eg, number of automated EHR alerts per week), and current suicide risk assessment practices.

Focus Group Discussion

Each focus group ran for 2 hours and was led by 2 to 3 doctoral-level facilitators (KHB, KLZ, and RGF). The study coordinator (EMM) also was present for 8 of the 10 groups, and for 2 groups, 1 or 2 members of the senior author’s (JWS) team observed the discussion. All focus group components after the
baseline questionnaire were audio recorded. After the baseline questionnaire, a facilitator met 1:1 with each participant for approximately 10 minutes to review their typical workflow in the EHR, with the goal of gathering information to inform the potential incorporation of a CDS system for identifying and managing suicide risk into workflows.

Next, the majority (approximately 1 hour) of each focus group was spent in an open-ended discussion assessing providers’ current suicide risk assessment and intervention practices and perspectives and attitudes toward incorporating machine learning models for suicide risk prediction (and corresponding CDS tools) in clinical practice, as well as key barriers and facilitators. For this and all group discussions, facilitators used an interview guide (Multimedia Appendix 1) that was developed and refined over several months by the study team and underwent pilot testing in an initial mock focus group with volunteers (ie, colleagues not directly involved with the research) identified by the study team.

Finally, to elicit more specific recommendations about a potential CDS system for identifying and responding to suicide risk, providers were asked to give feedback on an initial prototype of a CDS tool that communicates statistical information (from a machine learning model using routinely collected EHR data [21,22]) about patients’ suicide risk at the point of care (see the screenshot in Figure 1). Built as a webpage, the prototype consisted of a dashboard displaying demographic characteristics of a mock patient and the patient’s automated suicide risk score (from the EHR-based model) as well as their top risk factors (ie, strongest predictors in the model) and absolute and relative risks of suicide attempt in the next 90 days, with links embedded to additional resources (eg, clinical suicide risk assessments). This initial prototype did not include clinical recommendations tailored to the suicide risk score. Participants were given 5 minutes to navigate the prototype on their own, after which the interview guide was used to elicit feedback in a brief (approximately 15-minute) group discussion.

Figure 1. Initial prototype of CDS system for identifying and managing suicide risk shown to participants. Name, demographics, and data shown are for a fake patient. CDS: clinical decision support.

Qualitative Data Analysis

Codebook Development
Audio recordings of the group discussions were first transcribed by an external service (TranscribeMe). Then, 3 doctoral-level team members (KHB, KLZ, and RGF) independently reviewed and annotated 2 randomly selected transcripts (for a total of 6 of the 10 transcripts) to inductively derive major and recurrent themes related to key guiding interview questions (Multimedia Appendix 1). Themes were then organized into an initial draft of a codebook, and a comprehensive training manual with coding guidelines was provided to study the staff responsible for coding. Five team members (KHB, RGF, EMM, HL, and DK) then each used the draft codebook to practice coding another transcript using NVivo (version 12) [35] with the goal of identifying new codes to add or irrelevant or redundant codes to delete.
The results of this practice coding and potential new or redundant codes were reviewed, as well as coding issues troubleshooted, in a series of team meetings. Whereas some codes were removed, others were merged or renamed for clarity. The codebook was then finalized to contain 140 unique themes (each with example quotes), organized into the following eight subcategories: (1) current suicide risk assessment practices, (2) current suicide risk intervention practices, (3) attitudes about current assessment and interventions, (4) general reactions and attitudes toward using machine learning models for suicide risk prediction in clinical practice, (5) factors to consider when developing or implementing such models and corresponding CDS tools for suicide risk, (6) barriers and concerns to using such systems, (7) recommendations about system content or format, and (8) recommendations about placement of systems within the EHR.

Coding Process
Each of the 10 transcripts was then independently reviewed and coded by 2 of the 3 study coders (EMM, HL, and DK) in NVivo. All coded text was reviewed, and discrepancies were resolved in consensus meetings among the 3 coders and at least one doctoral-level team member who facilitated the focus groups. To account for the fact that some participants were more talkative than others and repeated the same theme across multiple distinct consecutive statements, the same theme was only coded once when the same speaker made the same point multiple times within a 2-minute time span. The final coded versions of each transcript, with consensus achieved on all discrepancies, were used to generate the findings (ie, recurrent, frequently coded individual themes or clusters of individual themes) presented in the Results section.

Results
Sample Characteristics and Questionnaire Data
The mean age of the participants was 43.1 (SD 12.1; median 40.0) years. Of the 40 participants, 15 (38%) were aged between 25 and 34 years, 7 (18%) between 35 and 44 years, 9 (23%) between 45 and 54 years, 7 (18%) between 55 and 64 years, and 2 (5.0%) between 65 and 74 years. The majority were women (27/40, 68%), with 33% (13/40) identifying as men. Participants were predominantly White (35/40, 88%), followed by Asian (2/40, 5%); of the 40 participants, 1 (3%) was Black or African American, 1 (3%) identified as belonging to >1 race, 1 (3%) preferred not to answer, and 1 (3%) was Hispanic or Latino. Of the 40 providers, 24 (60%) were from psychiatry, 10 (25%) were from internal medicine and primary care, 5 (13%) were from emergency medicine, and 1 (3%) was from obstetrics and gynecology. In addition, of the 40 participants, 28 (70%) were physicians, 10 (25%) were psychologists, 1 (3%) was a social worker, and 1 (3%) was a nurse practitioner. Less than one-third (11/40, 28%) identified as residents or trainees. Providers reported an average of 15.1 (SD 10.9) years of experience treating patients (median 10.5 years); 44% (17/39) of participants reported between 0 and 9.9 years treating patients, 15% (6/39) between 10 and 19.9 years, 26% (10/39) between 20 and 29.9 years, and 15% (6/39) reported ≥30 years. All physicians and psychologists reported working in outpatient settings and 63% (25/40) also in inpatient, emergency, or urgent care settings. All internal medicine and primary care physicians (PCPs) reported working in outpatient settings and just less than one-third (12/40, 30%) also in inpatient or urgent care settings. More than half (22/40, 55%) of the participants reported spending ≥3 hours per week on direct patient care.

More than two-fifths (17/40, 43%) of the participants reported using an EHR for ≥10 years. Just more than one-third (14/40, 35%) of the participants received >20 automated alerts each week, and more than half (21/40, 53%) of the participants reported receiving too many automated EHR alerts. It was most common for providers to report feeling somewhat burned out (17/40, 43%) by their clinical work, and 30% (12/40) felt a little bit burned out. Similarly, providers were most likely to report feeling somewhat (21/40, 53%) or a little bit (7/40, 18%) burned out by their use of the EHR. Just more than half (21/40, 53%) of the participants reported documenting a patient’s risk for suicide at every visit, followed by 38% (15/40) at less than half of patient visits. The majority (27/40, 68%) of the participants reported commonly using at least one structured or semistructured tool to assess suicide risk: most often, the Patient Health Questionnaire-9 [8] or the structured suicide risk assessment tool embedded in the EHR (both endorsed by 22/40, 55% of participants), followed by the Columbia-Suicide Severity Rating Scale [7] (12/40, 30% of participants).

Themes From Group Discussion
Both the count of coded themes (across the 10 focus groups) and proportion of groups in which themes were coded are provided in Table 1. The top 5 coded themes in each category are displayed in Figure S1 (Multimedia Appendix 2). Example quotes are presented in Table S1 in Multimedia Appendix 3.
Table 1. Counts and percentages of frequently coded themes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Times theme was coded</th>
<th>Groups with coded theme, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Current suicide risk assessment and intervention practices</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other risk assessment practices (eg, review EHR&lt;sup&gt;a&lt;/sup&gt; and obtain collateral)</td>
<td>56</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Use unstructured clinical interviewing</td>
<td>42</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Use structured or semistructured tools</td>
<td>41</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Consult with colleague, supervisor, or external service</td>
<td>26</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Refer for emergency evaluation or inpatient hospitalization</td>
<td>22</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Assessing or predicting suicide risk is challenging or frustrating</td>
<td>17</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Do not use structured or semistructured tools</td>
<td>17</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Structured or semistructured tools are unhelpful, or clinical interviewing best</td>
<td>13</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Access problem in mental health treatment</td>
<td>13</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Time constraints (associated with thorough suicide risk assessment)</td>
<td>13</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Risk and liability concerns for providers treating suicidal patients</td>
<td>12</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Refer to on-site mental health support</td>
<td>12</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Connect with patient’s current psychiatry provider</td>
<td>11</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Low threshold for consulting psychiatry (includes sending to ED&lt;sup&gt;b&lt;/sup&gt; for evaluation)</td>
<td>10</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Behavioral health team not accessible for consultations or supports</td>
<td>9</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Lack of comfort with suicide risk assessment or current practices</td>
<td>8</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Value of on-site (or consulting) behavioral health presence</td>
<td>8</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Structured or semistructured (or mandated) tools are helpful</td>
<td>5</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Develop safety plan or other brief suicide-focused intervention</td>
<td>2</td>
<td>2 (20)</td>
</tr>
<tr>
<td><strong>General attitudes about automated suicide risk–prediction models</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General interest or promise, or would trust once implemented</td>
<td>47</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Interest in using tool at point of care or as a BPA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>38</td>
<td>10 (100)</td>
</tr>
<tr>
<td>General skepticism, sounds anxiety-provoking, or would not trust</td>
<td>33</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Must outperform clinical judgment or show accuracy before clinical use</td>
<td>33</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Promise in primary care</td>
<td>24</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Promise for identifying high-risk patients who might otherwise be missed</td>
<td>15</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Promise for population-level risk stratification (and resource allocation)</td>
<td>12</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Promise in ED (or psychiatric ED)</td>
<td>9</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Promise for new evaluations and certain types of patients</td>
<td>9</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Little or no promise in ED (or psychiatric ED)</td>
<td>5</td>
<td>4 (40)</td>
</tr>
<tr>
<td><strong>Barriers and concerns</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liability</td>
<td>39</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Low data quality in EHR</td>
<td>19</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Alert fatigue or desensitization to suicide risk alerts</td>
<td>18</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Increase in rates of patients needing emergency evaluations or inpatient beds</td>
<td>18</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Increase access problem in psychiatry or contribute to overall system burden</td>
<td>16</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Other harmful effects for patients (eg, stigma and provider-patient alliance)</td>
<td>15</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Utility depends on interventions that would be triggered</td>
<td>14</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Potential for alert to come during a visit unrelated to mental health</td>
<td>14</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Time constraints (associated with using additional CDS&lt;sup&gt;d&lt;/sup&gt; tool)</td>
<td>10</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Theme</td>
<td>Times theme was coded</td>
<td>Groups with coded theme, n (%)</td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>How to respond to risk communicated by tool outside of face-to-face visits</td>
<td>9</td>
<td>4 (40)</td>
</tr>
<tr>
<td><strong>Facilitators and specific recommendations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interest in viewing patients’ predictors or features contributing to risk score</td>
<td>49</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Must have good user interface and user experience</td>
<td>37</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Want to see changes in risk scores over time</td>
<td>34</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Need for standardized workflows for responding and documentation</td>
<td>29</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Information should be available to all patients’ providers</td>
<td>18</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Importance of provider training (including instruction if tool is mandatory)</td>
<td>17</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Should be pushed to, not pulled by, provider</td>
<td>14</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Want more information on how algorithm works or test characteristics</td>
<td>12</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Prompt further assessment with structured or semistructured tools or specific questions</td>
<td>11</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Use tool in combination with clinical judgment</td>
<td>11</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Should distinguish between chronic and time-varying predictors or features</td>
<td>10</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Do not recommend interventions for specific risk scores or features</td>
<td>9</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Information in tool should not be available to others with EHR access</td>
<td>7</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Give recommendations of interventions for specific risk scores or features</td>
<td>7</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Should be pulled by, not pushed to, provider</td>
<td>3</td>
<td>2 (20)</td>
</tr>
<tr>
<td><strong>Other factors to consider</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients should be able to see information in the tool</td>
<td>21</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Timing of when information is given to provider</td>
<td>20</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Importance of considering whether patients will see this information</td>
<td>18</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Risk-prediction window</td>
<td>16</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Patients should not have access to the information in the tool</td>
<td>14</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Variability in interventions, thresholds, resources, or EHR use across settings</td>
<td>10</td>
<td>5 (50)</td>
</tr>
</tbody>
</table>

aEHR: electronic health record.
bED: emergency department.
cBPA: best practice advisory.
dCDS: clinical decision support.

**Current Suicide Risk Assessment and Interventions**

All types of providers most often described using unstructured clinical interviewing (not necessarily in isolation from other assessment methods) to determine suicide risk. Although it was also very common for providers to report using structured or semistructured tools, there were also providers in most groups who stated that they do not use structured or semistructured risk assessment tools. Other common risk assessment practices included reviewing the EHR for relevant historical information, considering known suicide risk factors, obtaining information from collaterals, assessing access to lethal means, and using clinical observation (eg, mental status examination).

Regarding current interventions, providers most commonly described consulting with a colleague or supervisor. It was also common for providers to indicate referring high-risk patients for emergency evaluation or inpatient hospitalization, with a subset having a low threshold for doing so. Providers often acknowledged the access problem in mental health treatment.

For PCPs, referring patients to an on-site mental health professional for evaluation or support was often reported, as well as connecting with a patient’s current mental health provider (if they have one). Notably, developing a safety plan or other brief, suicide-focused interventions with empirical support [24] was only mentioned in 20% (2/10) of the groups.

Providers expressed a variety of attitudes about their current practices for assessing and treating suicide risk. Predominantly, participants referred to assessing suicide risk or predicting whether a patient will make a suicide attempt as challenging or frustrating; notably, this was more common among providers in psychiatry and emergency medicine than in primary care. Despite how often structured or semistructured tools are used, it was more common for providers to describe these tools as unhelpful than helpful. Expressing concerns about the risk and liability associated with managing patients at risk for suicide was also fairly common. Some providers also noted the time constraints during visits that can make thoroughly assessing suicide risk difficult, and others expressed an overall lack of
comfort with suicide risk assessment and intervention practices. PCPs emphasized both the value of on-site mental health professionals for consultations or support and that they are not as available or accessible as would be ideal.

**General Attitudes About Automated Suicide Risk–Prediction Models**

The predominant attitude toward the use of automated suicide risk–prediction models in clinical practice was positive, with providers generally highlighting their overall interest in this approach and potential to trust model predictions once implemented in routine clinical care. However, many also emphasized the importance of demonstrating that such a tool outperforms or supplements clinical judgment and is accurate before clinical use. It was less common, but still mentioned in nearly all of the focus groups, for providers to also express varying degrees of skepticism, such as that they would either distrust such a tool or find it anxiety-provoking.

Regarding specific potential use cases, providers (especially PCPs) noted the potential promise to inform clinical decision-making and treatment planning at the point of care (eg, as a best practice advisory) and, to a lesser extent, for purposes of population-level risk stratification and resource allocation. The latter was indicated more often by providers in psychiatry and emergency medicine. Providers were especially interested in the potential for the tool to identify high-risk patients who could be missed via traditional assessments. Providers often noted that the value of suicide risk–prediction models would vary by treatment setting, with primary care as the most optimal, followed by the ED. Less commonly, others explicitly emphasized that such a tool would not be useful in the ED. It was also noted in a few groups that such a tool may have more value during new evaluations than during follow-up visits and with certain types of patients.

**Barriers and Concerns**

The single most common barrier to the potential use of automated suicide risk–prediction models in routine care was often raised, and participants noted that the system would need to be made available or accessible as available or accessible as would be ideal.

**Facilitators and Specific Recommendations**

Providers strongly believed that such a tool must have a good user interface and user experience to be helpful. Providers also overwhelmingly described an interest in being able to view the specific predictors (eg, diagnoses, demographic characteristics, and treatment attendance) that contribute to an individual patient being identified as high risk for suicide via the model, with some who encouraged distinguishing between chronic and time-varying predictors (or risk factors) within the tool. Providers were also extremely interested in being able to view changes in patients’ suicide risk scores over time. The need to establish clear, standardized workflows for both responding to suicide risk predictions generated by the tool and documenting interactions with the tool was also a common theme. Similarly, providers emphasized the importance of receiving systematic training on how to use the tool before it is rolled out clinically, including instruction on whether or not its use is mandatory.

It was more common for providers to state that information about suicide risk generated by the tool should be available to all treaters (across disciplines and departments) for a given patient and less common to indicate that model predictions should not be viewed by certain types of providers (eg, physical therapists and cardiologists) and other medical or administrative staff (eg, medical assistants and receptionists). It was generally preferred that suicide risk scores (or alerts) be pushed to, rather than pulled by, the provider. Some requested having information available within the tool on how the algorithm works and key test characteristics (eg, sensitivity and specificity). It was fairly common for providers to suggest that the tool offer specific follow-up questions to ask, or standardized scales to use, for additional (clinical) suicide risk assessment. However, it was slightly more common to express the view that the tool should not recommend specific interventions based on risk score or primary predictors as opposed to the view that the tool should recommend specific interventions. Non-PCPs (eg, psychiatry or ED) often emphasized that the tool be used in combination with (not as a substitute for) clinical judgment.

**Other Factors to Consider**

Other factors that participants recommended be considered included the timing of when statistical information about suicide risk is delivered or made available to providers (eg, before, at the start of, or during visits, particularly given the possibility of no-shows) as well as the temporal window used for model predictions (eg, risk over the next week, month, or year). Providers generally believed it would be vital to decide early on whether patients will have access to their suicide risk scores, as this could have implications for what information is included in the tool and wording of the text. It was more common for providers to express the view that patients should (vs should
not) have access to model predictions. Providers also noted that there is wide variability across treatment settings in interventions available, conventions of EHR use, and relevant risk thresholds (eg, to warrant categorizing a patient as high risk for suicide) and that taking this into account would be important to consider when developing a tool intended for use across the health care system.

Discussion

Principal Findings

Interest in machine learning models for suicide risk prediction has proliferated in recent years. The potential to use such models and corresponding CDS systems in routine care is compelling; however, before incorporation into practice, it is critical to partner with key stakeholders who can offer the perspectives and feedback necessary for successful clinical implementation. This focus group study with hospital-based providers revealed several key areas of findings that have direct implications for ongoing and future development and deployment efforts.

First, providers were not satisfied with currently available suicide risk assessment methods. For example, despite the fact that most providers endorsed using structured or semistructured measures of suicide risk, existing tools were more often described as not particularly helpful rather than helpful. However, it is important to consider that this finding in the context of providers also tended to report feeling burned out by their clinical work, posing the possibility that negative attitudes toward current assessments are driven in part by burnout about their job in general (rather than only a specific dislike for current tools). Although unstructured clinical interviewing was generally viewed as the best available method for determining suicide risk, recent research suggests that providers tend to be quite poor at predicting the risk of suicidal behavior [17]. Indeed, many providers referred to how challenging and frustrating it can be to determine a patient’s risk for suicide. Taken together, these findings underscore the clear opportunity to improve upon existing, traditional methods of suicide risk assessment.

Encouragingly, reactions to incorporating machine learning models for suicide risk prediction in clinical practice were positive overall. These approaches appeared especially promising to providers if used to identify and notify providers about patients at the high end of the suicide risk distribution either at the point of care (eg, to inform clinical decision-making) or for purposes of population-level resource allocation, meaning that those identified as higher-risk would be prioritized to receive suicide-specific interventions or more costly or difficult-to-access treatment and follow-up. Our recent work suggests that suicide risk–prediction models may have especially good accuracy when identifying patients at both the very high and very low ends of the risk distribution [36]. Given this, it may be worthwhile to frame and leverage these models such that they are also clinically useful for providers seeing patients who are very unlikely to go on to make a suicide attempt (and thus may not require further intervention).

Some providers also expressed skepticism, a lack of trust, or anxiety about the potential use of automated suicide risk assessment models in clinical practice, with liability as the single most discussed concern about using these methods in practice. These findings suggest the importance of partnering with individuals and organizations who specialize in medical risk management, as well as with other relevant legal and payer stakeholders, as these tools are brought closer to clinical use. Overarching concerns about liability may be somewhat mitigated by emphasizing both the importance of using model predictions in conjunction with clinical judgment and that high-risk scores should be interpreted in the context of all other available information to make treatment or discharge decisions. Broadly, developing standards of care accompanied by systematic psychoeducation, training, and protocols to accompany such CDS tools for the providers who will ultimately use them may be critical to address concerns about liability and foster buy-in and promote confidence in their use.

Another concern was that alerts from such a CDS tool that incorporates suicide risk–prediction models would be disruptive to providers’ workflows and result in alert fatigue. To maximize the clinical utility and cost-effectiveness of machine learning–based suicide risk models, empirically derived risk thresholds that balance the relative value of avoiding false-negative and false-positive errors [25,27] must be established. Indeed, recent work in the Kaiser Permanente health care system suggests that the degree to which suicide risk models add to clinical workloads depends heavily on the risk threshold selected, along with the approach for responding to these alerts [27]. Such thresholds may also vary by setting; for example, in psychiatry, a higher threshold may be preferred to reduce the number of false positives.

An overarching concern was that EHR-based suicide risk models and corresponding CDS tools would result in an increased burden on already overburdened health care systems. This could happen via either increased rates of sending patients to the ED for further evaluation or inpatient hospitalizations (possibly in part driven by provider anxiety and liability concerns) or more demand for outpatient specialty services. This is consistent with the fact that providers noted already having a low threshold to section patients and problems accessing mental health treatment. Moreover, as some providers stated that the tool’s usefulness would depend on what interventions are available to them, health systems may benefit from determining the approximate number of newly identified (via the model) patients who will require interventions or referrals (eg, through simulation studies) and whether current resources can handle potential increases in demand. Developing new resources (eg, urgent care clinics and suicide-focused treatment options) or partnering with organizations outside the hospital system (eg, crisis services and referral programs) may be needed before clinical implementation.

In addition to practical concerns, providers also overwhelmingly voiced interest in viewing the individual predictors or risk factors that contribute to a patient’s elevated risk score. Providers suggested that this information may also guide next steps for intervention. This suggestion is in line with recent research [30] showing that providers may be less likely to use the information from suicide risk–prediction models if the relevant clinical features are hidden or they do not view the
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provided features as intuitively connected to suicide risk. Thus, there appear to be both pros and cons for sharing information on the specific features in these models. Displaying these features could also lead to misinterpretations about causality (eg, the assumption that if a provider targets a certain feature, suicide risk will decrease), which would not accurately reflect the complex, interactive nature of features in machine learning models.

Providers also raised various complicated yet important-to-consider issues such as the timing of when risk alerts would be delivered to providers (and corresponding concerns about, eg, receiving a high-risk alert outside of a visit or when a patient does not attend a scheduled appointment) and risk-prediction windows. Although there is great interest in improving short-term suicide risk prediction (eg, over hours, days, or weeks) [37], the degree to which EHR-based models accurately predict short-term risk and are sensitive to change may be limited. In the future, in addition to the clinical questionnaire data that some models incorporate [38], combining EHR-based data with fine-grained real-time data (eg, from smartphones or wearable devices [39]) that may capture more acute increases in risk may help meet this need. In the meantime, balancing clinical utility with the accuracy of different risk-prediction windows is critical.

Providers had mixed views on who should have access to the results from automated suicide risk–prediction models. Some felt it was important for all treaters of a given patient to access these results, whereas others thought there may be certain providers for whom such information would be irrelevant or unnecessary and who, for example, may lack training and experience with approaching the issue of suicide sensitively. Providers were also mixed as to whether patients should be able to receive this information. Given the increasing momentum of the OpenNotes movement [40], including within the mental health domain [41], it seems likely that over the long term, we can expect more EHR information to be available to service users. Thus, partnering with patient stakeholders [31] to develop protocols for transparent, sensitive communications about suicide risk, including key contextual information (eg, how to interpret being in a high-risk category) and language, may also be strategic.

**Limitations**

There are several notable limitations of this study. First, our findings reflect only the views of providers from a single academic medical center in the Northeastern United States and may not generalize outside of this clinical context. Second, the vast majority of participants were White, and thus, the findings of this study may not generalize to providers who identify as minorities. Third, convenience sampling was used for recruitment, which may also limit generalizability; for instance, it is possible that participants were more enthusiastic about suicide risk–prediction models because some were selected for their known interest or expertise in suicide prevention. Fourth, we did not systematically assess providers’ prior experience with suicide risk–prediction models, which may influence attitudes toward these tools. We were also unable to systematically disaggregate theme frequency by provider type or clinical setting, which may obscure important differences in perspectives on using suicide risk–prediction models in practice.

**Future Directions**

There are a few key priorities for future investigation. First, as the development of CDS tools for suicide risk prediction is ongoing, qualitative data must be collected both on more fully developed prototypes and during or after initial clinical implementation of such tools. Our emphasis in this study’s series of focus groups was on general attitudes and perspectives toward such approaches, whereas future work will focus on tool development, refinement, and implementation. Second, given the potential scalability of suicide risk–prediction models, future work must include the full range of providers working in a broader range of urban and more rural hospitals nationwide, as well as community health centers and other nontraditional health care settings (both psychiatric and other medical settings, particularly given the enthusiasm from providers here about potential use in primary care). Relatedly, as noted earlier, patient stakeholders must be included in the process of developing and implementing these new tools. More work is also needed to determine how health care systems and individual providers may best leverage and combine information from machine learning models and traditional clinical assessments [18,36]. Finally, given recent work suggesting the potential for suicide risk–prediction models to exacerbate existing racial or ethnic disparities [42], upcoming work should explicitly probe providers’ (and other stakeholders’) perspectives on how to address this critical issue before clinical implementation.

**Conclusions**

Deploying virtually any new tool in practice has challenges, but given the complex, sensitive, and unfortunately still stigmatized nature of suicide, it is especially vital that researchers working in this area involve the full range of stakeholders in each stage of the implementation process. Overall, providers in the current qualitative study were dissatisfied with current suicide risk assessment methods and were open to the use of a machine learning–based suicide risk identification and management system to inform their clinical decision-making. This work highlights several key potential barriers and facilitators to be addressed in ongoing and future efforts to develop and implement such models and corresponding CDS tools in routine care and thus potentially better prevent patient suicides within health care systems.
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Abstract

Background: A healthy diet throughout the life course improves health and reduces the risk of disease. There is a need for new knowledge of the relation between diet and health, but existing methods to collect information on food and nutrient intake have their limitations. Evaluations of new tools to assess dietary intake are needed, especially in old people, where the introduction of new technology might impose challenges.

Objective: We aimed to examine the usability of a new web-based dietary assessment tool in older adult women and men.

Methods: A total of 60 women and men (participation 83%, 57% women) aged 60-74 years recruited by convenience and snowball sampling completed a 24-hour web-based dietary recall using the newly developed Norwegian version of Measure Your Food On One Day (myfood24). Total energy and nutrient intakes were calculated in myfood24, primarily on the basis of the Norwegian Food Composition Table. No guidance or support was provided to complete the recall. Usability was assessed using the system usability scale (SUS), where an SUS score of ≥68 was considered satisfactory. We examined the responses to single SUS items and the mean (SD) SUS score in groups stratified by sex, age, educational level, and device used to complete the recall (smartphone, tablet device, or computer).

Results: The mean total energy intake was 5815 (SD 3093) kJ. A total of 14% of participants had an energy intake of <2100 kJ (ie, 500 kilocalories) and none had an intake of >16,800 kJ (ie, 4000 kilocalories). Mean energy proportions from carbohydrates, fat, protein, alcohol, and fiber was within the national recommendations. The mean SUS score was 55.5 (SD 18.6), and 27% of participants had SUS scores above the satisfactory product cut-off. Higher SUS scores were associated with younger age and lower education, but not with the type of device used.

Conclusions: We found the overall usability of a new web-based dietary assessment tool to be less than satisfactory in accordance with standard usability criteria in a sample of 60-74-year-old Norwegians. The observed total energy intakes suggest that several of the participants underreported their intake during the completion of the dietary recall. Implementing web-based dietary assessment tools in older adults is feasible, but guidance and support might be needed to ensure valid completion.

(JMIR Form Res 2022;6(3):e35092) doi:10.2196/35092
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Introduction


Life expectancy is increasing, and the world’s population is ageing [5]. Therefore, middle-aged and older adults are important target groups for monitoring food and nutrient intake as well as for dietary interventions to ensure healthy ageing. Information on food and nutrient intake can be collected from a variety of sources, including objective methods such as direct observation or analysis of biomarkers, and self-report methods, such as food frequency questionnaires (FFQs), 24-hour recalls, or food records. All methods have methodological limitations [6-8], including high costs and participant burden, and none are essentially optimal to accurately capture all elements of diet. Objective measurements, such as biomarkers, are not influenced by the participant’s personal beliefs or perceptions. However, biomarkers do not cover all components of the diet and are affected by absorption and metabolism; hence, they are not always suitable or feasible and are dependent on the study context [7]. Self-report tools, such as FFQs assessing habitual intake, food records, or dietary recalls are noninvasive and usually feasible to use in a variety of research settings. However, self-reported measures are prone to large measurement errors occurring from the knowledge and beliefs of the study participants and rely on long- or short-term memory [7]. The 24-hour dietary recall is considered one of the most accurate self-report tools, as it collects information about diet within a short recent period; however, repeated measurements are required to capture the usual diet. New technology provides increased convenience for using the 24-hour dietary recall [6] and improves their usage in large-scale studies.

Measure Your Food On One Day (myfood24) is a self-administered web-based dietary data collection tool and analysis software developed [9] and validated [10] at the University of Leeds, the United Kingdom. The tool can be set up as a 24-hour dietary record or recall, for one or multiple days of prospective or retrospective recording. The myfood24 software can be used not only as a research instrument but also for teaching or clinical use. Region-adapted versions of myfood24 already exist for use in Australia, the Caribbean, Denmark, France, Germany, the Middle East, and Peru. The use of the same tool enables between-country comparisons. A Norwegian version of myfood24 [11] was developed and finalized in 2020 with further updates in 2021. The adaption from the original UK version consisted mainly of adapting the food database and images in the data bank to the Norwegian food cuisine, and the portion size images used in the Norwegian version has shown favorable properties in young adults [11].

The UK version of myfood24 has demonstrated reasonable response proportions for repeated 24-hour dietary recalls in 60–85-year-old individuals in the United Kingdom [12], and the German version has shown satisfactory usability in adults aged ≥65 years who were provided instructions and assistance during a study visit [13]. The usability of the Norwegian version has yet to be examined. There is an overall need for studies on the usability of web-based dietary data collection tools in the older adult population, as such data are scarce. It is of particular interest to examine the properties of the newly developed Norwegian version of myfood24, as this has not been examined before. Therefore, we aimed to examine the usability of a web-based 24-hour dietary recall tool, the Norwegian version of myfood24, in a sample of Norwegian older adult women and men who have been provided no prior tutoring or instructions.

Methods

Study Design and Participant Recruitment

We recruited participants by combining targeted convenience and snowball sampling to ensure an even distribution of sex, age (between 60-74 years), and educational level (elementary school, high school, or other, or higher or university education). Only individuals with an email address and access to a smartphone, tablet device, or computer were invited. We approached individuals accessible to the researchers through their personal networks (convenience sampling), and further invited individuals approached by already recruited individuals (snowball sampling). A total of 72 (convenience sample size) women and men aged 60-74 years (58% women) were invited to complete a single dietary recall. Invitations were sent in 3 rounds between May 12 and June 8, 2021, of which the first 2 groups received 1 reminder after 2 weeks (reminders were sent to all, as participation was anonymous).

Instruments

myfood24 24-Hour Dietary Recall

myfood24 [9,10] dietary recall can be completed on the internet using a smartphone, tablet device, or computer. The participants were asked to report the intake of food during the previous day (24 hours), a so-called 24-hour dietary recall. The myfood24 is partially based on a multiple pass method, including an optional first quick list, a foods search in addition to prompts both for forgotten foods (for commonly forgotten foods and those often combined with other foods) and a final review before submission of the recall [9]. Participants can search for and add food items from a detailed list of foods primarily based on the Norwegian Food Composition Table 2019 [14] and chose portion sizes from pictures, natural measures (eg, number of potatoes), or household measures (eg, number of spoons of sugar added), as well as in an open-text response option. The portion sizes are a combination of pictures from the original UK version and the newly developed Norwegian version [11]. Based on the reported food intake, the total energy, macronutrient, micronutrient, and food intake were calculated in myfood24 (except for information from the open-text response).
**System Usability Scale**

The System Usability Scale (SUS) is a postsession questionnaire [15] and one of the most commonly used usability scales to evaluate a variety of products and services including hardware, software, mobile devices, and websites. The user (study participant in this case) is asked to evaluate the system (myfood24 in this case) after a user test (completing the myfood24 web-based dietary recall in this case). The SUS has 10 items answered with a 5-point Likert scale from “Strongly disagree” to “Strongly agree,” with alteration between positive and negative items to prevent response biases [16]. The 10 SUS items were as follows: (1) “I would like to use myfood24 again,” (2) “I found myfood24 was unnecessarily complicated,” (3) “I thought myfood24 was easy to use,” (4) “I needed the support of a technical person to use myfood24,” (5) “I found the various functions in myfood24 were well integrated,” (6) “I thought there was too much inconsistency in myfood24,” (7) “I imagine most people would be able to use myfood24 very quickly,” (8) “I found myfood24 very cumbersome (awkward) to use,” (9) “I felt very confident using myfood24,” and (10) “I needed to learn a lot of things before I could get going with myfood24.”

**Data Collection**

The invitees were sent an email with a weblink to myfood24 and an SMS text message to their mobile phone with information that the email had been sent. The email included a brief description of the aim of the study (ie, to study the usability of a web-based dietary data collection tool) and a common (ie, not individual) weblink to complete the 24-hour dietary recall and a questionnaire about usability and demographics. No detailed guidance about how to complete the myfood24 was provided; that is, no preparation or tutoring.

By clicking the weblink in the email, the participant was directed to myfood24 and asked to report all food and drink intake from the previous day. After completion of the 24-hour dietary recall (ie, by clicking “submit” in myfood24), the participant was automatically redirected to a separate external web-based questionnaire created using Nettskjema [17], a web-based questionnaire tool resource developed by the University of Oslo, Norway. The Nettskjema questionnaire included the 10 SUS items, 3 related to demographic characteristics—sex, age group (60-64, 65-69, or 70-74 years), and education level (“What is your highest level of education?”) with response alternatives of “elementary school/high school/other” or “higher education/university”—along with 1 question about the device used to complete myfood24 (“smart phone,” “iPad/tablet,” or “PC/computer/Mac”) and an open-ended question (“Do you have other comments?”) where the participant could add supplemental information (as free text). Demographic data from Nettskjema could not be linked to the information about dietary intake from myfood24.

**Ethics Approval and Consent to Participate**

According to the Norwegian Health Research Act [18], analysis of anonymous data does not require ethical approval; therefore, this study is not evaluated by the Regional Committees for Medical and Health Research. In this study, true anonymity was ascertained through the following procedures: (1) the weblink to the questionnaires (sent to the participants’ personal emails) was a nonpersonal URL (ie, all participants received the same weblink with no possibility to identify individuals), (2) the demographic data collected were aggregated (ie, group-level data for age and education), and (3) demographic variables from Nettskjema could not be linked to the information about dietary intake from myfood24. The email to all participants included information about the study. Completion of the questionnaire was regarded as consent.

**Data Analysis**

The SUS score was calculated in accordance with Sauro 2011 [16]. The scoring is 0–4 for each item, where for odd items (positive) 1 is subtracted from the user response, and for even-numbered items (negative) 5 is subtracted from the user response, added up and multiplied by 2.5 (to convert the score to 0–100), with a score of 68 points or higher considered a “satisfactory product” [16]. We examined the mean (SD) SUS score and median (IQR) values as means as well as proportions within the satisfactory product cut-off limit in groups stratified by sex, age (60-69 and 70-74 years), and education. We used Stata (StataCorp LLC) to calculate study sample characteristics, including energy intakes, as well as total energy intake in kJ, including proportions with energy intakes outside standard cut-offs of <2100, >16,800 [19], and >8000 kJ (ie, 500, 4000, and 1900 kilocalories, respectively), mean and energy percentages (E%) for macronutrients, and mean SUS scores with 2-sample t test for differences between age groups (normal distribution observed with histograms). We used Excel (2016; Microsoft Corp) to present the response to each usability item as frequencies. Participants’ free-text comments were grouped into themes.

**Results**

A total of 60 women and men participated (participation 83%, 57% women). Study sample characteristics and energy intakes are shown in Table 1. Half of the participants were in the oldest age group. Two-thirds reported having higher education, equally distributed by age. To complete myfood24, 41% (n=24) used a smartphone, 42% (n=24) used a computer. Two participants had not recorded any foods or beverages in myfood24. When excluding these, the mean and median total energy intake calculated from myfood24 were 5815 (SD 3093) kJ and 5896 (IQR 3815-7089) kJ, respectively, for the overall study sample. In total, 14% (n=8) had an energy intake of <2100 kJ, 17% (n=10) had an energy intake of >8000 kJ, and none had an energy intake of >16,800 kJ. The E% for all macronutrients were within the range of the national recommendations. In total, 10 participants recorded food items in the open-text option (eg, “home-made bun with spread for lunch” and “cloudberries with cream for dessert”).

The response to each SUS item is presented in Figure 1, where the positive items (the 5 odd-numbered questions) and the negative items (the 5 even-numbered questions) have been grouped to enhance readability. The positive items were highly correlated, with responses 25%–28% above the middle category (agree or strongly agree), except for the item “I felt very confident using myfood24,” where 40% (n=24) responded above
the middle category (agree or strongly agree). Two negative statements that stood out were “I needed support of a technical person to use myfood24®” where 72% (n=43) responded with “strongly disagree” and in total 85% (n=51) responded below the middle response category (disagree or strongly disagree), and “I needed to learn a lot of things before I could get going with myfood24®” where 68% (n=41) responded below the middle category (disagree or strongly disagree).

A total of 16 participants (27%) had SUS scores of ≥68 (ie, within the satisfactory product cut-off). Table 2 presents mean SUS scores in women and men, low and high educational groups, and smartphone, tablet device, and computer users by age group. The mean and median overall SUS scores were 55.5 (SD 18.6) and 55.0 (IQR 41.3-70.0), respectively, with higher scores in the younger age group (P=0.02). For each group stratified by sex, education, and device used, there was a tendency toward higher SUS scores in the younger compared to the older age group, but only significantly different among those with higher education.

Table 1. Participant characteristics and energy intakes for the overall sample (N=60) and by age group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total</th>
<th>Age group 60-69 years (n=30)</th>
<th>Age group 70-74 years (n=30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women, n (%)</td>
<td>34 (56.7)</td>
<td>19 (63.3)</td>
<td>15 (50.0)</td>
</tr>
<tr>
<td>Higher education, n (%)</td>
<td>44 (73.3)</td>
<td>21 (70.0)</td>
<td>23 (76.7)</td>
</tr>
<tr>
<td><strong>Device, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smartphone</td>
<td>24 (40.7)</td>
<td>13 (43.3)</td>
<td>11 (37.9)</td>
</tr>
<tr>
<td>Tablet device</td>
<td>11 (18.6)</td>
<td>4 (13.3)</td>
<td>7 (24.1)</td>
</tr>
<tr>
<td>Computer</td>
<td>24 (40.7)</td>
<td>13 (43.3)</td>
<td>11 (37.9)</td>
</tr>
<tr>
<td>Total energy intakea (kJ), mean (SD)</td>
<td>5815 (3093)</td>
<td>___ b</td>
<td>___</td>
</tr>
<tr>
<td>Carbohydrates (energy percentage), mean (SD)</td>
<td>41.7 (11.1)</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Protein (energy percentage), mean (SD)</td>
<td>19.9 (6.0)</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Fat (energy percentage), mean (SD)</td>
<td>32.9 (11.6)</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Alcohol (energy percentage), mean (SD)</td>
<td>2.7 (5.9)</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Fiber (energy percentage), mean (SD)</td>
<td>2.7 (1.3)</td>
<td>___</td>
<td>___</td>
</tr>
</tbody>
</table>

Energy and nutrient intakes were only calculated for participants with a total energy intake of >0 kJ (n=58). One participant did not report the device used.

Figure 1. Distribution (frequency) of the response to each System Usability Scale item after completion of myfood24.

![Figure 1](https://formative.jmir.org/2022/3/e35092)
In total, 18 participants had left comments in the free-text option. These comments (examples in parentheses) could thematically be grouped to (1) lack of categories of meals or foods ("Found nowhere to register supper"), (2) complexity ("Unnecessary complex at the same time as not nuanced enough to catch important differences between foods"), (3) wording ("Why is the word ‘generic’ used?")), or (4) technical problems ("Two times nearly finished, got kicked out").

**Discussion**

**Principal Findings**

In this study of the usability of a new web-based dietary assessment tool among older adult Norwegian women and men who were provided no guidance or support, we found the overall usability to be less than satisfactory and the overall total energy intake to imply error (underreporting) in completion of the dietary recall. In total, 17% of participants had energy intakes above 8000 kJ, and 27% had usability scores within the range indicating a satisfactory product.

The E% for all macronutrients were within the recommendations from the Norwegian Health Directorate [20], but in the total sample, the calculated mean total energy intake was only 60% of the daily total energy intake of an average inactive adult. This could imply that, for most participants, a variety of foods were recorded, but some foods (or meals) were probably omitted from the recording, or the amounts reported were incorrect. A traditional 4-meal Norwegian diet consists of breakfast (typically bread with spread or cereal with milk or yogurt), lunch (typically sandwiches), dinner (typically a dish with vegetables and meat or fish), and a light supper (typically similar foods as in breakfast or lunch), while myfood24 is based on 3 main meals, and other meals are classified as snacks. Based on the qualitative feedback provided in the open-text fields, some of the participants seem to struggle with this difference. Further, a total of 16% recorded food in the open-text response (instead of finding an alternative in the foods list), and these foods were omitted from the calculation of energy intake. Including these items in the calculations would have increased the mean energy intake. Misreporting is, however, common in all self-administered tools for all age groups, and for dietary assessment tools most often in the direction of underreporting, leading to incorrectly low estimates of total energy intakes.

Our results deviate considerably from the findings from a usability study of the German version of myfood24 [13], who found a median SUS score above the good product cut-off (median 74, IQR 70-83) among older adults aged ≥65 years, as well as total energy intake within the normal range, implying that the study participants completed myfood24 correctly. A potential explanation for this difference could be that the data collection in the German study was performed during a study center visit, where the participants received instructions on how to complete myfood24 as well as on-site assistance [13]. Further, the participants completed 3-4 consecutive recalls (ie, probably resulting in the participant being acquainted with the tool), 11% had previous experience in completing 24-hour dietary recalls, and 21% had a nutritional or food science background [13], of which both are expected to increase the perception of usability. Furthermore, the German version of myfood24 contains a higher number of foods than the Norwegian version, including a large number of branded foods. This can make it easier to determine the exact food consumed, thus increasing usability. However, there is a need for balance in the number of foods listed. If the list of foods is regarded as too extensive by the user, this can decrease usability.

During the development of the original UK version of myfood24, a small sample of adults aged above 65 years was included to report expectations from myfood24 [10]. The sample’s median SUS score was poor (29, IQR 63); however, this sample consisted of only 4 participants [9]. Thus, the findings could have resulted from chance events. A review of another web-based 24-hour recall tool, the Automated Self-Administered 24-hour (ASA24) Dietary Assessment Tool used in Canadian populations found that older adults encountered technical challenges and emphasized the need for tailored support [21]. However, the need for technical assistance was not limited to older adults, and although older adults had a lower technical troubleshooting capacity, they simultaneously were willing to spend more time troubleshooting than younger adults [21]. There is strong reason to believe that with increasing ownership of smartphones and tablets as well as preference to

### Table 2. Mean usability score for the overall sample (N=60) and by age group.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Total, mean (SD)</th>
<th>Age group 60-69 years (n=30), mean (SD)</th>
<th>Age group 70-74 years (n=30), mean (SD)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>55.5 (18.6)</td>
<td>61.3 (17.6)</td>
<td>49.8 (18.0)</td>
<td>.02</td>
</tr>
<tr>
<td>Women</td>
<td>56.3 (20.5)</td>
<td>61.6 (18.4)</td>
<td>49.5 (21.7)</td>
<td>.09</td>
</tr>
<tr>
<td>Men</td>
<td>54.5 (16.0)</td>
<td>60.7 (17.0)</td>
<td>50.0 (14.1)</td>
<td>.09</td>
</tr>
<tr>
<td>Lower education</td>
<td>62.0 (14.4)</td>
<td>65.6 (15.0)</td>
<td>57.5 (13.2)</td>
<td>.28</td>
</tr>
<tr>
<td>Higher education</td>
<td>53.1 (19.5)</td>
<td>59.4 (18.6)</td>
<td>47.4 (18.9)</td>
<td>.04</td>
</tr>
<tr>
<td>Smartphone</td>
<td>52.5 (20.1)</td>
<td>61.9 (14.8)</td>
<td>55.5 (10.8)</td>
<td>.24</td>
</tr>
<tr>
<td>Tablet</td>
<td>55.9 (25.1)</td>
<td>68.1 (28.1)</td>
<td>48.9 (22.3)</td>
<td>.24</td>
</tr>
<tr>
<td>Computer</td>
<td>59.0 (13.3)</td>
<td>58.5 (17.6)</td>
<td>45.5 (21.5)</td>
<td>.12</td>
</tr>
</tbody>
</table>

<sup>a</sup>A System Usability Scale score of ≥68 indicates that the usability criteria were satisfied.

<sup>b</sup>A 2-sample t test was performed to assess differences between age groups.
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use digital technologies in everyday life, the feasibility of using web-based dietary assessment tools will also increase in the older adult population [6].

Nonetheless, digital illiteracy is a concern for self-administered web-based assessment tools, particularly among older adults. In a feasibility study of myfood24 among 60-85-year-old individuals in the United Kingdom [12], those completing multiple recalls reported higher self-confidence with technology and had a higher technology readiness score than those who did not complete any recalls. Notably, the participants in the UK study were recruited from an ongoing cohort study of cognitively healthy older adults [12], which could introduce a risk of selection bias.

Even though the overall SUS score in our study was lower than that considered satisfactory, we do believe that myfood24 is a useful tool to measure dietary intake. The participants in our study were solely provided information about the aim of the study, with no guidance or support in completing the recall. We believe that additional tailored instruction on how to complete the recall could have improved the overall perception of usability considerably and led to less underreporting. Moreover, usability questions highlighting the need for technical support or training revealed that technical challenges did not constitute a major barrier. Thus, we believe that technical difficulty was not the main contributor to the observed SUS score. In telephone surveys by Statistics Norway, 70% of 75-79-year-old individuals reported daily use of the internet in 2021 compared to 40% in 2015 [22], implying that digital illiteracy is decreasing in Norwegian older adults. Therefore, we believe that the feasibility of using web-based assessment tools in older adults will increase substantially over the next few years. More work is needed in adapting the Norwegian version of myfood24 to older adults, such as explaining how to record supper. Based on the qualitative feedback from comments provided by the participants in this study, we also believe that adding more foods and more synonyms to the foods list would improve the user experience. Previous usability studies of self-administered dietary assessment apps among older adults, include apps with voice-added reporting [23] or apps where health personnel can complete the reporting on behalf of the respondent [24]. For older adults with impairments, such modifications are helpful. Other apps are developed for clinical use by health personnel only. In addition to being a self-administrative tool for research or teaching purposes, myfood24 provides a separate health care solution for health personnel to set patients’ personalized nutrient targets and track their progress. Thus, modification to fit the context and the need of the individual is possible when using myfood24.

Strengths and Limitations
The study was set up to be anonymous to protect participant privacy; therefore, the participants received unidentifiable weblinks. Thus, a major study limitation is that we could not link SUS scores and dietary intakes on an individual level, to examine the correlation between intake and SUS scores. Furthermore, we collected no information regarding whether the participants were comfortable with using technology. We invited only women and men with an email address and access to a device to complete the recall, and we did not examine reasons for nonparticipation. People without email addresses or those who did not participate could be less digitally literate. Thus, lower SUS scores could be anticipated among nonparticipants. A strength of the study is testing of the tool in a mixed group of older adults (ie, both sexes, different ages, and educational levels).

Conclusions
In this population of older adult Norwegian women and men, the overall usability score for a web-based 24-hour dietary recall assessment tool, myfood24, was lower than what is considered satisfactory according to standard usability criteria. Implementing myfood24 in older adults is feasible, but additional guidance and support might be needed to ensure valid completion, and more work is needed for adapting myfood24 for use among older adult Norwegians.
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Abstract

Background: The BETACONNECT autoinjector and myBETAapp app were designed to support patients with multiple sclerosis receiving interferon β-1b and are an ideal platform for digital observational studies. A recent pilot study in Germany demonstrated the feasibility of using the app to recruit patients, obtain informed consent, and evaluate medication-taking behavior over 6 months.

Objective: This study aims to describe medication-taking behavior for 1 year in patients with multiple sclerosis receiving interferon β-1b based on data collected from the app and to provide information on patient-reported outcomes (PROs). The optional use of the cognitive training tool PEAK (Peak, formerly Brainbow Ltd) is included to test the feasibility of gamification in this setting.

Methods: A prospective and retrospective, exploratory, digital, observational cohort study was conducted among users of the app in Germany. Invitations to participate were sent to patients' apps between February and May 2019. Participants provided electronic informed consent. Injection-related data from consenting patients' devices were collected prospectively for 1 year following the consent date and retrospectively for ≤1 year from the first day of use (if historical data were available). Participants also completed three electronic PRO instruments every 3 months: the EuroQol 5-Dimension, 5-Level questionnaire (EQ-5D-5L); the Treatment Satisfaction Questionnaire for Medication (TSQM; version II); and a questionnaire on satisfaction with treatment support (on a server accessed via an emailed hyperlink). All patients were offered optional access to the professional version of PEAK.

Results: Of 1778 registered app accounts (May 2019), 79 patients (4.44%) provided informed consent; 62 (3.49%) were eligible for inclusion in the prospective analysis, of whom, 60 (97%) also had retrospective data. The mean age of the 62 participants was 43.2 (SD 11.5) years and 41 (66%) were women. Compliance over the 1-year prospective observational period (primary end point) was high (median 98.9%, IQR 94.3%-100%) and similar among men and women. Persistence and adherence (coprimary end points) decreased from 85% (53/62) and 74% (46/62), respectively, at 6 months to 76% (47/62) and 65% (40/62), respectively, at 12 months; both were higher in men than in women. A retrospective analysis showed similar patterns. The PRO questionnaires were answered by 79% (49/62) of the participants at baseline and 50% (31/62) of them at month 12. Women had more severe problems in some EQ-5D-5L dimensions (mobility, usual activities, and pain/discomfort) and lower median convenience scores on the TSQM (version II) than men. At month 12, 84% (26/31) of the patients were satisfied or very satisfied with the app. PEAK was used by 67% (14/21) of men and 49% (20/41) of women.
Conclusions: This study showed high compliance and decreasing persistence and adherence over 1 year and demonstrated the feasibility of including remotely completed electronic PRO instruments in digital observational studies.

(JMIR Form Res 2022;6(3):e31972) doi:10.2196/31972
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Introduction

Background
Digital clinical studies use technology to support recruitment and retention, data collection, and analytics [1], giving them several important advantages over conventional clinical studies. For example, slow recruitment is a common problem in clinical studies [2]. Digital studies allow rapid recruitment of patients outside of routine clinic visits (eg, by directly approaching them via their smartphones), with a corresponding reduction in study duration. In conventional clinical trials, the number of enrolled patients and number of clinic visits have been identified as key drivers of cost [3]. The inconvenience of making additional clinic visits is also a barrier to participation in clinical trials [4]. Digital studies avoid the need for clinic visits and allow enrollment of large numbers of patients at little extra cost once the digital study platform has been established.

In Germany, many patients with multiple sclerosis (MS) treated with interferon β-1b use the BETACONNECT autoinjector, which automatically records injections. An app (myBETAapp) allows patients who are being treated with interferon β-1b to document injection data manually or by automatic transfer from the autoinjector. This system is designed to support patients with MS, and it provides an ideal platform for digital observational studies. A recent pilot study in Germany demonstrated the feasibility of performing an observational study with digital recruitment, consent, and data collection performed via the app [5]. The pilot study results supported the extension of the digital observational approach to more comprehensive studies investigating clinical and patient-reported outcomes (PROs) over longer periods [5,6].

Objectives
The aim of this digital observational study is to investigate medication-taking behavior in patients with MS receiving interferon β-1b for 1 year and to provide additional information on PROs. As cognitive impairment is common in MS [7], optional use of the cognitive training tool PEAK was included to test the feasibility of gamification in this setting and to incentivize patients to remain committed to the study.

Specifically, the primary objective is to describe medication-taking behavior prospectively for 1 year in patients with MS treated with interferon β-1b based on data collected from the app.

The secondary objectives are as follows: to investigate past medication-taking behavior (since first documentation in the app) before participation in the study; to evaluate health-related quality of life (HRQoL), treatment satisfaction, and satisfaction with treatment support prospectively for 1 year; to investigate HRQoL, treatment satisfaction, and satisfaction with treatment support at baseline in patients who were adherent or nonadherent as well as those who were persistent or nonpersistence over 1 year; to assess the relationship of HRQoL, treatment satisfaction, and satisfaction with treatment support at baseline with medication-taking behavior at 6 months and 1 year and to evaluate how frequently and for how long the smartphone-based cognitive training tool PEAK was used.

Methods

Study Design and Patients
This was a prospective and retrospective, noninterventional, observational cohort study with the structure of a registry (ClinicalTrials.gov NCT03808142). Adult patients with MS treated with interferon β-1b, in Germany, were eligible to participate in the study if they were new or existing users of the app and provided electronic informed consent.

Study Conduct and Ethics Approval
During a 3-month enrollment period (February 20, 2019, to May 19, 2019), all patients with an active account for the app were invited to participate in the study. After 2 months, invitations were sent to all new users of the app (patients who started using the app during the enrollment period). In both cases, the invitations consisted of push messages sent to the patients’ apps. Patients who did not respond to the initial invitation were sent a reminder after 2 weeks.

Patients who expressed interest in the study (by pressing a button within the app) were presented with a detailed informed consent form. The form provided study information in a sequential manner (background, aim of study, study design and data use, data privacy including how to withdraw consent, and contact information for the database hosts in case of questions), and the patients were required to confirm after each sequence that they understood the information and wished to participate. The form also clarified that prospectively recorded data and, among existing users of the app, injection-related data recorded in the past would be analyzed. It also included text to advise patients to report any side effects or possible side effects to their physicians, nurses, or Bayer, and to report any technical product complaints to Bayer. Only patients who consented to all the steps were able to participate in the study.

The study protocol was approved by the ethics committee of the Nordrhein Medical Chamber (number 2018381). In this observational study, interferon β-1b was prescribed in routine clinical practice by the treating physician in accordance with the terms of the marketing authorization, and the patient was
offered support from the BETAPLUS Patient Support and Disease Management Program (PSDMP) as normal. The prescription of interferon β-1b and provision of the BETAPLUS PSDMP were clearly separated from the decision to include the patient in the study. No additional diagnostic or monitoring process was required for enrollment or during the study. Each patient could refuse to participate further or withdraw from the study at any time and without giving a reason. After withdrawal of the patient from the study, data from that patient were not used for further analyses. Each patient was assigned a unique central patient identification code, which was used only for study purposes.

**Data Collection**

Demographic data (age and gender) were recorded in the app as part of the registration process. Injection-related data (date and time of injection, injection speed, and injection depth) were automatically recorded in the BETACONNECT for each injection and could be transferred to the app if the patient wished to do so. Patients could also manually record the injection data in the app. Demographic and injection-related data in the app were automatically transferred to an external database (hosted by TWT Digital Health GmbH) whenever the mobile device was connected to the web.

In addition, the patients completed three PRO instruments every 3 months from the time of informed consent to the end of observation: the EuroQol 5-Dimension, 5-Level questionnaire (EQ-5D-5L); the Treatment Satisfaction Questionnaire for Medication (TSQM; version II) [8,9]; and a questionnaire on satisfaction with the BETAPLUS PSDMP, the BETACONNECT, and the app (service questionnaire; Multimedia Appendix 1). For this purpose, each patient was provided with an individual log-in hyperlink (newly created for each data capture time point) via email to enter an electronic data capture server hosted by the contract research organization, Institut Dr. Schauerte (IDS). Hence, the participants were able to complete the questionnaires remotely. After the end of the observation period, participants received vouchers for completing each questionnaire.

Each patient was followed up for 1 year after providing informed consent (prospective analysis). For patients who had already started using the app before providing informed consent, prospectively collected injection-related data (BETACONNECT or manual records) were also available from the past. Among those patients, medication-taking behavior was also analyzed from the time of the first documented injection to 1 year later or the date of consent, whichever was earlier (retrospective analysis; Figure 1).

![Figure 1. Examples of retrospective and prospective analysis periods for patients with a first documented injection at different intervals before the date of consent.](https://formative.jmir.org/2022/3/e31972/figure1.png)

All patients were initially offered access to the professional version of the mobile-based cognitive training tool PEAK, developed and hosted by Peak (formerly Brainbow Ltd); this offer was renewed with each request to complete the PRO questionnaires (quarterly emailing of log-in hyperlinks). The patients were able to choose from all available games within PEAK, covering 7 cognitive areas, for the duration of the study. The decision to use the training tool and game selection was purely voluntary and was not linked to treatment, study participation, or completion of the PRO instruments. All data generated by the patients while using PEAK were stored in a database hosted by Peak. The patients received study-specific log-in data, which identified them as participants of the study in the database, without personal identification.

Log-in details for the questionnaires on the IDS electronic data capture server and for PEAK were allocated to participants by...
TWT Digital Health GmbH. Hence, only TWT Digital Health GmbH had the key to match data from Peak, IDS, and their own database. Data sets coded by log-in identifiers were transferred from Peak and TWT Digital Health GmbH to IDS, who merged these into their own data set. No investigator was involved in the data collection process.

Before the analysis, redundancies in the injection data were automatically corrected as described previously [5].

Outcome Measures

The primary end point was prospectively assessed compliance (the percentage of expected doses actually injected), based on injections recorded in the TWT Digital Health GmbH database from the date of informed consent to the end of the observation period.

The coprimary end points were persistence (the number of patients still using interferon β-1b at the end of the observation period), missed injections (expressed as a proportion of expected injections), and adherence (the number of patients who were both persistent and ≥80% compliant; a threshold of 80% is commonly used in studies of adherence in MS [10]). Patients without injection recordings for >2 weeks were regarded as nonpersistent.

Compliance, persistence, missed injections, and adherence were also analyzed retrospectively (from the first injection recorded in the app until 1 year later or the date of informed consent, whichever was earlier) as secondary end points among participants who had registered and used the app before enrolling in this study.

Other secondary end points included HRQoL assessed using the EQ-5D-5L, treatment satisfaction assessed using the TSQM (version II) [8,9], satisfaction with treatment support assessed using the service questionnaire (Multimedia Appendix 1), and use of the PEAK cognitive training tool. Frequency (trainings/week) and duration (days) of PEAK use by study participants and cumulative time played per game were analyzed. For the analysis of the frequency of PEAK use and cumulative time played per game, only the 10 most frequently used games were considered.

Statistical Analysis

Statistical analyses were exploratory and descriptive, using summary statistics for categorical and quantitative (continuous) data. Associations of persistence and adherence with baseline HRQoL, treatment satisfaction, and satisfaction with support were evaluated using univariate logistic regression analysis, with \( P < 0.05 \) considered significant. All statistical analyses were performed using the software package SAS 9.4 (SAS Institute Inc).

Assuming an estimated SD of 15 for the mean compliance (as observed in the pilot study [5]), a sample size of 100 would produce a 2-sided 95% CI with a half-width of 3.0.

Results

Participants

Of the 1778 registered accounts for the app (May 2019), 79 (4.44%) patients provided informed consent to participate in the study. Of the 79 patients, 10 (13%) patients withdrew their consent, 6 (8%) patients were excluded because they were enrolled after the end of the registration period, and 1 (1%) patient had no injection or questionnaire data. Thus, 78% (62/79) of patients had injection-related data and were valid for inclusion in the prospective analysis. Of the 62 patients, 2 (3%) had no retrospective injection data and were therefore excluded from the retrospective analysis.

The mean age of the 62 participants was 43.2 (SD 11.5) years; 41 (66%) were women, and 21 (34%) were men. The distribution of age groups in women and men is presented in Table 1.

Table 1. Study participants according to age group and gender.

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Participants, n (%)</th>
<th>Female (n=41)</th>
<th>Male (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;30</td>
<td>9 (15)</td>
<td>8 (20)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>30 to &lt;40</td>
<td>15 (24)</td>
<td>9 (22)</td>
<td>6 (29)</td>
</tr>
<tr>
<td>40 to &lt;50</td>
<td>19 (31)</td>
<td>11 (27)</td>
<td>8 (38)</td>
</tr>
<tr>
<td>50 to &lt;60</td>
<td>13 (21)</td>
<td>9 (22)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>≥60</td>
<td>6 (10)</td>
<td>4 (10)</td>
<td>2 (10)</td>
</tr>
</tbody>
</table>

Data Collected

Of the 62 patients, 14 (23%) used the BETACONNECT autoinjector to administer and record injections throughout the prospective observation period. For 19% (12/62) of the patients, only manual records of injections were available. Alternating recording methods (autoinjector or manual) were documented in 56% (35/62) of the patients. Switching from one mode of injection to the other (autoinjector to manual or vice versa) was documented in 2% (1/62) of the patients.

Use of the BETACONNECT to record injections was more common among men (8/21, 38%) than among women (6/41, 15%), whereas only manual recording of injections was more common among women (10/41, 24%) than among men (2/21, 10%). The injection location data were recorded for all 62 patients.

For the prospective analysis (N=62), 7 (11%) patients had <6 months of injection data and 55 (89%) patients had ≥6 months of injection data, with 48 of the 55 patients (87%) having ≥12...
of injection data. For the retrospective analysis (n=60), 8 (13%), 52 (87%), and 44 (73%) patients had <6, ≥6, and ≥12 months of injection data, respectively.

Of the 62 patients, 53 (85%) answered at least one questionnaire, and 34 (55%) used PEAK at least once. The EQ-5D-5L, TSQM (version II), and service questionnaire were each answered by 49 (79%) of the 62 patients at baseline and by 36 (58%), 35 (56%), 32 (52%), and 31 (50%) patients at months 3, 6, 9, and 12, respectively.

Medication-Taking Behavior

In the prospective analysis, persistence was 85% (53/62) at 6 months and decreased to 76% (47/62) at 12 months after the date of informed consent (Table 2). Persistence was higher in men than in women at both 6 months (20/21, 95% vs 33/41, 80%) and 12 months (19/21, 90% vs 28/41, 68%; Table 2). Compliance (the primary end point, based on injection data up to 6 months and up to 12 months in patients with injection data available for those time periods) was high at 6 months (mean 93.6%, SD 13.8%; median 100%, IQR 95.6%-101.1%) and at 12 months (mean 92.6%, SD 14.1%; median 98.9%, IQR 94.3%-100%), and was similar in men and women at both time points (Table 2 and Figure 2Ai). Mean and median compliance were high in all age groups (Figure 2Ai). In total, 69% (43/62) and 56% (35/62) of the patients had missed only 0% to 5% of their expected injections at 6 and 12 months, respectively (Figure 2Bi). Adherence was markedly higher in men than in women (Table 2 and Figure 2Ci). At 6 months, adherence showed no clear difference across age groups, whereas at 12 months, it was lowest in the youngest age group (Figure 2Ci).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>6 months</th>
<th>12 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Female</td>
</tr>
<tr>
<td>Prospective analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n</td>
<td>62</td>
<td>41</td>
</tr>
<tr>
<td>Persistence, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>53 (85)</td>
<td>33 (80)</td>
</tr>
<tr>
<td>No</td>
<td>9 (15)</td>
<td>8 (20)</td>
</tr>
<tr>
<td>Compliance (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>93.6 (13.8)</td>
<td>91.2 (15.5)</td>
</tr>
<tr>
<td>Values, median (IQR)</td>
<td>100 (95.6-101.1)</td>
<td>97.8 (92.2-101.1)</td>
</tr>
<tr>
<td>Values, range</td>
<td>47.8-103.3</td>
<td>47.8-101.1</td>
</tr>
<tr>
<td>Adherence, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>46 (74)</td>
<td>27 (66)</td>
</tr>
<tr>
<td>No</td>
<td>16 (26)</td>
<td>14 (34)</td>
</tr>
<tr>
<td>Retrospective analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n</td>
<td>60</td>
<td>39</td>
</tr>
<tr>
<td>Persistence, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>50 (83)</td>
<td>31 (79)</td>
</tr>
<tr>
<td>No</td>
<td>10 (17)</td>
<td>8 (21)</td>
</tr>
<tr>
<td>Compliance (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>96.7 (13)</td>
<td>95.7 (15.5)</td>
</tr>
<tr>
<td>Values, median (IQR)</td>
<td>101.1 (98.9-101.1)</td>
<td>101.1 (98.9-101.1)</td>
</tr>
<tr>
<td>Values, range</td>
<td>27.8-107.8</td>
<td>27.8-107.8</td>
</tr>
<tr>
<td>Adherence, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>48 (80)</td>
<td>30 (77)</td>
</tr>
<tr>
<td>No</td>
<td>12 (20)</td>
<td>9 (23)</td>
</tr>
</tbody>
</table>

<sup>a</sup>On the basis of the injection data up to 6 months and up to 12 months in patients with injection data available for the periods (prospective analysis: n=55 at 6 months and n=48 at 12 months; retrospective analysis: n=52 at 6 months and n=44 at 12 months).
In the retrospective analysis, persistence was 83% (50/60) at 6 months and markedly lower, 70% (42/60), at 12 months. It was higher in men than in women at 6 months (19/21, 90% vs 31/39, 79%) and 12 months (18/21, 86% vs 24/39, 62%) (Table 2). Mean and median compliance (based on injection data up to 6 months and up to 12 months in patients with injection data available for those time periods) were high in both men and women (Table 2 and Figure 2Aii) and in all age groups at both time points (Figure 2Aii). In total, 73% (44/60) and 62% (37/60) of the patients had missed only 0% to 5% of their expected injections at 6 and 12 months, respectively (Figure 2Bii). Adherence was higher in men than in women at both time points (Table 2 and Figure 2Cii). In the analysis by age group, those aged 50 to <60 years showed the lowest adherence at 6 months,
whereas those aged <30 years showed the lowest adherence at 12 months (Figure 2Cii).

**HRQoL and Satisfaction With Treatment and Support**

In the EQ-5D-5L analysis, women reported more severe problems with mobility, usual activities, and pain/discomfort than men (Figure 3). None of the dimensions showed a consistent difference across age groups. The median (IQR) EQ-5D-5L index was 0.9 (0.8-1.0) at baseline and 0.9 (0.9-1.0) at 6 and 12 months. The median (IQR) visual analogue scale (VAS) was 81.0 (65.0-90.0) at baseline, 82.0 (62.0-90.0) at 6 months, and 80.0 (66.0-88.0) at 12 months. The EQ-5D-5L index and VAS showed no consistent differences between men and women or across age groups.

**Figure 3.** Patient-reported assessment of (A) mobility, (B) self-care, (C) usual activities, (D) pain/discomfort, and (E) anxiety/depression at (i) baseline, (ii) 6 months, and (iii) 12 months in the EuroQol 5-Dimension, 5-Level questionnaire (EQ-5D-5L).

The median TSQM (version II) global satisfaction domain score remained stable during follow-up, showed no consistent difference between men and women, and was lowest in the youngest age group during follow-up (Table 3). Median domain scores for effectiveness and side effects showed no consistent differences between the age and gender subgroups. The median domain score for convenience was lower in women than in men and was lowest in the youngest age group (Table 3).

Most of the patients were satisfied or *neither satisfied nor dissatisfied* with the BETAPLUS PSDMP (Multimedia Appendix 2). Most patients were satisfied or *neither satisfied nor dissatisfied* with the BETACONNECT (Multimedia Appendix 2).
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Appendix 3) and satisfied or very satisfied with the app (Multimedia Appendix 4). In analyses stratified by gender and age groups, the sample sizes in the respective strata were very small and did not allow for any further reliable conclusions (Multimedia Appendices 2-4).

The baseline EuroQol VAS score was higher in persistent and adherent patients than in nonpersistent and nonadherent patients (Multimedia Appendix 5). Logistic regression showed a significant association of the baseline EuroQol VAS score with persistence and adherence at 12 months but not at 6 months (Multimedia Appendix 6).
Table 3. Treatment Satisfaction Questionnaire for Medication (version II) domain scores.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline n (%)</th>
<th>Median (IQR)</th>
<th>Month 6 n (%)</th>
<th>Median (IQR)</th>
<th>Month 12 n (%)</th>
<th>Median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Effectiveness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (N=62)</td>
<td>49 (79)</td>
<td>83.3 (66.7-91.7)</td>
<td>35 (56)</td>
<td>83.3 (58.3-91.7)</td>
<td>31 (50)</td>
<td>83.3 (58.3-100.0)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (n=41)</td>
<td>30 (73)</td>
<td>83.3 (66.7-91.7)</td>
<td>22 (54)</td>
<td>83.3 (66.7-91.7)</td>
<td>19 (46)</td>
<td>83.3 (58.3-100.0)</td>
</tr>
<tr>
<td>Male (n=21)</td>
<td>19 (90)</td>
<td>75.0 (58.3-88.3)</td>
<td>13 (62)</td>
<td>83.3 (41.7-100.0)</td>
<td>12 (57)</td>
<td>83.3 (70.8-95.8)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30 (n=9)</td>
<td>7 (78)</td>
<td>66.7 (66.7-100.0)</td>
<td>5 (56)</td>
<td>83.3 (75.0-91.7)</td>
<td>4 (44)</td>
<td>66.7 (41.7-83.3)</td>
</tr>
<tr>
<td>30 to &lt;40 (n=15)</td>
<td>10 (67)</td>
<td>83.3 (83.3-83.3)</td>
<td>7 (47)</td>
<td>83.3 (75.0-91.7)</td>
<td>5 (33)</td>
<td>91.7 (83.3-91.7)</td>
</tr>
<tr>
<td>40 to &lt;50 (n=19)</td>
<td>16 (84)</td>
<td>83.3 (79.2-91.7)</td>
<td>12 (63)</td>
<td>83.3 (50.0-91.7)</td>
<td>11 (58)</td>
<td>83.3 (66.7-100.0)</td>
</tr>
<tr>
<td>50 to &lt;60 (n=13)</td>
<td>11 (85)</td>
<td>75.0 (50.0-91.7)</td>
<td>7 (54)</td>
<td>75.0 (25.0-100.0)</td>
<td>7 (54)</td>
<td>91.7 (25.0-100.0)</td>
</tr>
<tr>
<td>≥60 (n=6)</td>
<td>5 (63)</td>
<td>66.7 (58.3-66.7)</td>
<td>4 (47)</td>
<td>66.7 (54.2-79.2)</td>
<td>4 (67)</td>
<td>91.7 (70.8-100.0)</td>
</tr>
<tr>
<td><strong>Side effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (N=62)</td>
<td>29 (47)</td>
<td>75.0 (58.3-83.3)</td>
<td>18 (29)</td>
<td>75.0 (58.3-87.5)</td>
<td>15 (24)</td>
<td>75.0 (75.0-91.7)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (n=41)</td>
<td>16 (39)</td>
<td>70.8 (45.8-83.3)</td>
<td>10 (24)</td>
<td>75.0 (50.0-91.7)</td>
<td>7 (17)</td>
<td>75.0 (75.0-91.7)</td>
</tr>
<tr>
<td>Male (n=21)</td>
<td>13 (62)</td>
<td>75.0 (66.7-87.5)</td>
<td>8 (38)</td>
<td>75.0 (60.4-79.2)</td>
<td>8 (38)</td>
<td>75.0 (70.8-87.5)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30 (n=9)</td>
<td>3 (33)</td>
<td>83.3 (41.7-83.3)</td>
<td>2 (22)</td>
<td>75.0 (75.0-75.0)</td>
<td>0 (0)</td>
<td>N/A*</td>
</tr>
<tr>
<td>30 to &lt;40 (n=15)</td>
<td>7 (47)</td>
<td>75.0 (50.0-83.3)</td>
<td>4 (27)</td>
<td>54.2 (37.5-75.0)</td>
<td>2 (13)</td>
<td>75.0 (75.0-75.0)</td>
</tr>
<tr>
<td>40 to &lt;50 (n=19)</td>
<td>8 (42)</td>
<td>70.8 (62.5-87.5)</td>
<td>6 (32)</td>
<td>66.7 (58.3-83.3)</td>
<td>5 (26)</td>
<td>83.3 (75.0-91.7)</td>
</tr>
<tr>
<td>50 to &lt;60 (n=13)</td>
<td>7 (54)</td>
<td>83.3 (62.5-100.0)</td>
<td>4 (31)</td>
<td>81.3 (68.8-89.6)</td>
<td>5 (38)</td>
<td>75.0 (75.0-83.3)</td>
</tr>
<tr>
<td>≥60 (n=6)</td>
<td>4 (67)</td>
<td>62.5 (45.8-79.2)</td>
<td>2 (13)</td>
<td>87.5 (75.0-100.0)</td>
<td>3 (50)</td>
<td>75.0 (58.3-91.7)</td>
</tr>
<tr>
<td><strong>Convenience</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (N=62)</td>
<td>49 (79)</td>
<td>72.2 (61.1-83.3)</td>
<td>35 (56)</td>
<td>77.8 (66.7-88.9)</td>
<td>31 (50)</td>
<td>72.2 (61.1-88.9)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (n=41)</td>
<td>30 (73)</td>
<td>69.4 (61.1-77.8)</td>
<td>22 (54)</td>
<td>75.0 (55.6-83.3)</td>
<td>19 (46)</td>
<td>72.2 (50.0-88.9)</td>
</tr>
<tr>
<td>Male (n=21)</td>
<td>19 (90)</td>
<td>77.8 (66.7-88.9)</td>
<td>13 (62)</td>
<td>83.3 (77.8-88.9)</td>
<td>12 (57)</td>
<td>77.8 (66.7-86.1)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30 (n=9)</td>
<td>7 (78)</td>
<td>66.7 (55.6-72.2)</td>
<td>5 (56)</td>
<td>55.6 (22.2-66.7)</td>
<td>4 (44)</td>
<td>47.2 (36.1-55.6)</td>
</tr>
<tr>
<td>30 to &lt;40 (n=15)</td>
<td>10 (67)</td>
<td>66.7 (61.1-77.8)</td>
<td>7 (47)</td>
<td>77.8 (66.7-77.8)</td>
<td>5 (33)</td>
<td>72.2 (66.7-83.3)</td>
</tr>
<tr>
<td>40 to &lt;50 (n=19)</td>
<td>16 (84)</td>
<td>72.2 (66.7-83.3)</td>
<td>12 (63)</td>
<td>83.3 (69.4-88.9)</td>
<td>11 (58)</td>
<td>77.8 (50.0-88.9)</td>
</tr>
<tr>
<td>50 to &lt;60 (n=13)</td>
<td>11 (85)</td>
<td>88.9 (72.2-94.4)</td>
<td>7 (54)</td>
<td>88.9 (77.8-94.4)</td>
<td>7 (54)</td>
<td>88.9 (77.8-94.4)</td>
</tr>
<tr>
<td>≥60 (n=6)</td>
<td>5 (63)</td>
<td>72.2 (61.1-72.2)</td>
<td>4 (67)</td>
<td>75.0 (58.3-91.7)</td>
<td>4 (67)</td>
<td>72.2 (63.9-80.6)</td>
</tr>
<tr>
<td><strong>Global satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (N=62)</td>
<td>49 (79)</td>
<td>83.3 (66.7-91.7)</td>
<td>35 (56)</td>
<td>83.3 (66.7-91.7)</td>
<td>31 (50)</td>
<td>83.3 (66.7-91.7)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (n=41)</td>
<td>30 (73)</td>
<td>83.3 (66.7-91.7)</td>
<td>22 (54)</td>
<td>83.3 (66.7-91.7)</td>
<td>19 (46)</td>
<td>75.0 (58.3-91.7)</td>
</tr>
<tr>
<td>Male (n=21)</td>
<td>19 (90)</td>
<td>83.3 (66.7-91.7)</td>
<td>13 (62)</td>
<td>75.0 (66.7-91.7)</td>
<td>12 (57)</td>
<td>83.3 (70.8-91.7)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30 (n=9)</td>
<td>7 (78)</td>
<td>75.0 (66.7-83.3)</td>
<td>5 (56)</td>
<td>66.7 (58.3-91.7)</td>
<td>4 (44)</td>
<td>58.3 (54.2-66.7)</td>
</tr>
<tr>
<td>30 to &lt;40 (n=15)</td>
<td>10 (67)</td>
<td>83.3 (66.7-83.3)</td>
<td>7 (47)</td>
<td>75.0 (66.7-83.3)</td>
<td>5 (33)</td>
<td>83.3 (70.5-91.7)</td>
</tr>
</tbody>
</table>
Baseline TSQM (version II) domain scores for effectiveness, side effects, convenience, and global satisfaction were higher in persistent and adherent patients than in nonpersistent and nonadherent patients (Multimedia Appendix 7). Logistic regression showed a significant association between the baseline side effects score and persistence at 12 months, between the baseline convenience score and adherence at 6 and 12 months, and between the baseline global satisfaction score and adherence at 6 and 12 months (Multimedia Appendix 6).

The proportion of patients who were satisfied or very satisfied with the PSDMP at baseline was higher in persistent patients than in nonpersistent patients, whereas it was similar in adherent and nonadherent patients (Multimedia Appendix 8). Regarding the BETACONNECT and the app, the proportion of patients who were satisfied or very satisfied at baseline was higher in persistent and adherent patients than in nonpersistent and nonadherent patients (Multimedia Appendix 8). Logistic regression analyses did not suggest significant associations of persistence and adherence with satisfaction with the PSDMP, BETACONNECT, or app (Multimedia Appendix 6).

### PEAK Use

The proportion of patients using PEAK at least once was higher among men (14/21, 67%) than among women (20/41, 49%) and was lowest among those aged ≥60 years (1/6, 17% compared with 6/9, 67%; 9/15, 60%; 10/19, 53%; and 8/13, 62% among those aged <30; 30 to <40; 40 to <50; and 50 to <60 years, respectively).

In an analysis of PEAK use over 3-month intervals, the number of active days (days in which PEAK was used at least once) and the average number of games played per week varied widely between patients in each interval (Table 4).

The 10 most popular games included four games in the language category (Word Hunt, Babble Bots, Word Fresh, and Grow), two in the focus category (Must Sort and Objectifind), two in the problem-solving category (Pixel Logic and Low Pop), one in the memory category (Perilous Path), and one in the mental agility category (Turtle Traffic). Of the 10 most popular games, Pixel Logic was played for the longest cumulative time during each 3-month interval (median 37, IQR 3-107 minutes at months 1-3; median 6, IQR 0-99 minutes at months 4-6; median 11, IQR 0-55 minutes at months 7-9; and median 25, IQR 2-59 minutes at months 10-12).

### Table 4. PEAK use over 3-month intervals.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values (N=62)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
</tr>
<tr>
<td>Number of days active per patient&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Data not assigned to any time interval</td>
<td>12 (19)</td>
</tr>
<tr>
<td>Months 1-3</td>
<td>32 (52)</td>
</tr>
<tr>
<td>Months 4-6</td>
<td>18 (29)</td>
</tr>
<tr>
<td>Months 7-9</td>
<td>14 (23)</td>
</tr>
<tr>
<td>Months 10-12</td>
<td>14 (23)</td>
</tr>
<tr>
<td>Number of games played per patient per week&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Data not assigned to any time interval</td>
<td>12 (19)</td>
</tr>
<tr>
<td>Months 1-3</td>
<td>32 (52)</td>
</tr>
<tr>
<td>Months 4-6</td>
<td>18 (29)</td>
</tr>
<tr>
<td>Months 7-9</td>
<td>14 (23)</td>
</tr>
<tr>
<td>Months 10-12</td>
<td>14 (23)</td>
</tr>
</tbody>
</table>

<sup>a</sup>An active day was defined as a day on which PEAK was used at least once.

<sup>b</sup>Only the 10 most frequently played games (all PEAK users) were counted. A single game could be played multiple times per day.
Discussion

Principal Findings

This study builds on the results of a previous pilot study [5], performing follow-up for 1 year, and incorporating completion of PRO instruments.

The proportion of patients participating was 4.44% (79/1778) of registered accounts for the app. More than three-quarters (48/62, 77%) of the participants had ≥12 months of injection data for prospective analysis. Compliance over the 1-year prospective observational period was high (median 98.9%, IQR 94.3%–100%), with similar percentages among men and women. Persistence and adherence decreased from 85% (53/62) and 74% (46/62), respectively, at 6 months to 76% (47/62) and 65% (40/62), respectively, at 12 months, and were higher in men than in women in the prospective analysis.

The PRO questionnaires were answered by 79% (49/62) of the participants at baseline and 50% (31/62) of the participants at month 12. An immediate reward for participation rather than compensation at the end of the study may have increased the completion rate of the PRO questionnaires [11,12]. Women reported more severe problems than men in some EQ-5D-5L dimensions (mobility, usual activities, and pain/discomfort) and had lower median domain scores than men for convenience in the TSQM (version II). HRQoL showed no consistent changes across age groups. Convenience and global satisfaction (assessed using the TSQM [version II]) were lowest in the youngest age group. Persistence and adherence at 12 months were associated with baseline HRQoL (EuroQol VAS) and satisfaction with treatment (scores in specific domains of the TSQM [version II]) but not satisfaction with support.

PEAK was used at least once by 67% (14/21) of the male participants and by 49% (20/41) of the female participants. The frequency of PEAK use varied widely among patients.

Comparison With Previous Work

This study used the same digital approach as the previous pilot study [5] but recorded data over a longer period (1 year prospectively and ≤1 year retrospectively compared with 6 months in total in the pilot study) and allowed comparison of medication-taking behavior between retrospective and prospective study periods. In addition, this study recorded PROs and tested the acceptance of an optional cognitive training tool (ie, it involved active engagement by the participants), whereas the pilot study used only basic registration data and routinely recorded injection data.

The pattern of decreasing persistence and adherence with continuing high compliance over the 1-year follow-up period appeared in both the prospective and retrospective analyses. These findings confirm previous reports that an increasing number of patients stop their treatment over time [13-16], with substantial attrition occurring early in the treatment course, within 1 year [15,16]. In contrast, the high compliance at both 6 and 12 months suggests that patients remaining on treatment take their medication very reliably. The similarity in persistence, compliance, and adherence between the prospective and retrospective analyses argues against an observer effect prompting patients to act differently once they were aware that they were participating in a study (ie, after providing consent).

Persistence and adherence in the prospective observational period (53/62, 85% and 46/62, 74%, respectively, at 6 months) were lower than those reported in the pilot study (90/94, 96% and 84/94, 89%, respectively) [5]. This may be explained by patient motivation and stamina, which may be higher in a 6-month study than in a 1-year study.

Men appeared more persistent and more adherent than women in both prospective and retrospective analyses. We cannot say whether this is a valid finding or a result of confounding; for example, by men being more technophile than women. In this context, more women may have chosen to stop documenting injections in the app over time, which by definition would have resulted in their classification as nonpersistent and nonadherent thereafter.

Persistence and adherence showed little difference between men and women in the pilot study [5] and in an observational study of patients receiving interferon β-1b via the BETAPREDICT autoinjector in Germany (the BETAPREDICT study) [13]. However, several large studies of patients with MS have shown greater adherence in men than in women [17-19], consistent with our current findings. A US-based administrative claims database study of 648 patients with MS showed that those who were adherent to disease-modifying therapy over a study period of ≥24 months were more likely to be men than in nonadherent patients (173/448, 38.6% vs 52/200, 26%; P=0.002) [17]. Another US-based study used enrollment and claims data from an upper Midwest health plan between 2011 and 2013 and showed that female patients were 5.5% less likely to be adherent than male patients [18]. A third US-based claims database study of 8382 patients with MS followed for 12 months found that male patients had an increased likelihood of adherence to disease-modifying therapy (odds ratio 1.2, 95% CI 1.085-1.335; P<0.001) [19].

We found the lowest rates of adherence and global treatment satisfaction in the youngest age group (<30 years) in the prospective analysis. In the pilot study, those aged 30 to 39 years had the lowest rate of adherence [5]. Although age thresholds vary across studies, these results are in general agreement with other studies reporting higher rates of adherence in older patients [17-19]. A US-based administrative claims database study showed that patients with MS who were adherent to disease-modifying therapy were on average older than those who were nonadherent (mean 43.5, SD 8.1 years; P<0.001) [17]. A US-based study using health plan data showed that patients aged >45 years were 13.7% to 18.6% more likely to be adherent than younger patients [18]. A third US-based claims database study of 648 patients with MS showed that those who were adherent to disease-modifying therapy over a study period of ≥24 months were more likely to be men than in nonadherent patients (173/448, 38.6% vs 52/200, 26%; P=0.002) [17]. Another US-based study used enrollment and claims data from an upper Midwest health plan between 2011 and 2013 and showed that female patients were 5.5% less likely to be adherent than male patients [18]. A third US-based claims database study of 8382 patients with MS followed for 12 months found that male patients had an increased likelihood of adherence to disease-modifying therapy (odds ratio 1.2, 95% CI 1.085-1.335; P<0.001) [19].

Women reported problems with mobility, usual activities, and pain/discomfort more frequently than men in our analysis. A previous study of 144 patients (99 women and 45 men) with MS in Germany also found that women reported problems with usual activities more frequently than men, although the...
association was not significant in multivariate analysis [20]. In contrast, a large UK-based study of 4516 patients with MS (including 3198 women and 1301 men) showed that men reported problems with mobility, self-care, and usual activities more frequently than women [21]. The reasons for the inconsistency between studies are unclear but could include differences in study design and location.

There was a steep attrition of participants' use of the PEAK app after 3 months, as also seen for other apps [22]. Free access to the professional version of the brain training tool did not provide enough incentive for participants to continue using it over the entire study period. Hence, voluntary and free access to PEAK does not appear to be an effective approach to provide constant brain training over a longer period. Peer-to-peer interactions (eg, via social media challenges, multiplayer games, or guided training programs) may have a positive impact on long-term engagement with gamified apps [23-25].

Limitations
The generalizability of the results is limited by the small sample size and the possibility of selection bias. The number of patients was lower than in the pilot study [5], and it is possible that mainly technophile patients agreed to participate. We were unable to compare app users who participated in the study with those who did not, because demographic and clinical data from the latter group were not available.

Although we provided incentives (vouchers) for the completion of each questionnaire after the end of the observation period, the number of participants still decreased over the 1-year period. More immediate ways to incentivize patients directly after completing the questionnaires may be warranted to encourage continued active study participation.

Only patients using interferon β-1b were eligible to participate in this study. However, the aim of our study was to describe medication-taking behavior and collect PROs among patients treated with interferon β-1b and not to compare their behavior with that of other patient groups. In the future, open platforms that do not restrict participation to users of certain drugs will be more versatile in terms of patient pool, study design, and indication than drug-specific platforms. IDS and Bayer have codeveloped a data capture tool, the my ePRO app, which can be used for stand-alone studies or in association with randomized controlled trials and observational studies. The usability of the my ePRO app was assessed in the DePRO study [26]. The DePRO study showed that digitally authenticating eligible patients, with participants registering by scanning the 2D matrix code on the outer packaging of their prescribed medication (a standard feature of prescription medications in the European Union) is a feasible approach for a digital study (manuscript in preparation).

We were unable to perform source data verification or clarify incomplete data from individual patients because the analysis results were anonymized. We were also unable to assess whether offering access to PEAK had any influence on adherence or commitment to the study because of the lack of a control group. Other limitations are similar to those described for the pilot study [5], including the use of nonvalidated technology to obtain data on medication-taking behavior, missing data (which have not been replaced), and the inability to distinguish between patients discontinuing treatment and those simply ceasing to document their injections.

Conclusions
This study showed high compliance and decreasing persistence and adherence over 1 year and demonstrated the feasibility of including remotely completed electronic PRO instruments in digital observational studies. The feasibility and influence of gamification in this setting remain unclear.
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</tr>
<tr>
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<td>patient-reported outcome</td>
</tr>
<tr>
<td>PSDMP</td>
<td>Patient Support and Disease Management Program</td>
</tr>
<tr>
<td>TSQM</td>
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Abstract

Background: Artificial intelligence and digital health care have substantially advanced to improve and enhance medical diagnosis and treatment during the prolonged period of the COVID-19 global pandemic. In this study, we discuss the development of prediction models for the self-diagnosis of polycystic ovary syndrome (PCOS) using machine learning techniques.

Objective: We aim to develop self-diagnostic prediction models for PCOS in potential patients and clinical providers. For potential patients, the prediction is based only on noninvasive measures such as anthropomorphic measures, symptoms, age, and other lifestyle factors so that the proposed prediction tool can be conveniently used without any laboratory or ultrasound test results. For clinical providers who can access patients’ medical test results, prediction models using all predictor variables can be adopted to help health providers diagnose patients with PCOS. We compare both prediction models using various error metrics. We call the former model the patient model and the latter, the provider model throughout this paper.

Methods: In this retrospective study, a publicly available data set of 541 women’s health information collected from 10 different hospitals in Kerala, India, including PCOS status, was acquired and used for analysis. We adopted the CatBoost method for classification, K-fold cross-validation for estimating the performance of models, and SHAP (Shapley Additive Explanations) values to explain the importance of each variable. In our subgroup study, we used k-means clustering and Principal Component Analysis to split the data set into 2 distinct BMI subgroups and compared the prediction results as well as the feature importance between the 2 subgroups.

Results: We achieved 81% to 82.5% prediction accuracy of PCOS status without any invasive measures in the patient models and achieved 87.5% to 90.1% prediction accuracy using both noninvasive and invasive predictor variables in the provider models. Among noninvasive measures, variables including acanthosis nigricans, acne, hirsutism, irregular menstrual cycle, length of menstrual cycle, weight gain, fast food consumption, and age were more important in the models. In medical test results, the numbers of follicles in the right and left ovaries and anti-Müllerian hormone were ranked highly in feature importance. We also reported more detailed results in a subgroup study.

Conclusions: The proposed prediction models are ultimately expected to serve as a convenient digital platform with which users can acquire pre- or self-diagnosis and counsel for the risk of PCOS, with or without obtaining medical test results. It will enable women to conveniently access the platform at home without delay before they seek further medical care. Clinical providers can also use the proposed prediction tool to help diagnose PCOS in women.
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Introduction

Background

There has been substantial advancement in artificial intelligence and machine learning technologies in health care owing to the prolonged COVID-19 pandemic, resulting in improvements and enhancements in medical diagnosis and treatment that were previously impossible or unavailable [1]. Telehealth using remote technologies between medical providers and patients is another emerging trend during the pandemic, and many conditions are diagnosed and managed through telehealth, including polycystic ovary syndrome (PCOS) [2,3]. Diagnosis of PCOS with telehealth is based on a few symptoms such as irregular menstrual cycles, hirsutism, skin problems, and other symptoms caused by an imbalance of androgen hormones [3]. Through our proposed study, integrating the current trends addressed above, we provide a more systematic self-diagnostic tool that allows users to conveniently access and learn the predicted diagnosis result of PCOS without delay before they seek further medical care.

PCOS is the most common endocrine disorder among women of reproductive age, possibly causing infertility. The prevalence of PCOS ranges from 6% to 20%, depending on the population and the diagnostic criteria reported in previous studies [4-6]. Although the cause of this syndrome is not clearly known, there is increasing evidence that PCOS is a complex multigenic disorder with strong epigenetic and environmental influences [4]. According to the Centers for Disease Control and Prevention, overweight women with PCOS may develop serious health problems such as diabetes, gestational diabetes, heart disease, high blood pressure (BP), sleep apnea, and stroke. PCOS is also known to be linked to anxiety and depression [7]. It is important to note that not all women with PCOS experience the same combination or severity of symptoms, which makes early detection more challenging [8].

Although several criteria for PCOS diagnosis have been proposed, the Rotterdam criteria were accepted by the National Institutes of Health, and they have been most commonly adopted for the diagnosis of PCOS [9]. On the basis of the Rotterdam criteria, the diagnosis is made if at least two out of three of the following criteria are met: ovulatory dysfunction (oligo-ovulation or anovulation), higher levels of androgens in the blood, and polycystic ovaries appearing on ultrasound. However, the Rotterdam criteria have been controversial in many studies [9-11].

There are two types of PCOS: lean and obese, each with different biochemical, hormonal, and metabolic profiles [12]. Toosy et al [8] noted that a smaller proportion of women with lean PCOS had a normal or low BMI (≤25 kg/m²) and may or may not have symptoms, which makes diagnosis more challenging. In other studies, it has been noted that PCOS is closely associated with obesity and is more prevalent among overweight or obese women than in the general population of women of reproductive age [13-15]. In our proposed study, we incorporate the ideas of lean and obese PCOS types in earlier studies and group the data set into 2 subgroups based on anthropomorphic measures.

Objectives

Machine learning and deep learning techniques have been widely used to analyze health data and improve diagnostic accuracy and precision, disease treatment, and prevention [16,17]. In particular, feature selection, clustering algorithms, and classification have often been adopted for subgroup studies [18,19]. The goal of this proposed study is to develop a machine-aided self-diagnostic tool that predicts the diagnosis of PCOS with and without any invasive measures, using Principal Component Analysis (PCA), k-means clustering algorithm, and CatBoost classifier. The CatBoost method is one of the newer gradient boosting decision tree models, and it was recently used in diabetes prediction in the study by Kumar et al [20]. Our development ultimately enables users, either potential patients or clinical providers, to conveniently access this pre- or self-diagnostic digital platform for PCOS from anywhere. This work is well aligned with emerging artificial intelligence and digital health care [21].

The remainder of this paper is organized as follows. In the Methods section, we discuss data preparation, provide an overview of statistical analysis, and explain each machine learning technique used in our analysis. In the Results section, we report our findings in a subgroup study and evaluate the performance of our proposed prediction models. In the Discussion section, the major results are highlighted, and we conclude this paper.

Methods

Subjects and Data Preparation

In this retrospective study, we obtained and analyzed a publicly available data set that was collected from 10 different hospitals across Kerala, India [22]. After data cleaning and removing 15 partly missing or high-leverage data points, the study cohort consisted of 526 women aged between 20 and 48 years, of which 170 (32.3%) were diagnosed with PCOS and 356 (67.7%) were not diagnosed with PCOS. The data set included other health information for each subject, such as anthropomorphic attributes, symptoms, laboratory and ultrasound test results, age, blood type, marital status, pregnancy, abortion history, fast food consumption, and exercise. For later use, we classified and named these variables as anthropomorphic variables, symptom variables, test result variables, and given variables in this paper.

The anthropomorphic variables include six variables: BMI, height, hip circumference, waist circumference, waist-to-hip ratio, and body weight. The symptom variables are self-observable variables. The seven symptom variables are acanthosis nigricans (skin darkening in body folds and creases), acne, hair loss, hirsutism, irregular menstrual cycle, length of menstrual cycle, and weight gain. The test result variables are based on blood work and ultrasound or any other medical examination, and they include anti-Müllerian hormone (AMH), the number of antral follicles in the left ovary, the number of antral follicles in the right ovary, average follicle size in the left ovary, average follicle size in the right ovary, diastolic BP, endometrium thickness, follicle-stimulating hormone, follicle-stimulating hormone to luteinizing hormone ratio, glycated hemoglobin levels, human chorionic gonadotropin I,
human chorionic gonadotropin II, luteinizing hormone, progesterone, prolactin, pulse rate, random glucose test, respiratory rate, systolic BP, thyrotropin, and vitamin D3. The remaining variables in the data set, other than the status of PCOS and the variables mentioned above, are defined as given variables which are age, blood type, years of marriage, abortion history, fast food consumption, pregnancy status, and regular exercise.

Overview of Statistical Analysis

We first examined the difference in attributes between the PCOS-positive group and the PCOS-negative group as a preliminary investigation. In our analysis, we provided two types of prediction models, with and without invasive health measures. In a model, we used only noninvasive variables, that is, anthropomorphic, symptom and given variables, and called this model the patient model. In the other model, we used all variables including noninvasive and invasive variables, and called this model the provider model. The purpose of proposing both prediction models was to accommodate various users who may or may not have had access to medical test results.

Another part of the statistical analysis was a subgroup study. There have been several subgroup studies of PCOS diagnosis based on different combinations of the 3 Rotterdam criteria [23,24]. Kar et al [24] characterized and classified phenotypes of PCOS in a large cohort of women into subgroups and compared the data of various metabolic complications of these phenotypes. In our subgroup study, we divided 526 women into 2 subgroups based on anthropomorphic attributes. The motivation for this idea originated from predicting lean PCOS and obese PCOS in a more detailed manner. In the remainder of this section, we explain each machine learning technique and the application of these techniques in our analysis.

PCA Method

The PCA is a dimension reduction method that is often used when there are highly correlated variables in the data set. It increases interpretability to a certain extent and minimizes data loss by combining correlated variables together to create a new set of uncorrelated yet more representative variables [25,26]. We use PCA to perform feature extraction, where several highly correlated anthropomorphic variables are linearly combined to create new axes, that is, the principal components. For example, body weight and BMI are highly correlated and are consequently highly related to the same principal component. The number of principal components for the analysis can be determined by examining the proportion of variance explained and the elbow rule.

K-Means Clustering

We adopted k-means clustering, which is an unsupervised machine learning algorithm that makes inferences using only input variables without referring to known outcomes. It is often used to understand the latent structure within a data set by aggregating data points based on certain similarities. We adopted the k-means clustering algorithm and chose the k value, the number of clusters, based on the silhouette method and elbow rule [27]. The 2 subgroups were generated by applying the 2-means clustering algorithm based on the first five principal components, PC1, PC2, PC3, PC4, and PC5, which were created based on the anthropomorphic attributes. Therefore, the resulting 2 subgroups were very distinct anthropomorphically.

CatBoost Classification and Cross-Validation

We modeled our classifier using the CatBoost model, which is a gradient boosting tree-based classifier. The CatBoost model was introduced by Yandex in 2017 and is known to be more accurate for categorical variables than other well-known gradient boosting algorithms such as XGBoost (The XGBoost Contributors), LightGBM (Microsoft Corporation), and GBM (H2O) [28].

To prevent the classification model from overfitting or underfitting, we used stratified K-fold cross-validation to train and test the classification models and evaluate the model performance. We first randomly divided the sample into stratified K-folds where the folds were formed by preserving the percentage of PCOS-positive in the sample. We used 1-fold as a validation (hold out) set and the remaining (K-1) folds for model training.

In the patient model, we used only noninvasive variables (anthropomorphic, symptom, and given variables) for classification. This prediction tool can be used by potential patients or other users who do not have medical testing available. As we do not use the complete set of predictor variables in this patient model, lower accuracy is unavoidable. The provider model uses all predictor variables. This model is expected to aid clinical providers or other users who have access to the patients’ medical test results for the prediagnosis or self-diagnosis of PCOS status with higher accuracy. A subgroup study was applied to both models, as summarized in Table 1. We used 5-fold cross-validation with 3 iterations for the entire data set analysis (with a sample size of 526) and 3-fold cross-validation with 5 iterations for the subgroup analysis (with the sample sizes of 287 for Subgroup 1 and 239 for Subgroup 2) to achieve a comparable number of subjects in each fold and averaged the errors over the total 15 folds in both analyses for comparison.

To evaluate the performance of the models, we used four error metrics: accuracy, sensitivity, precision, and F1 score. Accuracy is the most intuitive and common performance measure, and it is the ratio of correctly predicted observations to the total observations. Sensitivity is the ratio of correctly predicted positive observations to all true positive observations in the class. Precision is the ratio of correctly predicted positive observations to the total number of predicted positive observations. Finally, the F1 score is the weighted average of the sensitivity and precision. Therefore, it considers both false positives and false negatives. The F1 score is more useful than the accuracy when there is an uneven class distribution.
Table 1. Proposed models and the difference in method.

<table>
<thead>
<tr>
<th>Predictor variables</th>
<th>Model description</th>
<th>Patient model</th>
<th>Provider model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Subgroup model</td>
<td>Subgroup model</td>
</tr>
<tr>
<td></td>
<td></td>
<td>One model to all</td>
<td>One model to all</td>
</tr>
<tr>
<td>Patient model</td>
<td></td>
<td>Only noninvasive variables</td>
<td>Only noninvasive variables</td>
</tr>
<tr>
<td>Provider model</td>
<td></td>
<td>One model for the entire data set</td>
<td>One model for the entire data set</td>
</tr>
</tbody>
</table>

**Shapley Additive Explanations Values and Feature Importance**

The SHAP (Shapley Additive Explanations) values proposed by Lundberg and Lee [29] were used to examine how a single feature affects the output of the model by measuring the change in log odds. The SHAP values can be considered as credit values that are optimally allocated with local explanations using the classic Shapley values in game theory. The SHAP values were first calculated for each variable for each subject in the entire data set and averaged over the sample subjects. SHAP values farther away from 0 have a greater impact on the model output, either positively or negatively. The corresponding total variable importance was calculated by averaging the absolute SHAP values for the sample subjects. This variable importance depicts the magnitude of the total impact of each variable on the model output.

All statistical analyses were performed using R statistical software (version 4.0.3; R Foundation for Statistical Computing). Figure 1 illustrates the subgroup study and summarizes the statistical procedures in a flowchart.
Results

Attributes

We first examined the differences between the PCOS-positive group and the PCOS-negative group to provide an overview of the data set. We used the Anderson-Darling test and found that none of the quantitative variables were normally distributed; therefore, we summarized those variables with median and IQR. For categorical variables, we used percentage. The Wilcoxon test was used to compare the medians for quantitative attributes, and the chi-square test was used to compare the proportions of qualitative attributes between the groups. The corresponding $P$ values are presented in the last column of Table 2. Highly significant differences with $P<.001$ in variables were found in BMI, hip circumference, waist circumference, and body weight among the anthropomorphic variables, all symptom variables, AMH, number of antral follicles in the left ovary and number of antral follicles in the right ovary among the test result variables, and age and fast food consumption among the given variables. These results are consistent with those of the previous studies. Anthropomorphic variables have often been linked to PCOS [30]. Symptoms and AMH have also been reported as important markers for the diagnosis of PCOS [31]. As the number of antral follicles in the left ovary and number of antral follicles in the right ovary are used in the diagnosis of PCOS, the significant differences in these variables between the 2 groups were significant. Finally, age and diet habits were found to be important factors for PCOS [32,33]. Figures 2-5 display the group comparison of these variables in detail.
Table 2. Anthropomorphic, symptom, test result, and given variables. Comparison between the PCOS\textsuperscript{a}-positive group and the PCOS-negative group with P values (N=526).

<table>
<thead>
<tr>
<th>Variable</th>
<th>All women (N=526)</th>
<th>PCOS-positive size (n=170)</th>
<th>PCOS-negative size (n=356)</th>
<th>P value\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anthropomorphic variables, median (IQR)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td>24.27 (21.69 to 26.66)</td>
<td>25.1 (26.25 to 33)</td>
<td>23.61 (21.37 to 26.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>156 (152 to 160)</td>
<td>158 (152 to 161)</td>
<td>156 (152 to 160)</td>
<td>.12</td>
</tr>
<tr>
<td>Hip (inches)</td>
<td>38 (36 to 40)</td>
<td>39 (36 to 42)</td>
<td>38 (36 to 40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Waist circumference (inches)</td>
<td>34 (52 to 65)</td>
<td>35 (32 to 37)</td>
<td>34 (31.75 to 35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Waist-to-hip ratio</td>
<td>0.89 (0.88 to 0.93)</td>
<td>0.89 (0.86 to 0.93)</td>
<td>0.89 (0.86 to 0.93)</td>
<td>.91</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>59 (52 to 65)</td>
<td>62 (55 to 70)</td>
<td>58 (52 to 64)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Symptom variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acanthosis nigricans (%)</td>
<td>158 (30)</td>
<td>105 (61.8)</td>
<td>53 (14.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Acne (%)</td>
<td>256 (48.7)</td>
<td>118 (69.4)</td>
<td>138 (38.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hair loss (%)</td>
<td>236 (44.9)</td>
<td>97 (57.1)</td>
<td>139 (39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hirsutism (%)</td>
<td>143 (27.2)</td>
<td>22 (12.9)</td>
<td>46 (12.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Irregular menstrual cycle (%)</td>
<td>146 (27.8)</td>
<td>91 (53.5)</td>
<td>55 (15.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Length of menstrual cycle (days), median (IQR)</td>
<td>5 (5 to 5)</td>
<td>5 (3 to 5)</td>
<td>5 (5 to 6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weight gain (%)</td>
<td>199 (37.8)</td>
<td>117 (68.8)</td>
<td>82 (23)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Test result variables, median (IQR)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMH\textsuperscript{d} (ng/mL)</td>
<td>1.31 (0.70 to 1.92)</td>
<td>1.74 (0.88 to 2.32)</td>
<td>1.16 (0.65 to 1.66)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Antral follicles in left ovary</td>
<td>5 (3 to 9)</td>
<td>10 (7 to 12)</td>
<td>4 (2 to 6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Antral follicles in right ovary</td>
<td>6 (3 to 10)</td>
<td>11 (8 to 13)</td>
<td>4 (2 to 7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average follicle size left ovary (mm)</td>
<td>15 (13 to 18)</td>
<td>16 (14 to 18)</td>
<td>15 (13 to 18)</td>
<td>.02</td>
</tr>
<tr>
<td>Average follicle size right ovary (mm)</td>
<td>16 (13 to 18)</td>
<td>16 (14 to 18)</td>
<td>15.5 (13 to 18)</td>
<td>.046</td>
</tr>
<tr>
<td>Diastolic BP (mm Hg)</td>
<td>80 (70 to 80)</td>
<td>80 (70 to 80)</td>
<td>80 (70 to 80)</td>
<td>.69</td>
</tr>
<tr>
<td>Endometrium thickness (mm)</td>
<td>8.5 (7 to 9.8)</td>
<td>8.9 (7.6 to 10)</td>
<td>8.3 (7 to 9.5)</td>
<td>.006</td>
</tr>
<tr>
<td>FSH\textsuperscript{e} (mIU/mL)</td>
<td>1.58 (1.2 to 1.85)</td>
<td>1.51 (1.17 to 1.75)</td>
<td>1.61 (1.25 to 1.88)</td>
<td>.007</td>
</tr>
<tr>
<td>FSH to LH\textsuperscript{e} ratio\textsuperscript{f}</td>
<td>0.77 (0.35 to 1.35)</td>
<td>0.69 (0.07 to 1.14)</td>
<td>0.86 (0.44 to 1.14)</td>
<td>.002</td>
</tr>
<tr>
<td>Glycated hemoglobin level (g/100 ml)</td>
<td>11 (10.5 to 11.7)</td>
<td>11.05 (10.7 to 11.9)</td>
<td>11 (10.5 to 11.5)</td>
<td>.03</td>
</tr>
<tr>
<td>HCG\textsuperscript{g} F\textsuperscript{1} (mIU/mL)</td>
<td>2.96 (0.688 to 5.7)</td>
<td>4.25 (0.69 to 5.85)</td>
<td>2.68 (0.69 to 5.62)</td>
<td>.10</td>
</tr>
<tr>
<td>HCG IF\textsuperscript{1} (mIU/mL)</td>
<td>0.69 (0.688 to 4.61)</td>
<td>0.69 (0.69 to 4.63)</td>
<td>0.69 (0.69 to 4.59)</td>
<td>.94</td>
</tr>
<tr>
<td>LH (mIU/mL)</td>
<td>2.25 (1.03 to 3.68)</td>
<td>2.23 (1.03 to 3.41)</td>
<td>2.3 (1.03 to 3.6)</td>
<td>.25</td>
</tr>
<tr>
<td>PRG\textsuperscript{h} (ng/mL)</td>
<td>−1.14 (−1.39 to −0.78)</td>
<td>−1.14 (−1.39 to −0.84)</td>
<td>−1.17 (−1.39 to −0.78)</td>
<td>.54</td>
</tr>
<tr>
<td>PRL\textsuperscript{i} (ng/mL)</td>
<td>3.09 (2.68 to 3.39)</td>
<td>3.13 (2.64 to 3.41)</td>
<td>3.06 (2.69 to 3.39)</td>
<td>.73</td>
</tr>
<tr>
<td>Pulse rate (beats/min)</td>
<td>72 (72 to 74)</td>
<td>72.5 (72 to 74)</td>
<td>72 (72 to 74)</td>
<td>.002</td>
</tr>
<tr>
<td>Random glucose test (mg/100 mL)</td>
<td>100 (92 to 107)</td>
<td>100 (92 to 107)</td>
<td>97.5 (92 to 108)</td>
<td>.32</td>
</tr>
<tr>
<td>Respiratory rate (breaths/min)</td>
<td>18 (18 to 20)</td>
<td>20 (18 to 20)</td>
<td>18 (18 to 20)</td>
<td>.28</td>
</tr>
<tr>
<td>Systolic BP\textsuperscript{j} (mm Hg)</td>
<td>110 (110 to 120)</td>
<td>110 (110 to 120)</td>
<td>110 (110 to 120)</td>
<td>.73</td>
</tr>
<tr>
<td>Thyrotropin\textsuperscript{k} (mIU/L)</td>
<td>0.82 (0.39 to 1.27)</td>
<td>0.84 (0.39 to 1.26)</td>
<td>0.78 (0.39 to 1.27)</td>
<td>.69</td>
</tr>
<tr>
<td>Vitamin D3 (ng/mL)</td>
<td>25.95 (20.73 to 34.48)</td>
<td>25.38 (19.3 to 33.58)</td>
<td>26.3 (21.28 to 35.8)</td>
<td>.19</td>
</tr>
<tr>
<td><strong>Given variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>31 (27 to 35)</td>
<td>29 (26.25 to 33)</td>
<td>32 (28 to 36)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Blood type (%)</td>
<td>All women (N=526)</td>
<td>PCOS-positive size (n=170)</td>
<td>PCOS-negative size (n=356)</td>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>----------------------</td>
<td>-------------------</td>
<td>----------------------------</td>
<td>----------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>A+</td>
<td>105 (20)</td>
<td>33 (19.4)</td>
<td>72 (20.2)</td>
<td>.97</td>
</tr>
<tr>
<td>A−</td>
<td>13 (2.5)</td>
<td>4 (2.4)</td>
<td>9 (2.5)</td>
<td></td>
</tr>
<tr>
<td>B+</td>
<td>130 (24.7)</td>
<td>40 (23.5)</td>
<td>90 (25.3)</td>
<td></td>
</tr>
<tr>
<td>B−</td>
<td>16 (3)</td>
<td>6 (3.5)</td>
<td>10 (2.8)</td>
<td></td>
</tr>
<tr>
<td>O+</td>
<td>200 (38)</td>
<td>63 (37.1)</td>
<td>137 (38.5)</td>
<td></td>
</tr>
<tr>
<td>O−</td>
<td>19 (3.6)</td>
<td>8 (4.7)</td>
<td>11 (3.1)</td>
<td></td>
</tr>
<tr>
<td>AB+</td>
<td>41 (7.8)</td>
<td>15 (8.8)</td>
<td>26 (7.3)</td>
<td></td>
</tr>
<tr>
<td>AB−</td>
<td>2 (0.4)</td>
<td>1 (0.6)</td>
<td>1 (0.3)</td>
<td></td>
</tr>
<tr>
<td>Married (years), median (IQR)</td>
<td>7 (4 to 10)</td>
<td>6 (3 to 9)</td>
<td>7 (4 to 11)</td>
<td>.001</td>
</tr>
<tr>
<td>Number of abortions (%)</td>
<td>425 (80.8)</td>
<td>141 (82.9)</td>
<td>284 (79.8)</td>
<td>.61</td>
</tr>
<tr>
<td>0</td>
<td>68 (12.9)</td>
<td>21 (12.4)</td>
<td>47 (13.2)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>33 (6.3)</td>
<td>8 (4.7)</td>
<td>25 (7)</td>
<td></td>
</tr>
<tr>
<td>2 and above</td>
<td>270 (51.3)</td>
<td>134 (78.8)</td>
<td>136 (38.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fast food consumption (%)</td>
<td>204 (38.8)</td>
<td>63 (37.1)</td>
<td>141 (39.6)</td>
<td>.64</td>
</tr>
<tr>
<td>Pregnant (%)</td>
<td>127 (24.1)</td>
<td>48 (28.2)</td>
<td>79 (22.2)</td>
<td>.16</td>
</tr>
</tbody>
</table>

<sup>a</sup>PCOS: polycystic ovary syndrome.

<sup>b</sup>P values were calculated by the Wilcoxon test for median comparison and chi-square test for proportion comparison.

<sup>c</sup>Log-transformed variables.

<sup>d</sup>AMH: anti-Müllerian hormone.

<sup>e</sup>FSH: follicle-stimulating hormone.

<sup>f</sup>LH: luteinizing hormone.

<sup>g</sup>HCG: human chorionic gonadotropin.

<sup>h</sup>PRG: progesterone.

<sup>i</sup>PRL: prolactin.

<sup>j</sup>BP: blood pressure.

**Figure 2.** Anthropomorphic variable comparison between the polycystic ovary syndrome (PCOS) positive group and the PCOS-negative group with P<.001.
Figure 3. Symptom variable comparison between the polycystic ovary syndrome (PCOS) positive group and the PCOS-negative group with \( P < .001 \).

Figure 4. Test result variable comparison between the polycystic ovary syndrome (PCOS) positive group and the PCOS-negative group with \( P < .001 \). AMH: anti-Müllerian hormone.
Feature Extraction and Clustering

For the subgroup study, we used the first 5 principal components constructed based on the anthropomorphic attributes and then applied k-means clustering using the 5 principal components to classify the 526 women into 2 subgroups. Figure 6 shows the correlation among the anthropomorphic variables. BMI, hip circumference, waist circumference, and body weight are highly and positively correlated, and height and waist-to-hip ratio are negatively correlated to the rest of variables. This can be also observed in PCA. The biplot in Figure 7 and Table 3 explain how each anthropomorphic variable contributes to the individual principal components. For example, as BMI, hip circumference, waist circumference, and body weight are closely correlated as depicted in Figure 6, these variables largely contribute to the first principal component (the horizontal axis, PC1) with high loadings in Figure 7 and Table 3. This newly constructed PC1 accounts for or explains 53.5% of the overall variability in Figure 7, and it is the first principal axis in the direction where the data points vary the most. The waist-to-hip ratio variable highly contributes to the second principal component (the vertical axis, PC2) with the second largest proportion (15.8%) of variance explained in Figure 7 and Table 3. The number of principal components is chosen based on the amount of variance explained by using the principal components. In Figure 8, we observe that the proportion of variance explained drops at 5 principal components and we choose the first 5 principal components for clustering in the next step.

For k-means clustering, the optimal number (k) is determined based on the silhouette method and the elbow rule in Figure 9, which shows the average silhouette width versus the number of clusters. As indicated in Figure 9, we chose k=2, where the curve shows a sharp kink (the elbow rule). The motivation of the 2-subgroup study also originated from the idea of predicting lean PCOS and obese PCOS in a more detailed manner. In Figure 10, the 2 subgroups are shown in the PC1-PC2 plane. Subgroup 1 included 287 subjects with 76 PCOS-positive cases and subgroup 2 had 239 subjects with 94 PCOS-positive cases. The mean and SD of BMI for Subgroup 1 were 21.862 kg/m$^2$ and 2.921 kg/m$^2$, and those for Group 2 were 27.246 kg/m$^2$ and 3.183 kg/m$^2$, respectively. This clustering provides a similar yet more structured subgrouping to the lean and obese PCOS groups, where the lean PCOS group had a BMI <25 kg/m$^2$ and the obese PCOS group had a BMI of ≥25 kg/m$^2$ [34].
Figure 6. Correlation between the anthropomorphic variables.
Figure 7. Principal Component Analysis. Biplot of PC1 and PC2 based on the anthropomorphic attributes.

Table 3. Variable loadings\(^a\) related to each principal component.

<table>
<thead>
<tr>
<th>Anthropomorphic variable</th>
<th>Principal components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PC1</td>
</tr>
<tr>
<td>--------------------------</td>
<td>------</td>
</tr>
<tr>
<td>BMI</td>
<td>0.474</td>
</tr>
<tr>
<td>Height</td>
<td>0.194</td>
</tr>
<tr>
<td>Hip</td>
<td>0.486</td>
</tr>
<tr>
<td>Waist-to-hip ratio</td>
<td>0.013</td>
</tr>
<tr>
<td>Waist</td>
<td>0.490</td>
</tr>
<tr>
<td>Weight</td>
<td>0.511</td>
</tr>
</tbody>
</table>

\(^a\)Loading denotes the contribution of the variable to each principal component. Higher absolute value indicates more contribution to the corresponding principal component.
Figure 8. The optimal number of principal components to be used based on the proportion of variance explained.

![Figure 8](image)

Figure 9. Silhouette method to determine the optimal number of clusters.

![Figure 9](image)
Figure 10. Subgroups on the PC1-PC2 plane after applying k-means clustering using the first 5 principal components based on the anthropomorphic attributes.

In Table 4, these 2 subgroups are compared in great detail. The same statistical tests used in Table 2 were used for this comparison. These subgroups were generated by using the clustering algorithm based on the first 5 principal components of the anthropomorphic variables as discussed above. Consequently, there were significant differences in all anthropomorphic variables except waist-to-hip ratio. Otherwise, there were highly significant differences with $P<.001$ in hirsutism, irregular menstrual cycle, and weight gain among the symptom variables. We visually compare these variables in Figures 11 and 12.
Table 4. Characteristics of 2 subgroups classified by k-means clustering based on the 5 principal components of the anthropomorphic variables.

<table>
<thead>
<tr>
<th>Subgroup 1; n=287, PCOS²-positive, n=76</th>
<th>Subgroup 2; n=239, PCOS-positive, n=94</th>
<th>P value b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anthropomorphic variables, median (IQR)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>22.15 (20.29 to 23.9)</td>
<td>26.75 (25.1 to 28.98)</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>154 (152 to 158)</td>
<td>158 (154 to 1620)</td>
</tr>
<tr>
<td>Hip (in)</td>
<td>36 (34 to 38)</td>
<td>40 (39 to 42)</td>
</tr>
<tr>
<td>Waist circumference (in)</td>
<td>32 (30 to 34)</td>
<td>36 (35 to 38)</td>
</tr>
<tr>
<td>Waist-to-hip ratio</td>
<td>0.89 (0.85 to 0.93)</td>
<td>0.9 (0.86 to 0.93)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>53 (50 to 56)</td>
<td>66 (62 to 72.15)</td>
</tr>
<tr>
<td><strong>Symptom variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acanthosis nigricans (%)</td>
<td>76 (26.5)</td>
<td>82 (34.3)</td>
</tr>
<tr>
<td>Acne (%)</td>
<td>141 (49.1)</td>
<td>115 (48.1)</td>
</tr>
<tr>
<td>Hair loss (%)</td>
<td>123 (42.9)</td>
<td>113 (47.3)</td>
</tr>
<tr>
<td>Hirsutism (%)</td>
<td>58 (20.2)</td>
<td>85 (35.6)</td>
</tr>
<tr>
<td>Irregular menstrual cycle (%)</td>
<td>60 (20.9)</td>
<td>137 (57.2)</td>
</tr>
<tr>
<td>Length of menstrual cycle (days, median (IQR))</td>
<td>5 (5 to 5)</td>
<td>5 (4 to 6)</td>
</tr>
<tr>
<td>Weight gain (%)</td>
<td>59 (20.6)</td>
<td>140 (58.6)</td>
</tr>
<tr>
<td><strong>Test result variables, median (IQR)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMH c,d (ng/mL)</td>
<td>1.34 (0.71 to 1.92)</td>
<td>1.29 (0.69 to 1.92)</td>
</tr>
<tr>
<td>Antral follicles in left ovary</td>
<td>5 (3 to 8)</td>
<td>6 (3 to 9)</td>
</tr>
<tr>
<td>Antral follicles in right ovary</td>
<td>5 (3 to 9)</td>
<td>7 (3 to 10)</td>
</tr>
<tr>
<td>Average follicle size left ovary (mm)</td>
<td>15 (13.5 to 18)</td>
<td>15 (13 to 18)</td>
</tr>
<tr>
<td>Average follicle size right ovary (mm)</td>
<td>16 (13 to 18)</td>
<td>16 (13 to 18)</td>
</tr>
<tr>
<td>Diastolic BP f (mm Hg)</td>
<td>80 (70 to 80)</td>
<td>80 (80 to 80)</td>
</tr>
<tr>
<td>Endometrium thickness (mm)</td>
<td>8.5 (7 to 10)</td>
<td>8.5 (7 to 9.6)</td>
</tr>
<tr>
<td>FSH to LH ratio c</td>
<td>0.73 (0.38 to 1.38)</td>
<td>0.67 (0.29 to 1.35)</td>
</tr>
<tr>
<td>Glycated hemoglobin (g/100 ml)</td>
<td>11 (10.6 to 11.75)</td>
<td>11 (10.5 to 11.7)</td>
</tr>
<tr>
<td>HCG I h (mIU/mL)</td>
<td>3.77 (0.69 to 5.91)</td>
<td>2.3 (0.69 to 5.44)</td>
</tr>
<tr>
<td>HCG II c (minus/mL)</td>
<td>0.69 (0.69 to 4.51)</td>
<td>0.69 (0.69 to 4.61)</td>
</tr>
<tr>
<td>LH (moul/mL)</td>
<td>2.34 (1.04 to 3.84)</td>
<td>2.15 (1.03 to 3.46)</td>
</tr>
<tr>
<td>PRG c,d (ng/mL)</td>
<td>−1.2 (−1.39 to −0.8)</td>
<td>−1.11 (−1.39 to −0.78)</td>
</tr>
<tr>
<td>PRL c,j (ng/mL)</td>
<td>3.14 (2.75 to 3.14)</td>
<td>3 (2.62 to 3.36)</td>
</tr>
<tr>
<td>Pulse rate (beats/min)</td>
<td>72 (72 to 74)</td>
<td>72 (72 to 74)</td>
</tr>
<tr>
<td>Random glucose test (mg/100 mL)</td>
<td>98 (91.5 to 106)</td>
<td>100 (92 to 108)</td>
</tr>
<tr>
<td>Respiratory rate (breaths/min)</td>
<td>18 (18 to 20)</td>
<td>18 (18 to 20)</td>
</tr>
<tr>
<td>Systolic BP (mm Hg)</td>
<td>110 (110 to 120)</td>
<td>120 (110 to 120)</td>
</tr>
<tr>
<td>Thyrotropin c (mIU/L)</td>
<td>0.79 (0.37 to 1.29)</td>
<td>0.83 (0.41 to 1.22)</td>
</tr>
<tr>
<td>Vitamin D3 (ng/mL)</td>
<td>26 (21.26 to 34.3)</td>
<td>25.69 (20.05 to 34.9)</td>
</tr>
<tr>
<td><strong>Given variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>31 (28 to 35)</td>
<td>31 (27 to 35)</td>
</tr>
<tr>
<td>Blood type (%)</td>
<td>Subgroup 1; n=287, PCOS-positive, n=76</td>
<td>Subgroup 2; n=239, PCOS-positive, n=94</td>
</tr>
<tr>
<td>------------------------</td>
<td>----------------------------------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td>A+</td>
<td>59 (20.6)</td>
<td>46 (19.3)</td>
</tr>
<tr>
<td>A−</td>
<td>6 (2.1)</td>
<td>7 (2.9)</td>
</tr>
<tr>
<td>B+</td>
<td>79 (27.5)</td>
<td>51 (21.3)</td>
</tr>
<tr>
<td>B−</td>
<td>12 (4.2)</td>
<td>4 (1.7)</td>
</tr>
<tr>
<td>O+</td>
<td>99 (34.5)</td>
<td>101 (42.3)</td>
</tr>
<tr>
<td>O−</td>
<td>5 (1.7)</td>
<td>14 (5.9)</td>
</tr>
<tr>
<td>AB+</td>
<td>27 (9.4)</td>
<td>14 (5.9)</td>
</tr>
<tr>
<td>AB−</td>
<td>0 (0)</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Married (years), median (IQR)</td>
<td>7 (4 to 10)</td>
<td>7 (4 to 10)</td>
</tr>
<tr>
<td>Number of abortions (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>239 (83.3)</td>
<td>186 (77.8)</td>
</tr>
<tr>
<td>1</td>
<td>35 (12.2)</td>
<td>33 (13.8)</td>
</tr>
<tr>
<td>2 and above</td>
<td>13 (4.5)</td>
<td>20 (8.4)</td>
</tr>
<tr>
<td>Fast food consumption (%)</td>
<td>132 (46)</td>
<td>138 (57.7)</td>
</tr>
<tr>
<td>Pregnant (%)</td>
<td>117 (40.8)</td>
<td>87 (36.4)</td>
</tr>
<tr>
<td>Regular exercise (%)</td>
<td>83 (28.9)</td>
<td>44 (18.4)</td>
</tr>
</tbody>
</table>

^aPCOS: polycystic ovary syndrome.

^bP values were calculated by the Wilcoxon test for median comparison and chi-square test for proportion comparison.

^cLog-transformed variables.

^dAMH: anti-Müllerian hormone.

^eBP: blood pressure.

^fFSH: follicle-stimulating hormone.

^gLH: luteinizing hormone.

^hHCG: human chorionic gonadotropin.

^iPRG: progesterone.

^jPRL: prolactin.

Figure 11. Anthropomorphic variable comparison between subgroup 1 and subgroup 2 with P<.001.
Figure 12. Symptom variable comparison between subgroup 1 and subgroup 2 with $P<.001$. PCOS: polycystic ovary syndrome.

**Performance Evaluation**

The prediction results from the 4 different models in Table 1 are compared in Tables 5 and 6. We used four different error metrics: accuracy, sensitivity, precision, and $F_1$ score. Table 5 shows the results of the patient models with and without using subgroups. As expected, the subgroup models had overall lower performance in predicting PCOS status. With subgroups, the prediction in the lower BMI group (subgroup 1) was slightly higher than that of the other subgroup. This might be because women with higher BMI are more likely to have other complications [14,15], causing more difficulty in predicting the status of PCOS. In Table 6, we present a comparison of the error metrics for the provider models with and without subgroups. In the provider models, we predict the status of PCOS using the complete set of predictor variables, including the noninvasive variables as well as the test result variables. Therefore, the model prediction is overall better than the patient models, where we use only noninvasive predictors.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Patient model with subgroup</th>
<th>Patient model without subgroup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Subgroup 1</td>
<td>Subgroup 2</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.815</td>
<td>0.810</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.837</td>
<td>0.827</td>
</tr>
<tr>
<td>Precision</td>
<td>0.931</td>
<td>0.870</td>
</tr>
<tr>
<td>$F_1$ score</td>
<td>0.880</td>
<td>0.846</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Provider model with subgroup</th>
<th>Provider model without subgroup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Subgroup 1</td>
<td>Subgroup 2</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.898</td>
<td>0.875</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.907</td>
<td>0.862</td>
</tr>
<tr>
<td>Precision</td>
<td>0.960</td>
<td>0.945</td>
</tr>
<tr>
<td>$F_1$ score</td>
<td>0.932</td>
<td>0.901</td>
</tr>
</tbody>
</table>

**Feature Analysis**

The SHAP values and the corresponding feature importance are examined in this subsection. First, we present patient models based only on noninvasive predictor variables. Figures 13-15 show the total variable importance in the first column for all noninvasive predictor variables, and the SHAP values for the 12 most important variables are graphed in the second column for the patient models. Figure 13 shows the result for subgroup 1 and Figure 14 shows the result for subgroup 2. In both subgroups, all symptom variables except hair loss and the two given variables, fast food consumption and age, are important
features. The major difference between the subgroups is that acanthosis nigricans (Darkening in the plot) is the most important feature in subgroup 1, and weight gain is the most important feature in subgroup 2. Another interesting finding is that exercise is more important in subgroup 1, and irregular menstrual cycle is more prominent in subgroup 2 than in the other subgroup. In Figure 15, the results from one model to all (without subgrouping) in the patient model are presented. All symptom variables except hair loss and the two given variables, fast food consumption and age, have high importance values as well.

Figure 13. Feature importance for all variables and SHAP (Shapley Additive Explanations) values for the 12 most important features of subgroup 1 in the patient subgroup model including only noninvasive predictor variables.

Figure 14. Feature importance for all variables and SHAP (Shapley Additive Explanations) values for the 12 most important features of subgroup 2 in the patient subgroup model including only noninvasive predictor variables.
Figure 15. Feature importance for all variables (with the middle importance variables omitted) and the SHAP (Shapley Additive Explanations) values for the 12 most important features of the one to all model (without subgroups) in the patient model.

The SHAP values provide detailed local behavior in terms of feature importance. Most binary variables have distinct positive and negative SHAP values. For example, the SHAP values for the darkening variable, top-ranked in subgroup 1 in Figure 13, are clustered on the negative side (yellow dots in the plot) and on the positive side (purple dots in the plot), and these 2 clusters are far away from zero. The yellow dots represent lower values in the darkening variable (Darkening=No) and these variable values negatively affect the model output, that is, negative change in log odds in the model output, whereas the purple dots show higher values in the darkening variable (Darkening=Yes), and these variable values positively affect the model output. However, the higher feature values (Darkening=Yes) in purple have a stronger impact on the model output than the lower feature values (Darkening=No) because the purple cluster is farther away from zero than the yellow cluster.

In Figures 16-18, we repeat the same process in the provider models. In all 3 figures, the number of antral follicles in the right ovary was most highly ranked in terms of feature importance. Otherwise, the number of antral follicles in the left ovary, all symptom attributes except hair loss, fast food consumption, and AMH are relatively more important than other variables, which are commonly observed in all 3 models. In comparison between subgroup 1 and subgroup 2, pulse rate and respiratory rate are more important features in subgroup 1 in Figure 16, and AMH is a more important feature (also note that the SHAP values of AMH are more spread out) in subgroup 2 than in the other subgroup, as shown in Figure 17. Regarding pulse rate and respiratory rate being important in subgroup 1, heart rate variability in normal weight women with PCOS has been subject to debate in the literature [35,36].
**Figure 16.** Feature importance for all variables (with the middle importance variables omitted) and SHAP (Shapley Additive Explanations) values for the 12 most important features of subgroup 1 in the provider subgroup model including all predictor variables. AMH: anti-Müllerian hormone; PRG: progesterone; PRL: prolactin.

**Figure 17.** Feature importance for all variables (with the middle importance variables omitted) and SHAP (Shapley Additive Explanations) values for the 12 most important features of subgroup 2 in the provider subgroup model including all predictor variables. AMH: anti-Müllerian hormone; BP: blood pressure; FSH: follicle-stimulating hormone; LH: luteinizing hormone; PRL: prolactin.
**Discussion**

**Principal Findings**

PCOS is a common, chronic, yet underrecognized female hormone disorder. Owing to the complexity of the syndrome, identification and differential diagnosis remain challenging even with widely accepted criteria and tests. Another disparity comes from the gaps in early diagnosis, information, and accessible support that can help women to prevent or manage this life span syndrome more adequately.

The ultimate goal of this study was to develop a conveniently accessible digital platform for pre- or self-diagnosis of PCOS using machine learning techniques such as PCA, k-means clustering algorithm, and CatBoost classifier based on the health measures of 526 female subjects. PCA was adopted to extract features from highly correlated anthropomorphic variables. The 2-means clustering algorithm was used to classify the 526 women into 2 different subgroups based on the first 5 principal components, leading to 2 subgroups with distinct BMIs. The gradient boosting decision tree-based classifier, CatBoost model, was trained and tested, and the prediction (test) error rates were compared between models based on four different error metrics: accuracy, sensitivity, precision, and F1 score.

We developed 2 types of prediction models targeting different groups of users. One model is for potential patients or other users who do not have medical test results available (the patient model) and the other is for clinical providers or other users who have access to the patients’ medical records and test results (the provider model). In each model, we applied a subgroup study to obtain the detailed characteristics of the 2 subgroups in the analysis. For the patient models, the prediction accuracy ranged from 81% to 81.5% with subgroups and 82.5% without subgroups. For the provider models, the prediction accuracy ranged from 87.5% to 89.8% with subgroups and 90.1% without subgroups.

Feature importance was performed in each model based on the SHAP values and the corresponding total feature importance. In the patient models, all symptom variables other than hair loss, that is, acanthosis nigricans, acne, hirsutism, irregular menstrual cycle, length of menstrual cycle, and weight gain, were important along with fast food consumption and age. For subgroup 1 (with lower BMI), acanthosis nigricans was the strongest marker in the prediction of PCOS status. Exercise was also an important factor in subgroup 1. For subgroup 2 (with higher BMI), weight gain was the top-ranked important marker and irregular menstrual cycle was also more prominent than subgroup 1. For the provider models, the number of antral follicles in the right ovary, the number of antral follicles in the left ovary, and AMH were important in all models in addition to the listed important variables in the patient models: acanthosis nigricans, acne, hirsutism, irregular menstrual cycle, length of menstrual cycle, weight gain, fast food consumption, and age. Another interesting finding was that the pulse rate and respiratory rates were also highly ranked in subgroup 1, which consisted of normal or underweight women with a mean weight of 52.353 kg and a mean BMI of 21.862 kg/m².

The proposed prediction models based on available health measures are expected to provide women with a simpler and quicker access to a pre- or self-diagnosis of PCOS and possibly provide the opportunity for users to be educated and informed effectively. Gibson-Helm et al [37,38] reported that many women experience a prolonged and frustrating diagnosis of PCOS because it requires multiple health care providers to
evaluate and diagnose PCOS, based on their study of a large
community-based national sample. Our proposed work will
resolve the concerns of delayed diagnosis and improve health
care access for women.

Limitations and Future Works
The main limitation of this study is that the sample is from a
very specific population in Kerala, India, which is a state along
India’s tropical Malabar coast. In previous studies, women
experienced variations in PCOS symptoms depending on culture
and ethnicity [38-40]. Another limitation is that the data set was
collected from multiple hospitals where slightly different criteria
might have been used to diagnose patients with PCOS, causing
higher error rates in prediction. Our future work will include
collecting larger data sets from different cultures and ethnicities
for comparison and improving our prediction models. This will
enable us to provide more tailored prediction tools for users in
different cultural and ethnic groups. In addition, there is
abundant evidence that PCOS substantially contributes to
women’s anxiety disorders, depression, personality, and other
psychological disorders [41,42]. A more in-depth study on the
psychological effects of PCOS will be conducted in the future.

Conclusions
In summary, the proposed study offers great potential that our
self-diagnostic prediction models for PCOS status can serve as
a convenient and easy-to-use digital platform based on available
health measures for both potential patients and clinical providers.
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Abstract

Background: Similar to many low- and middle-income countries, Botswana has identified eHealth as a means of improving health care service provision and delivery. The National Malaria Programme (NMP) in Botswana has implemented the District Health Information System version 2 (DHIS2) to support timely malaria case reporting across its 27 health districts; however, the implementation of an eHealth system is never without challenges. Barriers to the implementation of eHealth innovations within health care settings may arise at the individual or organizational levels. As such, the evaluation of user perceptions of the technology is an important step that can inform its sustainable implementation. The DHIS2 was implemented without evaluating user perceptions beforehand; therefore, the Botswana Ministry of Health and Wellness was uncertain about the likelihood of acceptance and use of the platform.

Objective: We aimed to determine the acceptance of the DHIS2 platform by the NMP in Botswana to gauge whether adoption would be successful.

Methods: The study’s design was informed by constructs of the technology acceptance model. A survey, with items assessed using a 7-point Likert scale, and focus group discussions were undertaken with DHIS2 core users from 27 health districts and NMP personnel at the Ministry of Health and Wellness. The web-based survey was administered from August 3, 2020 to September 30, 2020.

Results: Survey participants were core users (n=27). Focus group participants were NMP personnel (n=5). Overall, participants’ survey responses (frequently occurring scores of 7) showed their confidence in the DHIS2 platform for case-based surveillance of malaria; however, participants also noted some organizational issues that could compromise user acceptance of the DHIS2 platform.

Conclusions: Participants’ responses indicated their acceptance of the DHIS2 platform; however, the consideration of factors related to organizational readiness could further enhance successful acceptance, and consequently, successful adoption of the platform by the malaria program in Botswana.
malaria case-based surveillance; district health information system; eHealth; technology acceptance model; Botswana; DHIS2; malaria; surveillance; public health; technology adoption; user acceptance

Introduction

Botswana is among the countries that have made substantial progress, in the elimination continuum, in the fight against malaria. Between 2000 and 2015, the malaria incidence in Botswana fell dramatically, by 79%, from 0.136 in 2000 to 0.029 in 2015 [1]. Furthermore, mortality caused by malaria declined by 57%, from 1069 deaths in 2003 to 462 deaths in 2015 [2]. This reduction in malaria morbidity and mortality is mainly due to the government’s implementation of malaria interventions [3,4] such as annual health care worker training on malaria case management to ensure accurate diagnosis and treatment of identified cases [5]. The transmission of malaria in Botswana is highly heterogeneous; transmission is mostly seasonal and unstable, occurring primarily between November and May during the rainy season [6] and primarily in the northern and eastern parts of the country [7]. However, malaria transmission in Botswana is very low compared to that in other sub-Saharan African countries [8]. Despite efforts toward malaria elimination, Botswana has not been successful in meeting its target of achieving zero indigenous cases [7]. Failure to meet the set target could be attributed to inadequate disease surveillance systems. This is because an adequate disease surveillance system will ensure that data collection, analysis, reporting, active case finding, and linkage to the response happens quickly to identify infections (symptomatic and asymptomatic), prevent ongoing transmission, and decrease the transmission efficiency of vectors. Similar to many low- and middle-income countries, Botswana has identified eHealth (ie, “the use of Information and Communications Technologies (ICT) for health” [9]) as a means of improving health care service provision and delivery, and other low- and middle-income countries have implemented eHealth systems for case-based surveillance of malaria [10,11]. Such trends continue to be spurred by the recent global awareness and application of eHealth technologies toward combating the current COVID-19 pandemic [12].

In Botswana, an eHealth system—the District Health Information System version 2 (DHIS2)—has been identified to improve malaria surveillance across the 27 health districts. The decision to consider DHIS2 was based on its documented benefits [13-15]. In spite of the availability of the DHIS2 platform for case-based surveillance of malaria, paper-based case notification forms continue to be utilized. Prior to the DHIS2, the National Malaria Programme (NMP) used a spreadsheet (Excel, version 2013; Microsoft Inc) for data capture, analysis, and reporting. At the district level, either monitoring and evaluation officers, a malaria focal person (the person who is responsible for management of the NMP in the district), or a community health nurse compiled information on malaria infections (patient name, age, date of diagnosis, physical address, the treatment offered, and method of detection) in the spreadsheet, based on presentations and diagnoses in the preceding week, which was then emailed to the NMP at the Ministry of Health and Wellness headquarters. In addition, a designated health care worker at each facility could complete a case notification paper form (in duplicate), which was sent to the district headquarters and to the NMP. The monitoring and evaluation officer compiled data from all 27 health districts in a spreadsheet arranged by year, month, district, and week.

Notwithstanding the potential benefits of the DHIS2 platform toward improving case-based surveillance of malaria in Botswana, the implementation of any eHealth system is never without challenges [16]. According to Ross et al [17], barriers to implementation of eHealth innovations within health care settings may arise at the individual, organization, or wider levels of the health care system. Acceptance by users (health care workers) has been documented as one of the key factors for successful implementation of an eHealth system [18]; therefore, evaluating user perceptions of the technology is an important step. The technology acceptance model features prominently among key theoretical approaches used to understand people’s intentions to accept various forms of information technology [19,20]. Many studies [20-25] that focus on explaining end user acceptance and predicting successful adoption of eHealth systems by health care organizations use the technology acceptance model—that an individual’s (1) acceptance of (intention to engage with) a technology depends on (2) perceived usefulness and (3) perceived ease of use [19-21]—as a basis. This model contends that a strong relationship exists between one’s intention to use technology and their actual usage behavior [19,20], and perceived usefulness is characterized by an individual’s belief that engaging a technology improves their job performance, while perceived ease of use refers to their belief that using technology requires minimal effort [19,20].

The DHIS2 platform for case-based surveillance of malaria in Botswana was implemented without evaluating user acceptance. Evaluation of user acceptance is necessary to inform sustainable implementation of technology. We aimed to evaluate user acceptance of the DHIS2 platform.

Methods

Study Design

Survey items and the focus group discussion guide were developed to inform the study (acceptance of the technology, perceived usefulness, and perceived ease of use) of the technology acceptance model and were used to gain insights from users across the 27 health care districts in Botswana.

We developed a survey and focus group discussion guide, both in English. The drafts were first reviewed by a health care worker at the Ministry of Health and Wellness and by a medical librarian at the University of Botswana, after which, both tools were refined. The revised tools were then tested by 2 other
health care workers, whose input resulted in further enhancement of the tools through improved branching logic. The final survey was administered using REDCap (Vanderbilt University [23]) forms from August 3, 2020 to September 30, 2020. The final version of the focus group questions was utilized to guide focus group discussions.

For both the survey and focus group, we used purposeful sampling. The DHIS2 was put into place across the 27 health districts in Botswana, with each district having at least one core user (a health care worker whose main role involves dedicated interaction with the DHIS2 platform for the NMP). The sample consisted of core users from each health district and NMP personnel at the Ministry of Health and Wellness headquarters who were part of a unit dedicated to the use of DHIS2 platform for the NMP in Botswana (the NMP coordinator, a health informatics officer, a software developer, and 2 monitoring and evaluation officers).

Participants from the 27 health districts were recruited by the NMP coordinator, and those who consented were sent a link to complete the survey. Only one author was responsible for accessing and managing the web-based database through the use of username and password. The survey consisted of questions about the type of facility where the respondent was based and the name of the district and of statements that assessed users’ acceptance of the DHIS2 platform, perceived usefulness, and perceived ease of use, using a 7-point Likert scale. There were 30 close-ended statements and 4 open-ended questions.

Focus group discussions, 1 session which lasted for 1 hour, involved the 5 NMP personnel based at the Ministry of Health and Wellness, who were invited by email and text messaging to a videoconference (Google Meet, Google LLC; which was chosen because it was the only platform to which all participants had access). The purpose of the focus group discussion was explained to participants, after which, they were asked to provide consent to participate in the study. The focus group discussion was recorded (with participant permission) and later transcribed verbatim.

Descriptive statistics (mean, standard deviation, median, and mode) were calculated (Excel, version 2013, Microsoft Inc) for quantitative data (close-ended statement ratings). Qualitative data (from open-ended questions and focus group discussion) were analyzed using thematic analysis (NVivo, version 11; QSR International). Thematic analysis of participants’ responses was conducted to determine factors affecting the sustainable implementation of the DHIS2 platform for the case-based surveillance program. We used a deductive coding process [22]. A coding frame and a predefined list of descriptive codes were developed by 1 author and then discussed by all authors, which yielded 20 codes ("eHealth," "mHealth," "ICT," “user acceptance,” “usefulness,” “ease of use,” “user interface,” “capacity development,” “internet connectivity,” “mobile devices,” “electronic medical record,” “electronic health record,” “security,” “privacy,” “confidentiality,” “interoperability,” “integration,” “data management,” “data analysis,” and “data reporting”). Transcriptions of the discussions were systematically and iteratively searched (in 2 cycles) for elements relevant to the 20 codes. Participants’ responses from focus group discussions, as well as open-ended responses from the survey, were matched to corresponding categories in the coding frame. This process was done iteratively to refine the alignment and identify high-level themes.

**Ethics**

The study was approved by the Office of Research and Development of the University of Botswana (UBR/RES/IRB/BIO/224) and the Ministry of Health and Wellness (HPDME: 13/18/1). Participants provided informed consent. During data collection, we presented and explained the consent form to seek permission from potential participants. The consent forms also clearly explained the purpose of the study and provided assurance that data would be kept safe and deidentified. Participants were informed of their right to refuse to participate or withdraw from the study at any time.

**Results**

The survey response rate was 89% (24/27). From a total of 27 DHIS2 core users (community health nurses: n=14; malaria focal person: n=9; health information and communication technology personnel: n=4), 2 responded (community health nurses n=13; malaria focal persons: n=7; health information and communication technology personnel: n=4). Of those who responded, 15 were from the district health management team, 3 were from public hospitals, and 6 were from public clinic facilities. Core users who did not respond were from public hospitals (n=2) and a public clinic (n=1). Participants most frequently responded that they agreed (4 items: mode 6) or strongly agreed (16 items: mode 7) with survey statements, which were aligned with technology acceptance model constructs (Table 1).

All 5 NMP personnel participated in the focus group and highlighted possible factors that could affect the sustainable implementation of the DHIS2 platform for case-based surveillance of malaria (Table 2). Ultimately, 5 themes were identified (governance, infrastructure, capacity building, data security, and usability).
Table 1. Acceptance of the District Health Information System version 2 based on the technology acceptance model.

<table>
<thead>
<tr>
<th>Constructsa</th>
<th>Mean (SD)</th>
<th>Median</th>
<th>Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived ease of use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall, I am satisfied with how easy it is to use DHIS2b</td>
<td>5.2 (1.9)</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>It was simple to use DHIS2</td>
<td>5.4 (2.0)</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>It is easy to find the information I needed</td>
<td>5.2 (1.7)</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>It was easy to learn to use DHIS2</td>
<td>5.3 (2.2)</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>I feel comfortable using DHIS2</td>
<td>5.7 (2.1)</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>The information (such as online help, on-screen messages, and other documentation) provided with DHIS2 is clear</td>
<td>5.1 (1.7)</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>The interface of DHIS2 is pleasant</td>
<td>5.7 (1.5)</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>DHIS2 gives error messages that clearly tell me how to fix problems</td>
<td>3.8 (2.2)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Whenever I make a mistake using DHIS2, I recover easily and quickly</td>
<td>4.6 (1.9)</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>The organization of information on the system screens is clear</td>
<td>5.8 (1.3)</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>The information provided for the system is easy to understand</td>
<td>5.3 (1.9)</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td><strong>Perceived usefulness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am able to complete my work quickly using DHIS2</td>
<td>5.1 (2.2)</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>I can effectively complete my work using DHIS2</td>
<td>5.5 (1.9)</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>I believe I became productive quickly using DHIS2</td>
<td>5.4 (1.9)</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>The information is effective in helping me complete the tasks and scenarios</td>
<td>5.4 (1.8)</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>DHIS2 has all the functions and capabilities I expect it to have</td>
<td>5.4 (1.5)</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Overall, DHIS2 improved data management activities for the malaria program</td>
<td>5.6 (2.1)</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Overall, DHIS2 improved data analysis of malaria cases</td>
<td>5.6 (1.6)</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>DHIS2 contributed to timely decision-making processes</td>
<td>5.9 (1.6)</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Overall, DHIS2 improved timely reporting of malaria cases</td>
<td>5.8 (1.8)</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td><strong>Acceptance of technology</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I like using the interface of DHIS2</td>
<td>5.1 (1.9)</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Overall, I am satisfied with the DHIS2 system</td>
<td>5.1 (1.9)</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

a Responses were in the form of a Likert scale from 1 (strongly disagree) to 7 (strongly agree).

b DHIS2: District Health Information System version 2.
Table 2. Thematic presentation of factors affecting the sustainable implementation of the District Health Information System version 2 (DHIS2) platform for case-based surveillance of malaria.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Example quotes</th>
</tr>
</thead>
</table>
| Governance       | “It adds on the already heavy workload, there should be people specific to do malaria data entry”  
                  | “It brought about migration from manual system to electronic platform given that COVID-19 necessitates the use of technology.”  
                  | “Have government employees being part of the system programming and maintenance/being part of the project or have ownership to the system”  
                  | “Majority of health care workers should be shown the importance of using the health systems”  
                  | “Cascade mentoring of DHIS utilization in facilities as facility based training”  
                  | “Every time an update is introduced on the paper data collection tools (guidelines), the same should also be updated on the DHIS2 system to make sure that the paper forms and the system are in sync at all times” |
| Infrastructure   | “Frequent network downtimes resulting in delays in reporting when the system is down”  
                  | “It is not linked with other applications that the government has created to formulate reports and daily activities”  
                  | “Data capture even when there is no connectivity and later sync when the internet connection is regained”  
                  | “More gadgets should be availed for each facility and errors or SIM card malfunctions should be urgently addressed”  
                  | “System linkage/interoperability with other existing systems”  
                  | “Making sure internet is reliable at facilities” |
| Capacity building| “Requires more practice for better or improved competencies”  
                  | “Capacity building to be strengthened for the local IT Officers”  
                  | “Training should have frequent support visits”  
                  | “Cascade mentorship programmes of DHIS utilization in facilities as facility-based training”  
                  | “All health care workers should be trained and shown the importance of using the health information systems”  
                  | “Topics covered to be taken step by step or explained in full with more practicals”  
                  | “Training content coverage should be more than 80% practicals”  
                  | “There should have been site visit immediately after training to assess situations on the ground” |
| Data security    | “Use of authentication passwords and encryption algorithms for data security and privacy”  
                  | “The link is not trustworthy” |
| Usability        | “It picks everything you enter whether good or bad”  
                  | “No free choice to select the period you want to view the data, all are fixed to daily, weekly, monthly, etc”  
                  | “It's confusing sometimes as one can enter patients twice but not knowing”  
                  | “Clients are attached to the diagnosing facility rather than the origin of infection”  
                  | “If an error is made during entering of cases and you want to correct it, there isn't an option to edit especially on the date of diagnosis and notification”  
                  | “Data management greatly improved for the intervention of positive malaria cases”  
                  | “DHIS2 is easy to use as it simplifies data management and analysis”  
                  | “It is pleasant, easier and quick to use, you can retrieve your information if you need to utilize it for something”  
                  | “Timely data reporting”  
                  | “Completeness of reports is achieved”  
                  | “Easy analysis of data, using maps and graphs for visualisations”  
                  | “Easy to formulate reports if used adequately and effectively”  
                  | “It covered most aspects of malaria case-based surveillance”  
                  | “DHIS2 has simplified malaria surveillance and indeed it is a very valuable tool”  
                  | “Gives a good situational analysis of what is happening on the ground”  
                  | “DHIS2 enables foursight mapping, by using the GPS coordinates to locate malaria case outbreaks or hotspots”  
                  | “Everything is now at our fingertips, we have data in the form of tables, charts and reports generated from the dashboard than prior to the DHIS2 where we used to manually manage the data using excel charts”  
                  | “We easily make decisions based on the data from the system” |

Discussion

General

Overall, the study showed participants’ satisfaction with the DHIS2 platform, with the majority of responses indicating agreement (20/22; 4 items: mode 6; 16 items: mode 7) with positive statements based on technology acceptance model constructs (Table 1). Key themes—governance, infrastructure, capacity building, data security, and usability—related to an
organization’s role in influencing technology acceptance were identified (Table 2).

The technology acceptance model constructs of perceived ease of use and perceived usefulness have been previously documented as positive influences toward technology adoption [24]. Moreover, perceived ease of use has been defined as the extent to which a person believes that using a technology will be free of effort [24], and perceived usefulness is the belief that one’s utilization of information technologies will enhance one’s work performance [25]. For only 2 statements (addressing system usability) of the 22 survey items did the most common response by participants indicate that they somewhat disagreed (mode 3). Based on our findings, successful acceptance and adoption of the DHIS2 platform by the malaria program in Botswana could be assumed; however, NMP personnel highlighted some factors that could negatively influence acceptance of the DHIS2 for the malaria program. In an organization, factors that may affect sustainable implementation of the DHIS2 platform for case-based surveillance of malaria include the state of governance, the state of relevant infrastructure, the presence or absence of capacity building initiatives aimed at empowering potential users of the system, data security measures, and usability of the system (Table 2).

As such, the application of project management practices by an implementing organization may be critical in ensuring sustainable implementation of the DHIS2 platform. Successful project management practices will ensure the fitness of a project for its political context (ie, in terms of organizational strategy, managementship, and stakeholder management) [26]. Mlekus et al [27] highlighted that any organization planning for the successful acceptance and adoption of new technology should consider issues that fulfill user experience related to output quality, perspicuity, dependability, and novelty. Change management has been documented as one strategy that organizations could use to raise acceptance of new technology in a workplace and hence improve chances of successful adoption of the technology [28]. Change management is about supporting people through a process of change, and successful implementation of change is achieved when the systems, processes, tools, and technology of the change initiative are embedded in the new way in which health care providers do their work [29]. Ingebrigsten et al [30] identified 7 leadership behaviors that were associated with successful outcomes in Health Information Technology adoption: (1) communicating clearly about visions and goals, (2) providing support, (3) establishing a governance structure, (4) establishing training, (5) identifying and appointing champions, (6) addressing work process change, and (7) following up. Such leadership maybe necessary in addressing the issues highlighted in Table 2. Consequently, a lack of top management support and technology implementation strategy may play a negative role in influencing information and communication technology acceptance and adoption in any organization. Hu et al [31] noted that the ultimate success of an eHealth system in an adopting organization requires adequate attention to both technological and managerial issues. Therefore, for successful and sustainable implementation of an eHealth system, the health care organization should ensure availability of requisite resources and processes. In fact, failures of eHealth system implementation have been associated with a lack of eHealth readiness [32,33].

The technology acceptance model is one of the most widely used theoretical frameworks for predicting individuals’ likelihood to accept and adopt new technology [34]. The model is based on the assumption that when users perceive that a type of technology is useful and easy to use, they will be willing to use it [35]. However, some of our findings suggest the need for a model that considers the role of organizational readiness, the extent to which an institutional setting and culture support and promotes awareness, implementation, and use of eHealth [36], in influencing technology acceptance and hence the adoption of eHealth systems.

Guidance

In line with key study findings, the following acceptance-related issues and associated mitigation strategies are proffered: Perception of usability can influence acceptance of an eHealth system. As such, the usability of the current DHIS2 platform for case-based surveillance of malaria should be enhanced as it could deter users from interacting with the platform. One focus group participant reported usability concerns about the DHIS2.

It’s confusing sometimes as one can enter patients twice but not knowing.

Another participant reported that

If an error is made during entering of cases and you want to correct it, there isn’t an option to edit especially on the date of diagnosis and notification.

Previous studies [37-40] have suggested enhancing system usability with user-friendly interfaces, real-time feedback mechanisms, and decision-support capabilities. It is, therefore, important to involve all key stakeholders, from design to implementation, by using a user-centered design approach [41]. User-centered design is also considered to be an important contributor to system usefulness and usability [41]. This is of importance since user-centered design creates a sense of ownership among end users who participated in the design and development process, thereby increasing their acceptance of the system.

Digital health literacy is also a factor in technology acceptance [42]. Study participants highlighted the need for frequent training on the DHIS2 platform, with one stating

Training should have frequent support visits

while another suggested the DHIS2 platform

...requires more practice for better or improved competencies.

This could be achieved through continuous health human resource capacity-building programs as technology and user needs to evolve.

A potential data security consideration, the

...use of authentication passwords and encryption algorithms for data security and privacy...

was identified in this study, as well as, one security risk, that is,
The link is not trustworthy.

These issues require comprehensive well-documented regulatory approaches to facilitate protection of the highly sensitive clinical data. Given the limited documented data security and privacy best practices for open-source solutions, implementation of the DHIS2 platform in Botswana should be guided by and aligned to key national policy documents such as the Data Protection Act [43] or equivalent policy documents in other settings.

Focus group participants indicated that the DHIS2 could be enhanced by establishing...

...system linkage/interoperability with other existing systems.

This followed a previous finding [44] highlighting that the DHIS2 is not linked with other applications that the government has created to formulate reports and daily activities. Interoperability of eHealth systems in Botswana and similar low- and middle-income countries should be strengthened through increased adaptation of universally available software, services, and content, such as the DHIS2 platform, as these are already endorsed by the World Health Organization to be interoperable [9]. Furthermore, the DHIS2 supports a web application programming interface that allows for integration with other databases and supports the development of an “Integrated Information Portal [45].” Lastly, it is important to view interoperability of eHealth systems as an ongoing process that can be improved over time.

Conclusions
Health care environments in most low- and middle-income countries are generally data rich but information poor. In Botswana, the health care sector is compounded with vast amounts of clinical data which are seldom used for decision-making purposes. The DHIS2 is a platform that can improve data capture, analysis, and timely reporting, which will facilitate transitioning data to information. Evaluation of the DHIS2 platform for case-based surveillance of malaria by core users showed that it was accepted. There is, however, room to improve the usability of the current DHIS2 platform, through end user involvement and buy in, to ensure sustainable health human resource capacity building, to address security privacy and confidentiality issues, and to address interoperability, by considering guidance from the World Health Organization [9]. Our findings can be used to inform policy makers and health informatics leaders in Botswana and in similar low- and middle-income countries to successfully plan and implement effective eHealth platforms.
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Abstract

Background: Chronic pain is a major health challenge to those affected. Blended care with psychomotor physiotherapy (PMP) combined with eHealth self-management might be beneficial.

Objective: This study aims to explore how patients with chronic pain experience the combination of PMP and the use of EPIO, an eHealth self-management intervention for chronic pain.

Methods: Individual semistructured interviews were conducted with 5 adult patients with chronic pain (ie, participants) who used EPIO in combination with PMP over a period of 10 to 15 weeks. Interviews explored participants’ experiences using this treatment combination in relation to their pain and analyzed their experiences using systematic text condensation.

Results: Participants described having benefited from using EPIO in combination with PMP in terms of increased awareness of bodily signals and how pain was related to stress and activity. They also described changes in the relationship to themselves in terms of increased self-acceptance, self-assertion, and hope and their relationship to their pain in terms of seeing pain as less harmful and engaging in more active coping strategies.

Conclusions: Results indicate that a blended care approach combining eHealth self-management interventions such as EPIO with PMP may be of value to patients living with chronic pain.

Trial Registration: ClinicalTrials.gov NCT03705104; https://clinicaltrials.gov/ct2/show/NCT03705104

doi:10.2196/34458
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Introduction

Background
As much as 30% of the Norwegian population reports living with chronic pain [1-3], defined as pain lasting for more than 3 months [4]. Pain is one of the most common reasons for why people seek health care [5,6], sick leave, and disability pensions [7-10], and is also associated with increased mortality [11]. Chronic pain is complex, with physical, social, and psychological aspects interacting and impacting individual experience and often carrying major consequences for those
affected and their social network [1,12]. Commonly reported pain-related challenges include sleep disturbances [13,14], anxiety and depression [13,15,16], and impairments of daily activities [13,17] and quality of life [13,18,19].

In multidisciplinary chronic pain management, the focus is generally on maximizing function and quality of life and may include combinations of medication treatment, physical therapy, and additional self-management approaches such as working with one’s own thoughts, perceptions, attitudes, emotions, and activities [20,21].

Self-management focuses on supporting people to actively manage their own health and live as well as possible with their chronic condition [22]. This includes problem solving relevant for dealing with the consequences of the chronic condition and making necessary changes in daily life to provide improved quality of life [22]. In recent years, active self-management has been increasingly considered an important factor for pain management. There is consistent evidence that the use of active pain self-management strategies, such as maintaining activities despite pain, causes less pain-related disability than those using more passive approaches, such as trusting others [23], and recent clinical guidelines also recommend including self-management interventions in chronic pain treatment [20].

Self-management for people living with chronic pain (ie, actively managing their own health) can be affected by biomedical factors (eg, bodily symptoms) and the psychosocial aspects of pain (eg, emotional distress, self-efficacy, motivation for change, acceptance, worst-case thinking, fear of pain, helplessness, and barriers to pain management) [24-26].

Many patients living with chronic pain are offered psychomotor physiotherapy (PMP) [27]. PMP focuses on changing and facilitating insight and awareness for the patient to recognize and understand the connections between their daily life and their physical condition [27]. On the basis of the notion that the body and psyche are deeply interconnected, PMP treatment aims to raise awareness and change the states of tension in the body, with the intention of increasing the patient’s familiarity and contact with his or her own body.

Interventions with cognitive behavioral therapy (CBT) [28] and acceptance and commitment therapy (ACT) [29] may also support self-management of chronic pain. CBT centers around the impact and relationships among thoughts, feelings, and behaviors and involves techniques to challenge and change thoughts and behaviors [28]. CBT approaches to chronic pain management have been associated with improved self-management; reductions in pain, disability, and emotional distress [30,31]; and improvements in mood, coping, and social functioning [30]. ACT focuses more on acceptance of a situation or setting, commitment to change, and attention to helpful strategies, with the goal of increasing psychological flexibility (eg, ability to adapt to situations and demands) [29,32] and has been associated with improvements in pain acceptance or psychological flexibility, pain intensity, disability or physical functioning, depressive symptoms, and quality of life [33,34].

In recent years, there has been an increasing interest in, and development of, eHealth CBT- and ACT-based interventions

for pain management. The delivery of such interventions is not dependent on access to professionals with pain management competence, treatment waiting lists, or travel distances and may be less associated with stigma than more traditional forms of psychological treatment [13,35]. Although some eHealth interventions have been associated with decreased pain intensity and improved function and quality of life [35,36], the field of eHealth pain management is still at an early stage and most available eHealth programs so far lack a theoretical foundation and have not been subjected to research and rigorous efficacy testing [36,37].

Studies have shown that blended care (eg, combination of therapy via eHealth and in-person care) [38] can provide new treatment possibilities and make it easier for patients to follow up on their own treatment between consultations [39]. An advantage of such blended care is that the health care provider and patient may plan the course of treatment together and that the provider may guide the patient when needed. As such, blended care may offer treatment that can be effective and, at the same time, cost-effective in terms of fewer health care sessions and may lower dropouts because of the individualized follow-up, and the continued access to the eHealth intervention may potentially also help maintain achieved long-term changes [40].

Patients with chronic pain and those providing treatment and care services to these patients have displayed an interest in, and a positive attitude toward, using eHealth self-management interventions for chronic pain [41,42]. Still, blended care in terms of PMP combined with eHealth self-management interventions is yet to be implemented and studied in clinical practice in Norway.

Objectives

The aim of this study is to explore how patients with chronic pain experience the combination of PMP and the use of EPIO, an eHealth self-management intervention for chronic pain.

Methods

Study Design and Participants

This study is part of a larger project aiming to design, develop, pilot-test, and examine the effectiveness of EPIO, a digital self-management intervention for patients living with chronic pain in Norway. The design, development, and feasibility pilot-testing of EPIO have been published elsewhere [41-44], and a large-scale randomized controlled efficacy trial is currently ongoing.

This study adds to the larger project through reporting on qualitative findings from individual interviews conducted to explore patients’ experiences using EPIO in combination with PMP. The study was conducted at a physiotherapy institute in Norway. Recruitment processes and study execution was conducted by the first author, who is a psychomotor physiotherapist. To our knowledge, a few, if any, studies have examined delivery of blended care within PMP (eg, digital self-management in combination with PMP), and conducting a small-scale study was, therefore, considered appropriate to test delivery forms and study procedures. With options for the
intervention to last up to 16 weeks (description of PMP and the EPIO intervention program is given later), good opportunities for in-depth descriptions from the participants regarding their experiences of using EPIO in combination with PMP were anticipated. Given the qualitative nature of the study, a predefined number of 6 participants representing patients living with chronic pain and receiving PMP was defined as acceptable (ie, minimum), as even a limited number of participants can allow for richness and depth in data related to participants’ experiences (ie, provided data collection methods).

Even with a small number of participants, the study aims for purposively sampling [45] to ensure some variations in gender and pain-related diagnoses. Participants were recruited between May and August 2019 and had to be aged ≥18 years, be able to understand and speak Norwegian, and had to have access to a smartphone or tablet with web access. Exclusion criteria were self-reported untreated severe mental illness, migraine, or cancer-related pain. Potential participants, already enrolled in a PMP treatment program at the physiotherapy institute, were identified based on the inclusion or exclusion criteria and informed about the study by the first author. As the first author was also the psychomotor physiotherapist of the potential participants, recruitment processes were carefully reviewed and discussed by the research team before recruitment to ensure attention to ethical considerations.

The PMP Treatment Program

The PMP treatment program for people with chronic pain aims to facilitate change by raising insight into and awareness about the relationships between experiences and bodily pain [46]. Specifically, the psychomotor physiotherapist in this study worked to help facilitate changes related to bodily tensions, including aiming to strengthen coping mechanisms and reduce tension and pain in muscles, tendons, and joints. This was done by teaching specific movements and exercises and providing massages, all in parallel with seeking to increase patients’ knowledge and understanding related to physical reactions and the expression of such. Part of the idea behind PMP is that people, often without real awareness of doing so, may use their posture, respiration, and muscles to lock feelings related to situations of conflict. By pulling themselves together, they may end up with tight muscles and subsequent related aches and pains [47]. In the PMP treatment program, the goal was to help raise insight into and awareness about these connections and reduce tension and facilitate change and ultimately to better understand potential mind-body connections so the patient could recognize their body as one functional unit.

The EPIO Intervention Program

EPIO (inspired by the Greek goddess for the soothing of pain, Epione) is an app-based intervention program designed and developed by a collaborative research team consisting of scientists, health care providers, eHealth experts, content and system developers, and end user representatives [44]. The content is based on well-known, evidence-based aspects from CBT and ACT [28,29] and input from patients, spouses [41], and health care providers [42]. The intention of the EPIO program is to support self-management and coping for patients living with chronic pain.

The EPIO program consists of 9 modules with informational and educational topics, including a variety of self-management–based coping techniques, such as breathing and relaxation exercises, cognitive restructuring exercises, and mindfulness-based information and training. The nine modules are (1) information about pain; (2) balance; (3) thoughts and feelings; (4) stress and coping; (5) what is important to me; (6) health behaviors and lifestyle; (7) communication, relation, and social support; (8) coping during difficult times; and (9) summary and the road ahead. Modules 1 to 5 must be opened in the presented order, whereas from 6 to 8, the user can choose what to open next. To encourage practice, each module must be completed and opened for 3 days before the next module can be opened. While working with the program, users can create their own favorite list by highlighting information and exercises they like, and they can also choose to receive reminders according to their own needs. Users can also choose between reading and listening to the program at any time. To ensure availability, the program can also be used in off-line mode. Screenshot examples from the EPIO intervention program are shown in Figure 1. The EPIO program has so far been tested in a feasibility pilot study with 50 participants, where the results showed EPIO to be perceived as useful and easy to use, with easily understandable content and excellent system usability [43].

When enrolled in the study, participants were introduced to the self-management program and received help downloading the EPIO app from App Store (Apple Inc) or Google Play Store, with instructions on how to get started. They were informed that they could use EPIO as much as they wanted in the study period of a maximum of 16 weeks. As such, they had access to a program containing some well-known but also many new exercises and aspects of information that they could use between PMP treatment sessions, potentially bringing new aspects into the treatment. When coming in for PMP treatment, the first part (ie, 5-10 minutes) of the face-to-face session with the psychomotor physiotherapist was spent talking about patients’ experiences of using EPIO since the last PMP session. They were given the opportunity to ask questions or introduce topics they had been involved in through EPIO or tell if there was something special that occupied them, thereby delivering EPIO in a blended care type of model.

https://formative.jmir.org/2022/3/e34458
Figure 1. Example screenshots from the EPIO intervention program.

Data Collection Procedure

Information about age, diagnosis, and years of living with chronic pain was collected using a study-specific demographic form at study enrollment. Semistructured individual interviews were conducted following the completion of all modules in the EPIO program. A study-specific interview guide was developed based on literature examining and describing self-management of chronic pain, digital self-management interventions, and blended care health care delivery [4,24,27,30,35,36,39]. The interview guide contained questions about EPIO use and usefulness, pain impact, coping strategies, and potential experiences of change based on the use of EPIO (the interview guide is given in Multimedia Appendix 1). The questions were developed with the intention of allowing the participants to give a free description of their experiences. The interviews were conducted by the first author at her office from September to December 2019.

Each interview started with an open-ended question about the participant’s experience with using EPIO. On the basis of the answers, either new topics were addressed for follow-up or the next topic from the interview guide was introduced. The interviewer did not follow a specific order for the topics to be addressed but rather focused on having a fruitful conversation where topics were introduced and they appeared to fit naturally into the conversation, focusing on topics and hints addressed by the participant to capture issues raised. Furthermore, the interviewer asked clarifying questions to ensure that the essence of what the respondents described was clearly understood. The interviews lasted between 35 and 65 minutes, depending on the richness of the conversation. The interviews were audio recorded and transcribed verbatim, resulting in a total of 60 densely written text pages for analysis.

Data Analysis

The transcripts were analyzed using systematic text condensation in 4 steps [48]. In step 1, the first author read through the transcripts several times while taking notes to get an overview of content and meaning. To strengthen the data analysis process, coauthors DN and CV also read through some of the transcripts to become familiarized with the material and prepare for further team analysis and discussions. In step 2, the first author identified meaningful entities (encoding) in collaboration with coauthors DN and CV and coded the identified material in the transcripts into 4 overarching themes using NVivo software (QSR International). In this process, the authors first identified preliminary themes, which were then discussed and negotiated into a final set of themes. In step 3, the 3 authors performing the analysis created subthemes and abstracted the content of the individual meaningful entities into each subtheme in the condensates. In step 4, the meaning of the condensates was summarized. The themes and subthemes were reviewed and rearranged into a final structure by AGE, DN, and CV. The authors met regularly throughout the analysis process, considering different ways of interpreting the results, and reached consensus through discussions.

Finally, the themes were approved before the authors selected representative quotes to support the analysis. The full transcripts were not translated from Norwegian to English. However, the third author (LSN), who is bilingual (ie, Norwegian or English), was well familiar with the transcripts and ensured that the translation of quotes and other aspects needed for interpretation preserved the original meaning of the transcripts and quotes.

Ethical Aspects

The study was planned and performed in compliance with the principles outlined in the Declaration of Helsinki [49]. The study was approved by the Regional Committee for Medical and Health Research Ethics (REK 2018/8911) and the Oslo...
University Hospital Department for Data Protection and Information Security (ie, institutional review board equivalent; PVO 2017/6697). Written informed consent was obtained from all participants.

To ensure anonymity and privacy of the participants, personal data (eg, contact information and date of birth) and signed consent forms were stored on a secure server at Oslo University Hospital, separately from the collected data from the interviews. Each participant was assigned a study identity number, and the codebook connecting this identity number to the participant was stored separately on the secure server. During the audio-to-text transcription process, all names were removed, the data were deidentified, and the analysis was conducted using the deidentified transcribed text only.

Results

Participant Information

A total of 6 patients were approached and agreed to participate in the study. Of the 6 participants, 1 (16.7%) did not complete the program because of personal life events and was therefore not interviewed after the intervention and 5 (83.3%; 4 women and 1 man) completed the program and participated in the interviews. These participants spent 10 to 15 weeks from the time they received access to the EPIO program until all the 9 modules were completed, and the interviews were conducted. During the same period, the participants had 7 to 13 PMP face-to-face sessions. The patients who completed the program were aged between 30 and 70 years, with an average age of 51 (median 52) years. All patients had lived with pain for more than 3 months, most of them for many years (ie, mean 12.4, range 2-40 years). Diagnoses included pain after trauma or postaccident traumas, neck pain, and diffuse pain in the musculoskeletal system. Other diagnoses included posttraumatic stress disorder, generalized anxiety disorder, and attention-deficit/hyperactivity disorder. All participants reported struggling with the impact of pain on various areas of their daily lives. The familiarity with the use of mobile apps varied from moderate to very experienced, with 4 of the patients completing the program reported having previously used other health-related mobile apps.

Overview

Transcripts from the interviews were classified into four main themes: (1) awareness, (2) relationship to oneself, (3) relationship to pain, and (4) PMP and EPIO combined. The main themes and subthemes are illustrated in Figure 2.

Awareness

Overview

All participants reported increased awareness about how they lived their lives and how they have become more attentive toward their body after using EPIO combined with PMP. The changes described related to awareness were sorted into three subthemes: a balanced life, stress as a trigger, and breathing. The participants described changes in how they noticed and reacted to signals from their body and described new thoughts about balance in life as a key to being able to live better with pain. All participants also reported increased awareness of the causes of stress and ways to better handle stress.

A Balanced Life

All participants described how EPIO had helped them to consider their own balance of rest and activity, and most of them stated that they, because of EPIO, had become aware of how their activity level was often higher than what they had thought. Some of the participants described becoming aware of a gap between how they wanted, and tried, to live their lives and the extent to which they were actually able to live their lives this way. Explaining how EPIO had helped, one participant stated the following:
I have been ‘on’ for as long as it is possible to be “on”. Until I’m exhausted, and then I am “off”. So, to keep it more even during the days, it is easier to remind myself now that I have this more at the forefront of my mind. [Participant 5]

A number of the participants also stated that they had discovered how important it was to take short breaks and be conscious of their level of activity, rest, and sleep. Some reported feeling calmer after using EPIO, and some reported that they used EPIO as a reminder to take breaks and perform EPIO exercises throughout the day. A participant said this about how EPIO gave concrete suggestions to balance activity and rest:

But this was very specific, you know, can you do half the dishes and then rest? I never even thought of it that way. [Participant 4]

**Stress as a Trigger**

All participants stated that the use of EPIO had made the relationship between stress and pain clearer to them and that they realized they had to do something about the stress and the way they dealt with stress in their lives. A participant said the following:

It was quite early [after being introduced to EPIO], that I had to realize the importance of stress-reducing approaches. [Participant 3]

Participants did, however, present different stories about the causes and nature of their stress reactions. Some described stress at work or at home, whereas others described having been exposed to life trauma causing bodily and psychological stress. Several participants stated that EPIO helped them gain an increased awareness of the origin of their stress responses and had also provided tools for better self-management. A participant stated the following:

To realize that my breathing is connected to stress and traumas and improvement has been surprising. When I get flashbacks […] this is what happens. My body goes into alert mode. […] Sometimes it takes time to calm it down, sometimes it goes more quickly. But I HAVE a tool, to get my body out of alert mode. And it is the breathing techniques from the app. [Participant 4]

Participants also described often finding it challenging to make the changes needed to lower their stress levels, stating that taking frequent breaks and doing breathing exercises or actively using approach coping strategies can be easier said than done during demanding or stressful times. A number of them stated that it may take time and effort to start using such strategies frequently and that such suggested changes and approaches may sometimes seem impossible when an actual stressful situation occurs. However, all participants described the face-to-face contact with, and follow-up by, the psychomotor physiotherapist as an advantage when aiming to make the necessary changes. One participant reported realizing their home situation was their main source of stress, with years of serving other family members making the participant feel as if having almost disappeared as an individual. For the road ahead, the participant shared the following:

Having insight, or taking time for yourself, it’s kind of…It hasn’t really been there before, and it opens a few doors that can create a bit of a mess around you. Not just for yourself, but for the people around you too […] Getting insight related to the fact that I do things for others all the time, for everyone else…It can make me irritated, and maybe a little bit angry […] I haven’t been angry for years. Maybe this is a good thing, there is after all a reason for all the tensions. [Participant 3]

The quote illustrates how challenging, and even stressful, it can be for a person to make the necessary suggested changes and how it can also impact people around them and their relationship with them.

**Breathing**

All participants described experiencing becoming more aware of, and attentive to, their bodies through the use of EPIO. The focus on breathing and diaphragmatic breathing techniques in EPIO was reported to be among the most important parts of the program, with the breathing focus reportedly bringing on reflections about, and experiences of, how deep breathing could help make the mind as well as the body more relaxed. Some of the participants had very specific experiences of how breathing could impact their pain, and one stated the following:

It was shocking to realize how breathing specifically helps with tolerating and coping with pain. I’m thinking, it hurts, I will try using the EPIO app now. Then I do one of the exercises, and I notice, it hurts to breathe, but I can see that…When I do that exercise, and manage to breathe properly, the pain eases…It eases and becomes more tolerable. [Participant 4]

Most participants described finding value in receiving information about the importance of deep breathing, stating that this created a new awareness about their own breathing and tension patterns. They also emphasized the importance of being guided through breathing and relaxation exercises by the EPIO voice, to feel the difference guidance could make, and the importance of being encouraged to repeat the exercises on their own over a period. With this new awareness related to the role of breathing, participants described the EPIO exercises as helpful in breaking old patterns. A participant stated the following:

My body can find relaxation without me forcing it to. I don’t have to force my shoulders to relax in order to breathe. I can just think about it, and balance occurs. It has strengthened my belief, or convinced me, that things are connected. There is no doubt. Our mind controls a lot of what we do, whether we are aware of it or not. The fact that you can actually lead yourself out of what has just occurred - without even really being aware. [Participant 1]

**Relationship to Oneself**

The participants reported that EPIO had contributed to changes in how they related to themselves, with some of them even referring to EPIO as a program for self-management of life in general, sometimes even forgetting that the program was about pain and pain management. The changes described as
experienced by the participants were sorted into three subthemes: acceptance, self-assertion, and hope.

**Acceptance**

Some participants described that EPIO had helped them gain greater self-acceptance, stating that they now felt more confident, with a stronger belief in themselves, realizing that they were not a bad person, even if the pain kept them from doing and managing things the way they had previously been able to. A participant stated the following:

*Some of the things I have learned using EPIO have made it easier for me to accept life the way it is. And to understand it, and not beat myself up about it.* [Participant 1]

In addition, some of the participants found it important to consider the qualities and skills they still had, what they wished for in life, and what they appreciated in the people they were close to. A participant said the following:

*And, I think, it’s not like I have to reinvent myself. [...] No, I AM there! [...] So the value, my personality, is not gone. The skills are there, but I cannot do as much as I did before.* [Participant 4]

**Self-assertion**

Several of the participants described feeling empowered by some of the content in the EPIO program, stating that EPIO encouraged them to assert themselves. Some of the participants described finding time to do what was important and right for themselves as challenging and unfamiliar, stating that prioritizing themselves and asking for help appeared unfamiliar and had not had precedence in their lives. A participant said the following:

*I am the person helping others. No one thinks I should need help. So I really have myself to thank for that. People do not come and ask.* [Participant 5]

However, some of the participants described appreciating being reminded of the importance of taking time for themselves, prioritizing their own health, wishes, and needs. A participant even related his or her pain to the lack of prioritizing themselves and stated the following:

*The pain in my muscles, it can of course come from the fact that I live to help others all the time, and forget to help myself in a way. And that’s in this program. Help with self-management.* [Participant 3]

**Hope**

Some of the participants also reported having obtained new hope in life from the use of EPIO in combination with PMP. They described having gained hope of being able to manage life in a new and different way, including hope of being able to live a more balanced life, to know and actively use coping strategies in day-to-day life, and through that being able to live life, even with pain—in a more fulfilling and normal way. They described being able to have a tool such as EPIO, accessible anywhere and anytime, as providing them hope for better quality of life and a better future ahead. A participant described the link between EPIO and new hope this way:

*This program has given me hope that I can continue to work on this. I will have a life with quality, I will have a life I can manage. I will live a life I don’t have to be ashamed of. I will be a complete person, but I will do things a little differently, and at a different pace.* [Participant 4]

**Relationship to the Pain**

The participants described a number of ways that EPIO had contributed to changes in how they related to their pain. Descriptions of such changes related to experiences that EPIO had contributed to making the pain less threatening, encouraged and stimulated the participants to use distractions from the pain, and changed their view of their own responsibility in terms of managing the pain.

**Making Pain Less Threatening**

Most participants reported that they, after starting to use the EPIO program, had experienced less pain-related anxiety and described EPIO as helpful in making the pain seem less threatening in their day-to-day life. To some extent, it had been important to gain new insights into physiological explanations and pain coping techniques. They stated that the information and knowledge gained through EPIO made it easier to relate to potential causes of pain and understand the relationships between pain, thoughts, and feelings and that the information gained through EPIO made it easier to believe that the pain might not necessarily be dangerous. Learning new coping strategies also appeared to have contributed to making the pain seem less threatening, as expressed by a participant:

*I can cope better with my pain if I know I have techniques I can use during the day to make it a little less tense and painful. Yes, the pain is still there, but…It does not get as much attention.* [Participant 2]

**Distraction From the Pain**

The EPIO program contains a number of coping strategies and exercises related to distraction from the pain, and all participants in the study described learning and using these techniques, aiming to distract and remove the focus from pain, as helpful. Some of the participants even explained that because of deliberately using these distraction techniques, they now had periods where the pain appeared to absorb less of their day-to-day attention. Others stated that the pain was still present but that it might be less dominating. One of the participants described the increased ability to distract themselves from the pain as follows:

*Just to be able to move away from focusing on the pain. That things in my body are not as they should, to just focus on something else for a while. A break. [...] To just notice what happens around you. Not just inside you. Focus on that.* [Participant 2]

**Responsibility for the Pain**

After using EPIO, several participants stated that discovering strategies to influence and cope with their pain had made them realize that they have a greater responsibility of managing their own pain than what they had previously thought. They all stated...
that they actively had to handle the pain and described how they could see more clearly how their pain related to the way they lived their lives, including impact on stress factors, relationships, breathing habits, and bodily tensions. However, most participants stated that making the necessary changes in life would be energy consuming and that establishing lasting changes would require motivation and energy. One participant described making significant changes as “impossible” because of the situation at home. Another participant described the significant work required to obtain the effect as follows:

> Pain is something I have to relate to in one way or another. How I think is very important, and I have to think that I can handle things in a different way. Quick fix, that is what you want [...] And this is the opposite, in a way. You have to really delve into it, absorb it, and let it have consequences for your body. [Participant 1]

However, the same participant added a contrary reflection, noting the possibility that EPIO could potentially produce guilt and feelings of resignation should the user do everything to integrate what they had learned while using the app, without experiencing improvements in pain levels:

> I have felt it myself and, well now I have felt better, and it may be because I have done all the right things. And if you’re then suddenly in pain, then it may feel like it’s your own fault. [Participant 1]

### PMP and EPIO Combined

All participants in this study reported experiencing EPIO and PMP as complementary and stated that they found it easier to perform exercises and focus on pain management strategies while using EPIO in combination with PMP treatment. All participants described EPIO as a reinforcing tool for their pain self-management, bringing new aspects and themes to their PMP treatment, and reported finding it easier to work on their own, in between PMP treatment sessions, with EPIO at hand. They described EPIO as an enforcer, making it easier to integrate the necessary pain self-management into daily life. One of the participants said the following:

> I think this [EPIO] is a very useful tool to use in parallel [with PMP], and the patient can work in between. I think it could help many to integrate it into day-to-day life. [Participant 2]

Several participants also pointed to the combination of self-management through EPIO and face-to-face or physical touch provided by PMP as an important part of the process of raising mental and physical awareness. All participants described the massage techniques learned from PMP as having helped them become more aware of tension in their muscles, making it easier to achieve relaxation. One of the participants, having experienced significant traumas in life, also stated that the combination of PMP and EPIO helped involve the body as well as the mind in the process of treatment and healing.

During the interviews, participants frequently mentioned how making changes can be difficult and sometimes even frightening. As such, having a combination of in-person or EPIO treatment available was seen as a strength, enabling learning at the participants’ own pace but with the safety of in-person discussions and guidance when needed. A participant stated the following:

> I think you need a combination. And some time. Because this is something you can choose not to do. With everything else going on in life. It’s easier to just sit down and read the paper. And if you are in great pain, you don’t have that much to go on. [Participant 5]

As EPIO was described as comprehensive, all participants stated that it was helpful to work together with the psychomotor physiotherapist to work through potential issues that occurred and sort out what was the most important aspect to focus on between each consultation. Several patients also stated that EPIO had started a process in which they had to actively keep working. They all said that they thought EPIO alone would have brought new experiences also without PMP but that the combination strengthened the impact.

### Discussion

#### Principal Findings

This study explored patients’ experiences of using the app-based intervention EPIO in combination with PMP for self-management of chronic pain. The study participants described experiencing EPIO as bringing well-known as well as new themes into the treatment and as supporting self-management between face-to-face sessions. Following the combined EPIO and PMP program, participants described increased awareness of a number of issues, including the importance of balancing rest and activity, the relationship between stress and pain, and the importance of being aware of signals from their bodies. They also reported that EPIO had contributed to changes in their relation to themselves, including increased self-acceptance and self-assertion, willingness to prioritize themselves, and increased hope for a better life. Participants’ relationship with the pain itself was also reported to have changed when using EPIO in combination with PMP, including experiencing pain as less threatening, benefiting from the use of distractions, and taking more responsibility for self-management of the pain.

#### Comparison With Previous Work

Findings show that the participants experienced living and coping with pain as complex—involving challenges related to many aspects of life, including stress. Some researchers have suggested a link between stress and hypersensitivity to pain [50,51], and in accordance with existing research [52], participants in this study described how pain was triggered and reinforced by psychosocial stressors. The introduction of EPIO into PMP treatment led to positive changes in how the participants perceived their pain and approached their daily lives. In line with studies showing the interrelation between stress, pain, and coping [51,52], participants described becoming more aware of causes of stress in their daily lives, and how stress affected them and triggered their pain. Through the blended treatment of EPIO and PMP, most participants reported...
having found new strategies to deal with life stress and better manage their pain.

The participants described psychosocial stressors related to social relationship challenges, feelings of guilt, difficulties meeting the many demands of daily life, and a general feeling of not being enough and constantly falling short of demands and expectations. Research has suggested that people living with chronic pain may benefit from treatment approaches aimed at reducing feelings of guilt, finding ways to cope with the many demands, and increasing levels of confidence [53]. Participants in this study reported becoming more self-accepting, assertive, and confident and feeling less shameful and vulnerable, which may therefore be of importance in this setting.

The interrelationship between fear, anxiety, and pain is commonly reported among patients with chronic pain, and scholars emphasize the importance of addressing these aspects in treatment [54,55]. In this study, participants reported having become less fearful and anxious about their pain following the blended EPIO and PMP treatment, attributing the changes to the general information about pain and tools for better coping provided by EPIO.

Following the blended EPIO and PMP treatment, participants in this study described becoming more aware of breathing in general and the importance of deep breathing in particular. The importance of breathing is a core part of PMP treatment and had already been introduced to participants before the study. Still, some exercises in the EPIO program reportedly provided new experiences regarding the relationship between deep breathing and pain management, apparently raising new awareness of these relationships, and some of the participants reported experiencing reduced levels of stress and pain because of practicing breathing technique exercises. As deep, diaphragmatic breathing can impact breathing frequency (ie, slowing), these findings can also support the notion that associations exist between breathing frequency and pain [56].

Participants described a new awareness of the relationship between rest and activity. Some reported realizing that their activity level had reached beyond their capacity, and that this had been the case for quite some time. These participants described it as difficult to take breaks during the day and ask for assistance. Their observation of the importance of a better balance between rest and activity corresponds well with research reporting that imbalance can lead to reduced pain tolerance and decreased quality of life [57,58].

Self-management tools such as EPIO generally aim to help patients take an active role in managing their pain and day-to-day life. Self-efficacy is often seen as a determinant for keeping up efforts and not giving in when faced with obstructions [59], and findings from this study may indicate an increased sense of self-efficacy among participants posttreatment, in terms of a strengthened belief in being able to live a life less impacted by pain. A strengthened sense of self-efficacy may also have helped them make the necessary changes in life to achieve better coping.

Self-management can be demanding, entailing taking responsibility to manage one’s own life, maintaining good habits, and making changes when needed. To make the necessary changes requires energy and motivation, of which the patient may already be drained or depleted because of the many demands involved in living with chronic pain [1,12,60]. Although participants reported gaining new awareness and knowledge related to pain and self-management of pain from the EPIO program, they all underlined the demands and costs of being the agent of self-management and change in this way. EPIO was not considered a quick fix either, as the program requires users to be active and engaged throughout. Self-management programs such as EPIO may help users discover what they can or need to do to better live with pain. However, if unable to undertake the necessary steps toward better self-management, knowing that life could be better if only changes are made may possibly also produce feelings of guilt and shame, making life even worse. This implies responsibility and developers and/or providers of such self-management programs should be aware of the potential ethical implications of creating and recommending such independent self-management programs, regardless of potential benefits and intent. Participants in this study described appreciating the combination of EPIO and PMP in their treatment, and it could be that self-management programs such as EPIO could best be recommended in combination with existing care and in-person follow-up, as also supported by the participants in this study. However, several participants reported having gained increased awareness of their own responsibility for self-management in this study, which they were also willing to take. It is possible that, despite the demanding aspects of self-management, the CBT and ACT basis of EPIO may have helped the participants achieve a changed relation to their pain, pointing them toward a greater acceptance of living with pain and an enhanced knowledge of what could be done.

The use of blended care, here referred to as combining in-person and eHealth programs, may have a positive impact as patients may benefit from the best of 2 or more treatment approaches [38,39]. Having EPIO as a tool to work with between PMP sessions appeared to help the participants in this study, and this type of blended care may be suitable for stress- and pain-related self-management and coping, as indicated in this study.

With more than one treatment option available (eg, PMP and EPIO), patients can have the option to decide for themselves how to meet their treatment needs, for example, from their psychomotor physiotherapist or from a program such as EPIO or both. In line with previous research, the results from this study indicate that many prefer to go through the eHealth program at their chosen pace [61], without a health care provider or coach and guide trying to impact their progress. Furthermore, compared with in-person interventions, eHealth interventions can be experienced as a more neutral and nonjudgmental form of delivery, eliminating the fear of being judged or misunderstood by a provider [61]. This corresponds with participants’ description of finding it easier to go through the contents of EPIO on their own, without necessarily discussing everything with the psychomotor physiotherapist. At the same time, some of the participants brought relevant topics from their EPIO use into psychomotor therapy; topics they may not have discovered had the information been less comprehensive.
Another important reason for combining EPIO and PMP is the notion that the patient–provider relationship can affect patient outcomes. A strong therapeutic alliance between the patient and health care provider can potentially predict positive treatment outcomes [62,63]. In addition, speaking to another person can be helpful. Simultaneously, if the therapeutic alliance is weak, the treatment process may become more difficult. In such cases, an option such as EPIO can be particularly useful. eHealth can likely not replace the relational processes involved in in-person treatment. However, eHealth interventions can offer support when in-person treatment is not available, and at the very least, eHealth can be offered as a supplement to in-person treatment and care, as in this study. Through EPIO, the participants in this study received a CBT and ACT approach beyond PMP regular competence, describing the information and content in EPIO as meaningful and complementary to PMP treatment.

**Strengths and Limitations**

This study has a number of limitations. First, the study was conducted at a single physiotherapy institute and included a limited number of participants. However, although the sample was small, the data material represented richness and depth about how the participants experienced using EPIO in combination with PMP, and statements from one participant could be as important as statements of most participants. Given the small predefined number of participants in the study, all participants were identified and selected by the psychomotor physiotherapist to ensure that the participants could use EPIO in the study period and be able to attend a postintervention interview. This could have introduced a selection bias and as such be considered a limitation, but it also ensured professional soundness (ie, able to attend the study). Although conducted with a limited number of participants, the interviews conducted in this study provided insight into a variety of patient experiences and allowed sufficient depth in the analyses, which can be considered a strength.

Second, 80% (4/5) women and 20% (1/5) men participated in this study. The results of the study might have been different if more men had participated. For example, men might bring different experiences of using EPIO in combination with PMP. However, the gender distribution in the study represents the general gender distribution among patients receiving PMP, and additional men were not available for inclusion at the time the study was conducted. This is also in line with the first author’s experience from clinical practice, with approximately 1 man per 12 to 15 women enrolled to receive PMP. In addition, given the range related to age, years living with pain and other diagnoses, and most women living with chronic pain, the study can be considered representative of patients living with chronic pain. In addition, with the rich data material collected during and following study participation, even a small number of participants allows for in-depth insight related to participants’ experiences using EPIO in combination with PMP.

As 80% (4/5) participants in the study had previously used health-related mobile apps, a certain bias related to previous eHealth experience could be present in the current findings. Such experiences could impact participants’ opinions and views, and perceived benefits and findings might have looked different if the sample included a more balanced sample of experienced or inexperienced users. Experience in using digital tools could, however, impact findings positively (eg, have enjoyed using mobile apps) and negatively (eg, did not like using mobile apps), and the outcome of having a more balanced sample may therefore be challenging to predict.

Participants were also identified and selected by the first author and were already enrolled in the first author’s PMP treatment program. This may have implied a selection bias but may also have ensured professional soundness (ie, patients who were able to complete the EPIO program). To ensure that patients did not feel coerced to participate in the study, they received oral and written information stating that study participation was voluntary; nonparticipation would have no consequences for their ongoing PMP treatment; and they, should they decide to participate, could withdraw from the study at any time without having to give a reason. Patients received information about the study in one PMP session and could then wait until a later time point (ie, time to reflect) to decide whether to participate and give their written consent. To limit the risk that participants provided more positive than negative feedback because of their relationship with the psychomotor physiotherapist, the participants were informed that study results would not affect the psychomotor physiotherapist, the ownership of EPIO was elsewhere, and the psychomotor physiotherapist did not receive any benefits or have any negative consequences, regardless of the study findings. Before the study interviews, participants were also informed that to truly evaluate the program, their honest feedback on EPIO, and about using EPIO in combination with PMP, was needed.

Throughout the study process, the authors adopted a reflexive approach to the dual role of the researcher or psychomotor physiotherapist. This was a point of discussion in all research meetings throughout the process and was also addressed by closely involving two of the coauthors in the data analysis process.

Third, the first author’s professional background as a psychomotor physiotherapist could have influenced the process (ie, from interviews to manuscript write-up) through preconceptions drawing attention to certain aspects of information. The involvement of 2 coresearchers during analysis was, however, actively used to counter such threats to the trustworthiness of the findings [64].

Finally, the results showed that living with pain is overly complex, and a small qualitative study such as this cannot provide information about what contributed the most to participants’ experienced benefits of using EPIO or the combination of EPIO and PMP. As such, factors unrelated to the EPIO tool may have contributed, including regular follow-up by a health care provider and the ability to talk about EPIO at every consultation. The close follow-up may also have contributed to the participants making a greater effort with EPIO than those who did not have the blended care type follow-up. The qualitative in-depth insight provided, even with a small sample, is a major strength of this study.
Conclusions
This study offers insight into chronic pain patients’ experiences with the use of EPIO, an app-based intervention for the self-management of chronic pain, in combination with PMP. Findings indicate that EPIO, used in this blended care context, was experienced as beneficial in raising awareness and finding a better balance between rest and activity; feeling more valuable as a person; and increasing self-acceptance, self-assertion, and hope and in relation to the participants’ pain—seeing pain as less harmful and engaging in more active stress management and coping strategies. In conclusion, this study indicates that a blended care approach combining eHealth self-management interventions such as EPIO with PMP may be of value to patients living with chronic pain.
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Abstract

Background: Latinx gay, bisexual, and other sexual minority men are disproportionately affected by HIV in the United States. As Latinx sexual minority men, particularly those who are foreign-born, experience inequitable access to health services, tailored strategies to engage them for HIV prevention are urgently needed.

Objective: Our study seeks to address the need for enhanced access to HIV prevention among Latinx immigrant sexual minority men. We developed and piloted a culturally sensitive technology-based campaign focused on HIV testing and pre-exposure prophylaxis (PrEP) uptake.

Methods: We used a two-phase approach to assess the feasibility of community-informed social media content in engaging Latinx immigrant sexual minority men for HIV testing and PrEP use. First, we conducted three iterative focus groups with 15 Latinx immigrant sexual minority men to refine the HIV prevention content to be piloted on social media platforms. The finalized content was placed on Instagram and Facebook for 9 days in July and September 2021 to individuals who were in Washington State. Individuals who clicked on the content were directed to a website with additional HIV prevention information. Second, we conducted online surveys (n=60) with website visitors that assessed sociodemographic characteristics, barriers to HIV prevention, and HIV-related transmission risk and prevention behaviors. We conducted descriptive analyses to examine the overall profile of survey respondents and determine the feasibility of culturally informed social media content in reaching Latinx immigrant sexual minority men.

Results: Overall, 739 unique users visited the website during the 9-day period when the social media content was posted on Instagram and Facebook. Our sample included 60 Latinx immigrant sexual minority men who completed the online survey. Participants’ mean age was 30.8 years and more than half (n=34, 57%) completed the survey in Spanish. A quarter of participants indicated that they were unauthorized immigrants and 57% (n=34) reported not having medical insurance. Participants reported, on average, having 6 different sexual partners in the last 6 months. Nearly a third of respondents had not tested for HIV in the last 6 months. Only about half (n=32, 53%) of respondents had used PrEP in the last 12 months.

Conclusions: Community-driven social media and web-based strategies are feasible ways to engage Latinx immigrant sexual minority men who may traditionally lack access to HIV prevention information and services due to structural and social barriers. The results highlight that culturally relevant social media and web-based outreach strategies that are informed and developed by the community can reach Latinx immigrant sexual minority men for HIV prevention. Findings underscore the need to examine the effectiveness of social media content in promoting HIV testing and PrEP uptake in marginalized Latinx populations.

(JMIR Form Res 2022;6(3):e36446) doi:10.2196/36446
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Introduction

Despite significant progress in reducing the number of new HIV infections, there were more than 36,000 new HIV diagnoses in the United States and dependent areas in 2019 [1]. The vast majority of these new diagnoses occurred in gay, bisexual, and other sexual minority men, with Latinx sexual minority men accounting for nearly a quarter of all new HIV infections [1]. Latinx sexual minority men encounter significant social and structural challenges to seeking and receiving appropriate HIV prevention services [2,3]. Specifically, factors such as language barriers, immigration status, education level, and discrimination may be linked to lower uptake of HIV prevention strategies such as HIV testing and pre-exposure prophylaxis (PrEP) use in Latinx immigrant sexual minority men [2,3]. Further, with the unprecedented disruptions related to the COVID-19 pandemic, Latinx immigrant sexual minority men may be less likely to seek in-person care and information for nonurgent conditions, potentially delaying HIV testing and PrEP use. Hence, while effective strategies for HIV prevention and treatment are available, increased efforts to enhance their access and use among Latinx immigrant sexual minority men are urgently needed.

The use of eHealth and related technology has the potential to improve the reach and implementation of HIV prevention strategies for marginalized populations such as Latinx immigrant sexual minority men [4,5]. HIV prevention information delivered via online and social media platforms may offer greater privacy and confidentiality, which may increase the acceptability of accessing HIV prevention resources [5]. eHealth tools have also served as a useful mechanism to deliver information and health services when in-person activities are limited or unavailable due to public health concerns such as COVID-19 [6]. Further, the wide use and availability of the internet and social media applications have made eHealth HIV prevention approaches increasingly accessible for hard-to-reach populations [7,8]. For Latinx immigrant sexual minority men who may be reluctant about seeking health services due to stigma or fear, eHealth may address barriers and support engagement with HIV prevention resources. Yet, despite the growing number of eHealth HIV prevention interventions, there has been limited attention to the acceptability of using eHealth strategies with Latinx immigrant sexual minority men [9,10].

To address the need to tailor HIV prevention programs for specific groups, we sought to enhance understanding of the specific preferences and acceptability of using eHealth strategies for HIV prevention among Latinx immigrant sexual minority men. We conducted an initial qualitative study to examine how to appropriately use social media platforms to recruit and engage Latinx immigrant sexual minority men for HIV testing and PrEP uptake [11]. We also assessed how specific content delivered on social media platforms can address barriers to HIV testing and PrEP in this population. The findings of this study indicated that Latinx immigrant sexual minority men were enthusiastic about receiving HIV prevention information via social media platforms. Participants offered specific suggestions and preferences regarding how social media content should be developed and emphasized that messaging be inclusive, motivational, and positive [11].

Based on the results of this initial study, which are published elsewhere [11], we developed content to be piloted on social media platforms to engage Latinx immigrant sexual minority men for HIV testing and PrEP uptake. This study examines the feasibility of using the culturally tailored content on social media platforms to reach Latinx immigrant sexual minority men for HIV prevention.

Methods

Overview

This feasibility study used a community-based participatory approach and was conducted in Seattle, Washington in partnership with a local community-based organization that serves the lesbian, gay, bisexual, transgender, and queer (LGBTQ+) Latinx community. The first phase of the study involved three focus groups that were developed to finalize the social media content for the study. During the study’s second phase, the finalized content was piloted on social media platforms, and a web-based survey was conducted to assess whether the social media content was successful in reaching Latinx immigrant sexual minority men for HIV testing and PrEP uptake.

Focus Groups

We developed five initial designs of the culturally tailored HIV prevention content to be piloted on social media platforms based on the preferences identified from Latinx immigrant sexual minority men. We conducted three iterative focus groups with 15 Latinx immigrant sexual minority men to further revise the initial designs according to participants’ preferences. During each focus group, participants offered suggestions to edit the content and ensure the cultural sensitivity of the designs. Participants also discussed the rationale behind their suggested changes. We finalized the designs to be piloted on social media platforms after the third and final focus group.

Pilot Testing of the Social Media Content for Latinx Immigrant Sexual Minority Men

The social media content was piloted on social media sites in July 2021. Specifically, the content was placed on Facebook and Instagram over a 9-day period. The content was available to individuals who clicked on the content were directed to a website that offered additional information on HIV testing and PrEP. Specifically, the website was developed with support from the study’s community partner and offered
localized and culturally relevant HIV prevention information in Spanish. Information about how and why to get tested for HIV and use PrEP were included. Additionally, contact information to make an appointment to test for HIV or learn more about PrEP were also available on the website. We conducted an online survey with 60 website visitors to assess whether the social media content was a feasible strategy for reaching Latinx immigrant sexual minority men for HIV prevention. To be eligible to complete the survey, individuals had to meet the following inclusion criteria: be 18 years or older, identify as Hispanic or Latino/a/x, male sex at birth, born outside of the continental United States, and report sex with men. All individuals consented to participate prior to completing the survey. Surveys were completed in Spanish or English based on the participant’s preference.

Measures
Surveys were available in Spanish or English and assessed sociodemographic characteristics, barriers to HIV prevention, and HIV risk and prevention behaviors. Barriers to HIV prevention included not having health insurance and sexual orientation disclosure (whether or not individuals disclosed their sexual orientation to friends who are heterosexual, family members, employers or teachers, and health care providers). We also assessed participants’ perceptions of their community’s tolerance toward individuals who identify as LGBTQ+ (1 strongly disagree, 2 disagree, 3 neither agree nor disagree, 4 agree, 5 strongly agree). Surveys also measured the extent to which participants experienced distress related to COVID-19 (1 no distress, 10 extreme distress). HIV transmission risk behaviors were assessed by the number of sexual partners in the last 6 months, drug or alcohol use before last sex, and condomless anal sex at last sex. HIV prevention behaviors included ever testing for HIV, testing for HIV in the last 6 months, PrEP awareness, and PrEP use in the last 12 months. Descriptive analyses were used to examine the overall profile of website visitors and to determine the feasibility of using community-informed social media content to reach Latinx immigrant sexual minority men in need of HIV testing and PrEP who encounter barriers to HIV prevention.

Ethics Consideration
The authors obtained informed consent from all study participants prior to their participation in the focus groups or web-based surveys. All study procedures were reviewed by the University of Washington Human Subjects Division and qualified for exempt status from federal human subjects regulations.

Results
Focus Groups
The focus groups provided feedback on the language, imagery, and overall designs of the community-informed social media content. The initial versions of the content were revised in the following ways based on focus group feedback: photographs were changed to depict more realistic images of Latinx sexual minority men, additional colors and illustrations were integrated to highlight the empowering aspects of HIV prevention, and designs that were text-focused were included to provide more discreet ways to engage with the content. The finalized content is presented in Figures 1-5.

Figure 1. Culturally tailored social media content for HIV prevention in Latinx immigrant sexual minority men: Be your hero.
Figure 2. Culturally tailored social media content for HIV prevention in Latinx immigrant sexual minority men: Illustrated men. PrEP: pre-exposure prophylaxis.

Figure 3. Culturally tailored social media content for HIV prevention in Latinx immigrant sexual minority men: Favorite sexual position. PrEP: pre-exposure prophylaxis.
Figure 1 states “Take charge of your life with PrEP” and “Be your hero” in Spanish, and presents a multimedia image of a man in the sky. Figure 2 presents an illustrated image of two men and a symbol of PrEP. Figure 3 is text-focused and states, “My favorite sexual position is the one that’s safest” in Spanish with the hashtag “#PrEPWorks.” Figure 4 includes an image of two men with the words “For love,” “For me,” “For him,” in Spanish and “PrEP pill.” Figure 5 states, “It’s okay to play with your food” in Spanish and uses emojis and illustrations to demonstrate that sex with condoms and with PrEP is the “safest sex.” These five designs reflect community priorities, preferences, and needs to receiving information and services related to HIV prevention. For example, the use of “Spanglish” or both English and Spanish in the designs was encouraged as it highlights that many Latinx immigrant sexual minority men speak both Spanish and English. Additionally, participants noted that the use of humor and cheeky language and imagery were an important way to catch their attention. Overall, the content relays the positive and motivational messages sought by focus group participants.

Characteristics of Feasibility Study Survey Respondents

There were 739 unique users who visited the website after clicking the pilot social media content on Facebook or Instagram over the 9-day period. Among the 60 Latinx immigrant sexual minority men who completed the online survey, slightly more than half (n=34, 57%) completed the survey in Spanish. Respondents’ sociodemographic characteristics are presented in Table 1.

The mean age was 31 years, and the average length of time residing in the United States was 14 years. About half of the respondents (n=32, 53%) were born in Mexico and 20% (n=12) reported having less than a high school level education. More than half of the participants (n=35, 58%) reported their religion as Catholic or Christian. A quarter of participants were unauthorized immigrants, while 17% (n=10) were legal permanent residents (Table 1).
Table 1. Characteristics of 60 Latinx immigrant sexual minority men who were reached by the culturally informed pilot social media content.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>30.8 (8.2)</td>
</tr>
<tr>
<td><strong>Country of origin, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>32 (53)</td>
</tr>
<tr>
<td>El Salvador</td>
<td>6 (10)</td>
</tr>
<tr>
<td>Honduras</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Cuba</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Puerto Rico</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Other(^a)</td>
<td>10 (17)</td>
</tr>
<tr>
<td>Length of time in United States (years), mean (SD)</td>
<td>13.9 (8.5)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>12 (20)</td>
</tr>
<tr>
<td>High school or GED(^b)</td>
<td>14 (23)</td>
</tr>
<tr>
<td>Some college</td>
<td>13 (22)</td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td>21 (35)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>9 (15)</td>
</tr>
<tr>
<td>Employed full time</td>
<td>32 (53)</td>
</tr>
<tr>
<td>Employed part time</td>
<td>14 (23)</td>
</tr>
<tr>
<td>In school</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Religion, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Catholic</td>
<td>18 (30)</td>
</tr>
<tr>
<td>Protestant/Christian</td>
<td>17 (28)</td>
</tr>
<tr>
<td>No religion</td>
<td>11 (18)</td>
</tr>
<tr>
<td>Other(^c)</td>
<td>8 (13)</td>
</tr>
<tr>
<td>Atheist</td>
<td>4 (7)</td>
</tr>
<tr>
<td><strong>Immigration status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Legal permanent resident</td>
<td>10 (17)</td>
</tr>
<tr>
<td>Naturalized citizen</td>
<td>8 (13)</td>
</tr>
<tr>
<td>Unauthorized immigrant</td>
<td>15 (25)</td>
</tr>
<tr>
<td>Eligible immigrant</td>
<td>24 (40)</td>
</tr>
<tr>
<td>Temporary resident or other</td>
<td>3 (5)</td>
</tr>
</tbody>
</table>

\(^a\)Other included Argentina, Brazil, Panama, Guatemala, Colombia, Ecuador, and Peru.

\(^b\)GED: General Educational Development.

\(^c\)Other included: Nondenominational or independent, spiritual but not religious, and other.

**Barriers to HIV Prevention**

Select barriers to HIV prevention are presented in Table 2. Approximately 42% (n=25) of respondents indicated that they did not have health insurance. While the majority (n=53, 88%) of participants reported disclosing their sexual orientation to their health care providers, less than three-fourths had disclosed their sexual orientation to friends who are heterosexual or to family members. About half (n=31, 52%) of respondents had disclosed their sexual orientation to employers or teachers. Participants reported an average rating of 3.5 (range 1-5) in community tolerance toward LGBTQ+ individuals. On a scale of 1 to 10 with “1” being no distress and “10” being extreme distress, respondents reported experiencing an average level of 5.0 in COVID-19–related distress.
Table 2. Barriers to HIV prevention and HIV transmission risk and prevention behaviors among Latinx immigrant sexual minority men (N=60).

<table>
<thead>
<tr>
<th>Health insurance, n (%)</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>34 (57)</td>
</tr>
<tr>
<td>No</td>
<td>25 (42)</td>
</tr>
<tr>
<td>Unsure</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

COVID-19–related distress, mean (SD) 5.0 (2.9)
Community LGBTQ+<sup>a</sup> tolerance, mean (SD) 3.5 (1.3)

Sexual orientation disclosure<sup>b</sup>, n (%)  
- Disclosed to friends who are heterosexual 43 (72)
- Disclosed to family members 42 (70)
- Employers or teachers 31 (52)
- Disclosed to health care providers 53 (88)

Number of sexual partners in last 6 months, mean (SD) 6.2 (7.1)
Drug or alcohol use behavior during last sex<sup>c</sup>, n (%) 18 (30)
Condomless anal sex at last sex<sup>c</sup>, n (%) 24 (40)
Ever tested for HIV<sup>c</sup>, n (%) 48 (80)
Tested for HIV in last 6 months<sup>c</sup>, n (%) 42 (70)
Currently using PrEP<sup>d</sup>, n (%) 28 (47)

<sup>a</sup>LGBTQ+: lesbian, gay, bisexual, transgender, and queer.
<sup>b</sup>Data presented indicates respondents who disclosed.
<sup>c</sup>Data presented indicates respondents who reported “Yes” to the question.
<sup>d</sup>PrEP: pre-exposure prophylaxis.

HIV Transmission Risk and Prevention Behaviors

Table 2 also presents respondents’ HIV transmission risk and prevention behaviors. Respondents reported an average of 6.2 sexual partners in the last 6 months and 30% (n=18) indicated using alcohol or drugs during last sex. While the majority (n=48, 80%) of participants had ever tested for HIV, 70% (n=42) had tested for HIV in the last 6 months. Less than half (n=28, 47%) of all respondents were currently using PrEP (Table 2).

Discussion

Primary Findings

Our results demonstrate that the pilot social media content reached a diverse sample of Latinx immigrant sexual minority men. Specifically, we engaged Latinx immigrant sexual minority men who were undocumented, had low levels of education, and were unemployed. While these factors often present challenges to accessing HIV prevention services [3,12,13], culturally tailored social media outreach strategies may provide unique opportunities to obtain HIV prevention information and resources that are traditionally out of reach for these communities. Further, more than half of respondents identified as Catholic or Protestant/Christian, which suggests that our social media content was a feasible approach to engaging Latinx sexual minority men who are members of religious organizations. Prior research has documented that Latinx sexual minority men who are religiously affiliated may experience greater internalized homophobia, which can have detrimental effects on HIV prevention and overall health [14]. While additional studies are needed to better understand the role of religion on HIV prevention in Latinx sexual minority men [15], culturally tailored HIV prevention content delivered via social media applications may provide a potential way to engage religious Latinx communities who may be deterred to access such information due to perceptions of internalized or societal stigma.

Our pilot content was also successful in reaching Latinx immigrant sexual minority men who reported several barriers to HIV prevention, including being uninsured. Not having health insurance can lead to missed opportunities for HIV testing and limit access to preventive health services [16]. As Latinxs have the highest uninsured rate of any racial or ethnic group in the United States [17], eHealth may be a valuable tool for reaching individuals who experience systemic health inequities. eHealth may also be a feasible HIV prevention strategy among Latinx immigrant sexual minority men in diverse contexts. Despite overwhelming challenges due to the COVID-19 pandemic, Latinx immigrant sexual minority men who reported experiencing distress related to COVID-19 engaged with the tailored HIV prevention social media content. Additionally, many respondents reported feeling that their communities were somewhat intolerant of individuals who identify as LGBTQ+.
As sexual minority men who face intolerance and discrimination may be less likely to use HIV prevention services, prevention services and information available through social media platforms may facilitate use among Latinx immigrant sexual minority men by creating a more acceptable environment in which to engage.

Further, a sizeable percent of respondents noted that they had not disclosed their sexual orientation to others, suggesting that many Latinx immigrant sexual minority men who were reached by the social media content may have concerns about prejudice and discrimination in their various social networks. Social media platforms and other eHealth tools can offer methods that may be more acceptable for individuals who seek to conceal their sexual orientation from specific groups and desire a discreet way to obtain HIV prevention services. Taken together, the tailored social media content was a feasible way to reach Latinx immigrant sexual minority men for HIV prevention given that its format and delivery method may overcome prior barriers to using services.

Notably, a considerable percentage of the Latinx immigrant sexual minority men reported engaging in sexual risk behaviors, including having multiple sexual partners, having condomless anal sex, and using drugs or alcohol before sex. Our results also demonstrated gaps in HIV prevention with nearly a third of respondents not having tested for HIV in the last 6 months and more than half not currently using PrEP. Hence, culturally tailored social media content is a feasible way to reach Latinx immigrant sexual minority men who not only experience barriers to HIV prevention but who also exhibit behaviors that may place them at elevated risk for HIV transmission.

Limitations
There are several limitations to this study. First, given that this study was designed to pilot the culturally informed content on Instagram and Facebook, a comparison to Latinx immigrant sexual minority men who did not engage with the social media content was not possible. Despite not having a comparison group, the authors believe that the characteristics of survey respondents highlight the opportunity that eHealth presents for reaching Latinx immigrant sexual minority men in need of HIV prevention services. Second, while the social media content was delivered virtually, the platforms focused on reaching individuals in Washington State and its Latinx population. Therefore, the social media content may not be appropriate or feasible for reaching all Latinx immigrant sexual minority men in the United States, including other locales with different compositions of Latinx immigrant populations. Further, our survey did not capture all individuals who engaged with or were impacted by the social media content. Hence, individuals who did not complete the survey may vary from those reported in this study.

Conclusions
Our culturally relevant social media and web-based outreach strategies that were informed and developed by the community are a feasible way to reach Latinx immigrant sexual minority men for HIV prevention. Community-driven social media and web-based content present opportunities for engaging individuals who may traditionally lack access to HIV prevention information and services. Future research may examine the effectiveness of culturally informed social media content in increasing HIV testing and PrEP use among Latinx immigrant sexual minority men.

Acknowledgments
This study was funded by the University of Washington Latino Center for Health Small Grants Program. JJL was supported by the National Center For Advancing Translational Sciences of the National Institutes of Health under Award Number KL2TR002317. We thank Entre Hermanos for supporting this study.

All figures presented in the study were designed by Najela Shamah of Cake Creative [18].

Conflicts of Interest
None declared.

References


**Abbreviations**

- LGBTQ+: lesbian, gay, bisexual, transgender, and queer
- PrEP: pre-exposure prophylaxis

©Jane J Lee, Joel Aguirre Herrera, José Cardona, Loren Yesenia Cruz, Lésster Munguia, Christopher A Leyva Vera, Gabriel Robles. Originally published in JMIR Formative Research (https://formative.jmir.org), 16.03.2022. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Media Source Characteristics Regarding Food Fraud Misinformation According to the Health Information National Trends Survey (HINTS) in China: Comparative Study

Angela Chang¹,²*, PhD; Peter Johannes Schulz²*, PhD; Wen Jiao¹, MA; Guoming Yu³, PhD; Ya Yang³, PhD

¹Faculty of Social Sciences, University of Macau, Macao, China
²Institute of Communication and Health, Lugano University, Lugano, Switzerland
³School of Journalism and Communication, Beijing Normal University, Beijing, China
*these authors contributed equally

Corresponding Author:
Ya Yang, PhD
School of Journalism and Communication
Beijing Normal University
#15 Xinjiekouwai Street
Haidian District
Beijing, 100875
China
Phone: 86 18810305219
Email: yangya@bnu.edu.cn

Abstract

Background: Ongoing rumors and fake news regarding food fraud, adulteration, and contamination are highly visible. Health risk information circulating through media and interpersonal communication channels has made health crisis an important research agenda.

Objective: This study explored the issue of food fraud and the effect of misinformation. Further, it assessed whether and how these issues have provided evidence-based interventions for food handlers and regulators to mitigate fraud misinformation.

Methods: The Health Information National Trends Survey (HINTS) was adopted for a collaborative study in China, after which a cross-sectional survey with door-to-door interviews was performed. Participants from Beijing and Hefei were selected using multistage sampling of adults in May 2017. Based on 4 government surveillance reports on food rumors and safety incidents, a descriptive analysis, correlation analysis, and analysis of variance were performed on the data.

Results: A total of 3090 results were gathered and analyzed. Among the respondents, 83.6% (2584/3090) heard at least one food rumor. Learning about food fraud was correlated with interpersonal connections (eg, doctors or health specialists) for accessing food health information. Overall, Chinese citizens with a higher level of interpersonal connection were more likely to be concerned about food incidents with a statistical difference ($P<.001$). Interpersonal connection was the most frequent communication source (698/1253, 55.7%), followed by traditional media (325/1253, 25.9%) and internet portals (144/1253, 11.5%). There was a significant relationship between media use and media category in Beijing ($P<.001$) and Hefei ($P<.001$). Overall, responses to food fraud and incident risks were lower in Beijing than in Hefei ($P=.006$). The respondents in Beijing were confronted more frequently by food rumors (range 346-1253) than those in Hefei (range 155-946). The urban dwellers in Beijing and their rural counterparts in Hefei also differed in terms of perceiving different levels of food risks from different media sources. The food rumor narratives that examined the conspiracy belief showed that social media played more important roles in influencing attitudes against misinformation for users in Hefei than in Beijing.

Conclusions: This study shows that consumers have to be on guard against not only fake food, but also spreading fake information and rumors, as well as conspiracy beliefs involving fake food. This study focused on characterizing media sources, types of food fraud misinformation, and risk perceptions of food safety, which mix urgency and suspicion, and attempted to provide evidence-based interventions for risk management guidance, with the hypothesis of significant correlations between media types and sources, and consumer exposure and perception levels of food rumors and risks.

(JMIR Form Res 2022;6(3):e32302) doi:10.2196/32302
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risk assessment; food rumor; risk management; conspiracy narratives; population health; food safety

Introduction

Background

Food fraud has been practiced since ancient times but has become more sophisticated in recent years. The recent food supply chains have become complicated and accelerated in local markets. Government authorities may be able to trace some imported contaminated food items; however, they are smuggled from one country to another with switched packaging and altered production dates. Thus, the risk of food fraud has broadened to include the global population [1]. Food fraud that involves items, such as infant milk formula, olive oil, and Scotch whisky, has been examined for perception and attitude learning among consumers in first- and second-tier cities in China [2], and the conclusion indicated that food fraud represents a food hazard and poses a threat to the authenticity, quality, and reliability of food.

Investigating food fraud is an emerging research idea and is a newly defined area of food protection [1,3,4]. Food fraud is an intentional act for economic gain, whereas a food safety incident may be an unintentional act with unintentional harm [5]. Thus, studying food fraud and adulterants mainly focuses on food safety (eg, pesticide residue) and food defense with malicious intent to harm (eg, terrorism attack). Food fraud and adulteration are principally motivated by economic drive; however, food fraud–related public health risks are often riskier than traditional food safety threats [1,6]. This is because food contaminants are complicated risks, which may involve chemical, microbial, physical, and allergenic contaminants with food fraud conditions. This also explains why food handlers have a responsibility to ensure that the food they prepare is free from these contaminants and safe for the consumer [7].

In recent decades, health information has been particularly exposed to rumors, incidents, and fake news [6,8,9]. Until the recent 10 years, little was known about the access, sources, and trust levels of food fraud and related information, or factors that facilitate or hinder communication on a population-wide basis [10-12]. In order to help fill this gap, researchers have tried to employ conspiracy beliefs to explain health-related matters. Conspiracy beliefs adjoined to health information are reportedly on the rise and are beginning to receive significant attention (eg, water fluoridation, vaccines, cell phones, unhealthy diets, and alternative medicine) [9,13-15].

More recently, the outbreak of food incidents and rumors has provided evidence of how the spread of conspiracy thinking has reached beyond the narrow confines of individual or group believers [16-18]. A conspiracy belief works through emotional appeals and implausibility, which can be used as a rhetorical device to appeal to the emotions of a significant number of the public [19,20]. The conspiracy belief is significantly associated with health worries while considering variables such as demographics, ideology, and health perceptions [8,21]. However, it remains unclear whether the objective information of conspiracy beliefs matters.

China’s food safety rumors and concerns involve fraud, implicated foods, adulterants, contaminants, and abnormal conditions, as well as concerned food sources [4]. For many in China, the term genetically modified foods (GMFs) evokes negative reactions as it is usually connected with food safety concerns such as poisoned seeds or contaminated fields [22]. Vast food fraud and related studies have focused on GMFs for supposed damage [23-26].

While academia researchers, government regulators, and industry practitioners alike struggle with this evolving issue [4,27], the terms and definitions of food fraud should include deliberate substitution, dilution, counterfeiting, or misrepresentation of food, ingredients, or packaging, as well as false or misleading statements made about a food product. All these examples of food fraud can have a negative impact on the quality and safety aspects of food, some of which have resulted in serious illnesses and even fatalities, damaging trust in domestically produced and imported food.

Media Exposure of Food Health Risk

Little is known about the sources and trust of food fraud information hindering communication on a population-wide basis. The Health Information National Trends Survey (HINTS) was developed to help fill this gap [28,29]. The HINTS reported that around 50% of American respondents preferred to go to their physicians for specific health information [30]; however, when asked where they actually went, up to 48.6% of respondents reported going online first.

People’s perceptions of health risks are initially determined by the scope and width of coverage from the media for the most part [8]. With the growing influence of social media in the public sphere, the communication of alternative health discourse often circulates in opposition to the mainstream or government-owned media [31-33]. Consequentially, the narratives supporting alternative health discourses have increasingly become the growing consensus for laymen rather than health professionals or policymakers [24,34,35].

In order to determine the extent of health conspiracism in public, social media might play an increasingly important role in active information-seeking behavior [15,36]. Although previous studies provide important insights for understanding active seeking behavior, they neglect the incidental seeking behavior of health information.

The steady growth of food safety rumors and incidents would increase citizens’ concerns, but media themselves inform, circulate, and even amplify the food safety risk perceived. In fact, tensions arise between medical science protecting the collective well-being and the emotive amplification of groups concerned with individual health. Such exchanges have developed in food health and safety discourses, with online forums working as echo chambers [37].
Goal of This Study

The narratives of scandals and rumors might correlate with media sources and impact actual health information seeking behaviors. Thus, this study focused on characterizing media sources, the types of food fraud misinformation, and the risk perception of food safety, which mixes urgency and suspicion.

The information regarding food risks and safety is becoming more relevant [7]. If information is viewed in a more comprehensive and complex way, the resulting importance of the topic would encourage clarification of the types of food fraud and consequential which conspiracy beliefs are salient and whether the public has prescribed to these beliefs.

Research Questions

The abovementioned conspiracy beliefs are associated with the behavior of seeking information that impacts food fraud. Thus, the risk perceptions of food could be different for passive information seeking behavior. Concomitantly, demographic variables are significantly related to the concerns of food fraud and adulteration type [7,38]. Thus, the following 5 research questions were raised: (1) What types of food fraud–related incidents and rumors are spreading fear in China, regarding food safety concerns? (2) Are the conspiracy beliefs associated with demographic variables, such as income, age, gender, and education? (3) Is learning about food fraud correlated with media type and source? (4) Are citizens with more social media exposure more likely to be concerned about food rumors and scandals? (5) Is there any difference in the perception level of food risk between urban dwellers and their rural counterparts?

Methods

Data Collection

The Health Information National Trends Survey in China (HINTS-China) project extends the established HINTS from the United States [11,39,41]. The questionnaire was built upon the research framework of the HINTS by using identical core questions, as well as adding unique food fraud health misinformation and concerns, and communication characteristics for the Chinese public. It is a cooperative project supported by Beijing Normal University, George Mason University, the National Cancer Institute in the United States, the Chinese Food and Drug Administration, and the Chinese Health Media Group. The HINTS-China was approved by the institutional review board of the School of Journalism and Communication, Beijing Normal University in 2017.

Data were collected in 2017 from Beijing, the capital city of the People’s Republic of China, and Hefei, a second-tier and capital city in Anhui Province. Considering the different developments in political and economic applications, this study compared the commonalities and differences of the 2 locations to learn the impacts of food rumors and incidents on consumers [11,39,42,43]. With respect to urban and rural respondents, it aimed to provide a picture of the information communication strategy and risk assessment.

A multistage stratified sampling method was employed, and the procedure included training interviewers for door-to-door interviews between March to May in 2017. The interviews took place from May 9 to 24, 2017. One member aged 18 years or above from each household was requested to take part. Respondents who took part in the survey gave their written consent [43].

Conspiracy Narratives of Food Misinformation

The spread of malicious or accidental rumors online, particularly regarding food in real-world emergencies, can have harmful effects on the society. Thus, 8 highly publicized narratives of food risks were officially identified as rumors before implementing the HINTS-China. The veracity of food rumors comprised a range of food additives, fraudulent activities, adulterant substances, GMFs, and food contamination. For example, suspected rumors of food narratives were as follows: “seaweed (nori) is made out of black plastic,” “big and sweet strawberries are with excessive swelling agent,” and “seedless grapes are covered with contraceptives.” A list of food fraud narratives with English translations is displayed in Textbox S1 in Multimedia Appendix 1.

Health Risks of Food Fraud

Eleven heated food safety incidents in 2016 were exposed. These were included in the HINTS-China to measure consumers’ awareness and perception of health risks. The veracity of negative food exposure comprised the food-origin story, food additives, adulterants, authenticity, crime, contamination, integrity, quality, and food security. For instance, the narratives regarding food safety were as follows: “seafood from radiated areas in Japan were smuggled into China,” “more than 100 tons of expired milk powder from New Zealand was illegally repackaged and sold in Shanghai,” “A Vietnam yogurt brand with three-no yogurt (low-quality product with no manufacturer name, no production site, and no production hygiene license code) entered the market in many cities in mainland China, and the product was seized by the China Food & Drug Administration (CFDA),” and “A food ordering platform was accused of partnering with an unlicensed restaurant with poor sanitary conditions by a government-owned television program.” A list of health risks of food incidents with safety concerns is shown in Textbox S2 in Multimedia Appendix 1.

Detection and Verification Mechanism

Many food risk concerns and incidents in China were initially reported by central official surveillance and then by local media. The state-owned news media detected food fraud and adulteration in news content and also delivered information concerning food authenticity and integrity. The salient features of rumors and food safety were identified from the following 2 official sources: People’s Daily Online (人民網) and Xinhuanet (新華網) [4,44]. People’s Daily is supported by the Central Committee of the Chinese Communist Party, while the Xinhua Press Agency is an official agency and is the largest news agency in the world.

Two more sources joined the verification mechanism of food rumors and incidents, namely, Chinese Health Daily News (中国健康报) and CNPharm.com (中国食品药品网). Online media provide professional and reliable information under the supervision of the National Health Commission. It has been
confirmed that all of the 8 popular rumors in Textbox S1 in Multimedia Appendix 1 are false, while the narratives of the 11 food scandals in Textbox S2 in Multimedia Appendix 1 reflect the facts in 2016, though 2 of them are not accurate.

**Measurements**

We measured the conspiracy narratives of food fraud, rumors, incidents, safety issues, characteristics of media sources, and scale descriptions. In particular, the measurements of the narratives of food rumors and incidents were to learn whether the media sources that people searched for on hearing about a statement were trustworthy.

The established measures included a dichotomous answer of yes/no for having heard about each food rumor or incident. It was followed by a 5-point Likert scale for the measurement of the degree of trust, ranging from 1 (completely trust) to 5 (completely distrust), with a higher score indicating a higher distrust of the food rumor and a lower score indicating a lower distrust of the food rumor. The socioeconomic information measured included gender, age, ethnic group, occupation, marital status, highest level of education, and monthly income.

Regarding the media source, the HINTS-China measured the media use behavior regarding seeking general information and health information. The first question focused on 12 media characteristics, either general purpose or health/medical-related information in the past 12 months. A dichotomous question checked people’s active information seeking process regarding health/medicine. Moreover, a total of 25 media sources were provided to learn their impact on food rumors and incidents. In order to merge the media sources, the following 5 categories were established for analysis: (1) interpersonal media, (2) public organizations, (3) traditional media, (4) internet portals, and (5) social media (Multimedia Appendix 2). One media option was excluded from the analysis because it appeared that none or very few people had accessed it (less than 1%).

Descriptive and correlation analyses were performed using SPSS 24 (IBM Corp). For any accessed media that connected with food misinformation and food safety issues, analysis of variance (ANOVA) was employed, which determined whether the influence of media use mediated the conspiracy narratives of food rumors and incidents.

**Results**

**Descriptive Analysis**

As of May 2017, we conducted the survey and data collection, which was funded by CFDA and Chinese Health Media Group in January 2017, and approved by the institutional review board at the School of Journalism and Communication, Beijing Normal University in March 2017. After 16 dates of data collection (May 9 to 24), 3090 samples were collected, and the number of valid questionnaires was 2584, including 1462 in Beijing and 1122 in Hefei, after list-wise deletion of missing values. The preliminary description was made in August 2017, and further data analysis was performed in May 2020.

The response rate was 42.65% for Beijing and 57.35% for Hefei (out of 3090 participants). The dominant ethnic group was Han Chinese, ranging from 98.0% (1433/1462) in Beijing to 99.5% (1116/1122) in Hefei. Respondents’ ages ranged from 18 to 60 years (mean 38.02 years, SD 11.16) in Beijing, but the respondents were younger on average in Hefei (mean 32.26 years, SD 11.23). In Beijing, respondents were predominantly female (920/1462, 62.9%), married or in cohabitation (1199/1462, 82.0%), and high school educated (553/1462, 37.8%). In comparison, Hefei’s respondents were predominantly female (677/1122, 60.3%), married or in cohabitation (1199/1462, 82.0%), and high school educated (553/1462, 37.8%). In comparison, Hefei’s respondents were predominantly female (677/1122, 60.3%), married or in cohabitation (696/1122, 62.0%), and college educated with a bachelor’s degree (351/1122, 31.3%). Table 1 displays the sociodemographic findings of respondents in Beijing and Hefei in 2017.
### Table 1. Sociodemographic findings of respondents in Beijing and Hefei in 2017.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Beijing (N=1462), n (%)</th>
<th>Hefei (N=1122), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>542 (37.1)</td>
<td>445 (39.7)</td>
</tr>
<tr>
<td>Female</td>
<td>920 (62.9)</td>
<td>677 (60.3)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General staff in the organization</td>
<td>342 (23.4)</td>
<td>82 (7.3)</td>
</tr>
<tr>
<td>Worker or self-employed</td>
<td>307 (21.0)</td>
<td>289 (25.8)</td>
</tr>
<tr>
<td>Business service staff</td>
<td>229 (15.7)</td>
<td>45 (4.0)</td>
</tr>
<tr>
<td>Retiree or unemployed</td>
<td>267 (18.3)</td>
<td>151 (13.5)</td>
</tr>
<tr>
<td>Government administrator</td>
<td>15 (1.0)</td>
<td>29 (2.6)</td>
</tr>
<tr>
<td>Professional technician</td>
<td>95 (6.5)</td>
<td>101 (9.0)</td>
</tr>
<tr>
<td>Enterprise administrator</td>
<td>88 (6.0)</td>
<td>116 (10.3)</td>
</tr>
<tr>
<td>Education sector</td>
<td>37 (2.5)</td>
<td>54 (4.8)</td>
</tr>
<tr>
<td>Student</td>
<td>31 (2.1)</td>
<td>207 (18.4)</td>
</tr>
<tr>
<td>Private entrepreneur</td>
<td>24 (1.6)</td>
<td>36 (3.2)</td>
</tr>
<tr>
<td>Agricultural laborer</td>
<td>27 (1.8)</td>
<td>12 (1.1)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or cohabiting</td>
<td>1199 (82.0)</td>
<td>696 (62.0)</td>
</tr>
<tr>
<td>Single, never married</td>
<td>243 (16.6)</td>
<td>399 (35.6)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school or below</td>
<td>28 (1.9)</td>
<td>30 (2.7)</td>
</tr>
<tr>
<td>Junior middle school</td>
<td>288 (19.7)</td>
<td>148 (13.2)</td>
</tr>
<tr>
<td>High school</td>
<td>553 (37.8)</td>
<td>200 (17.8)</td>
</tr>
<tr>
<td>Junior college</td>
<td>362 (24.8)</td>
<td>308 (27.5)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>219 (15.0)</td>
<td>351 (31.3)</td>
</tr>
<tr>
<td>Master’s degree or above</td>
<td>12 (0.8)</td>
<td>85 (7.6)</td>
</tr>
<tr>
<td><strong>Individual income (RMB)a</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No income</td>
<td>76 (5.2)</td>
<td>243 (21.7)</td>
</tr>
<tr>
<td>Below 1000</td>
<td>11 (0.8)</td>
<td>28 (2.5)</td>
</tr>
<tr>
<td>1000-2499</td>
<td>194 (13.3)</td>
<td>203 (18.1)</td>
</tr>
<tr>
<td>2500-4999</td>
<td>719 (49.2)</td>
<td>378 (33.7)</td>
</tr>
<tr>
<td>5000-9999</td>
<td>413 (28.2)</td>
<td>210 (18.7)</td>
</tr>
<tr>
<td>10,000 or above</td>
<td>49 (3.4)</td>
<td>60 (5.3)</td>
</tr>
</tbody>
</table>

*a 1 RMB = 0.158 USD.

Overall, interpersonal communication was observed to be the most favorable first choice of media use for accessing food risk information (n=1466), followed by internet portals (n=464) and traditional media (n=425). A chi-square test of independence showed that there was a significant relationship between media use and media category in Beijing ($\chi^2 = 68.223; P < .001$) and in Hefei ($\chi^2 = 78.529; P < .001$). The rank of media preference greatly impacts food information outcomes. The additional insight shows that merging use of media sources mimics the way we now consume content across devices and platforms. Table 2 outlines the ranking of media sources for accessing food information in Beijing and Hefei.
Specifically, in Beijing, seeking doctors’ or health specialists’ advice concerning food risk information was presented most frequently (264/362, 72.9%), followed by a family member (197/324, 60.8%) and television (57/162, 35.2%). However, in Hefei, seeking doctors’ or health specialists’ advice remained the first option (112/151, 74.2%), followed by a family member (85/169, 50.3%) and friends and colleagues (69/167, 41.3%). Multimedia Appendix 3 displays the preferred media for accessing food risk and related information in Beijing and Hefei.

An average of 83.6% (n=2584) of Chinese respondents heard at least one food rumor, which included 95.7% (n=1462) from Beijing and 71.8% (n=1122) from Hefei. The respondents in Beijing were confronted more frequently by food rumors (range 346-1253) than those in Hefei (range 155-946). Interpersonal connection was the most frequent communication source (698/1253, 55.7%), followed by traditional media (325/1253, 25.9%) and internet portals (144/1253, 11.5%).

The K-means cluster identified 2 groups of users for learning narratives regarding food rumors. To be specific, in the high conspiracy belief group in Beijing, the category of interpersonal connection had the highest frequency of learning food rumor (130/275, 47.3%), followed by traditional media (72/275, 26.2%) and internet portals (49/275, 17.8%). A chi-square test of independence examined the conspiracy belief and media sources, and showed statistical significance ($\chi^2=20.08$ [n=1253]; $P=.001$). A similar trend was also observed for the respondents in Hefei. For high conspiracy belief respondents, the category of interpersonal communication was the most frequent media source (182/346, 52.6%), followed by traditional media (113/346, 32.7%) and internet portals (31/346, 9.0%). However, there was no statistical significance for the high and low conspiracy beliefs in Hefei. Table 3 displays the crosstab comparison of conspiracy beliefs with access to the different categories of media sources in Beijing and Hefei in 2017.

The top publicized food rumor in Beijing was counterfeit seaweed (mean score 2.98, SD 1.05), followed by GMF involving chicken with 6 wings (mean score 2.69, SD 0.83) and seedless grapes with contraceptives (mean score 2.62, SD 0.96). In comparison, the most highly publicized rumor in Hefei was counterfeit seaweed (mean score 2.86, SD 0.98), followed by seedless grapes with contraceptives (mean score 2.65, SD 0.86) and GMF involving chicken with 6 wings (mean score 2.62, SD 0.90). Table 4 outlines the analysis of food fraud with rumors and its correlation with consumer conspiracy beliefs in Beijing and Hefei.
Table 4. Correlation analysis of food fraud with rumors and consumer trust in Beijing and Hefei.

<table>
<thead>
<tr>
<th>Food rumors and related terms</th>
<th>Beijing (n=1462), mean score (SD)</th>
<th>Hefei (n=1122), mean score (SD)</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Food counterfeit: seaweed</td>
<td>2.98 (1.05)</td>
<td>2.86 (0.98)</td>
<td>0.044</td>
</tr>
<tr>
<td>2. Addictive: strawberry</td>
<td>2.12 (0.82)</td>
<td>2.49 (0.79)</td>
<td>-0.012</td>
</tr>
<tr>
<td>3. Safety: microwaved food</td>
<td>2.45 (0.93)</td>
<td>2.60 (0.84)</td>
<td>-0.050</td>
</tr>
<tr>
<td>4. Implicated food: instant noodles</td>
<td>1.98 (0.84)</td>
<td>2.28 (0.84)</td>
<td>-0.103a</td>
</tr>
<tr>
<td>5. Contaminated: crayfish</td>
<td>2.45 (1.03)</td>
<td>2.47 (0.96)</td>
<td>-0.013</td>
</tr>
<tr>
<td>6. Safety: hookworm in pork</td>
<td>2.32 (0.97)</td>
<td>2.62 (0.99)</td>
<td>-0.076</td>
</tr>
<tr>
<td>7. GMF&lt;sup&gt;b&lt;/sup&gt;: Six-wing chicken</td>
<td>2.69 (0.83)</td>
<td>2.62 (0.90)</td>
<td>-0.046</td>
</tr>
<tr>
<td>8. Authenticity: seedless grapes with contraceptives</td>
<td>2.62 (0.96)</td>
<td>2.65 (0.86)</td>
<td>-0.004</td>
</tr>
</tbody>
</table>

<sup>a</sup>P<.01.  
<sup>b</sup>GMF: genetically modified food.

The K-means cluster identified 2 groups of distrust levels for learning narratives regarding food rumors. All of the narratives regarding food fraud with rumors showed a statistical significance between users with a low level of distrust and their counterparts with a high level of distrust in Beijing and Hefei.

Specifically, more users with a higher score indicated a high distrust of food rumors, such as “counterfeit seaweed” (202/638, 31.7%) and “implicated food of instant noodles” (275/1253, 21.9%) in Beijing. In comparison, a low distrust of food rumors, such as the implicated food narrative “instant noodles are junk food” (600/946, 63.4%) and another narrative “crayfish are genetically modified crops which deals with corpses and grows in unsanitary water with exceeded heavy metals” (266/296, 89.9%), was prevalent in Hefei. Interestingly, much more users in Hefei distrusted the rumor narrative “big and sweet strawberries are with excessive swelling agent” (235/547, 43.0%) than their counterparts in Beijing (27/800, 3.5%). Another rumor regarding the use of genetically modified chicken with 6 wings by KFC also had contrasting trust levels in the 2 cities, with lower distrust in Beijing (94/794, 11.8%) and higher distrust in Hefei (182/449, 40.5%).

Table 5. Comparison and analysis of distrust levels of rumors among users in Beijing and Hefei.

<table>
<thead>
<tr>
<th>Food fraud and related terms</th>
<th>Beijing users</th>
<th>Hefei users</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low, n (%)</td>
<td>High, n (%)</td>
</tr>
<tr>
<td>1. Food counterfeit: seaweed</td>
<td>436 (68.3)</td>
<td>202 (31.7)</td>
</tr>
<tr>
<td>2. Addictive: strawberry</td>
<td>773 (96.5)</td>
<td>27 (3.5)</td>
</tr>
<tr>
<td>3. Safety: microwaved food</td>
<td>646 (90.2)</td>
<td>70 (9.8)</td>
</tr>
<tr>
<td>4. Implicated food/safety: instant noodles</td>
<td>978 (78.1)</td>
<td>275 (21.9)</td>
</tr>
<tr>
<td>5. Contamination/quality/genetically modified food: crayfish</td>
<td>381 (87.4)</td>
<td>55 (12.6)</td>
</tr>
<tr>
<td>6. Safety/authenticity: pork hookworm</td>
<td>426 (88.6)</td>
<td>55 (11.4)</td>
</tr>
<tr>
<td>7. KFC GMF&lt;sup&gt;b&lt;/sup&gt;: Six-wing chicken</td>
<td>700 (88.2)</td>
<td>94 (11.8)</td>
</tr>
<tr>
<td>8. Authenticity: grapes with contraceptives</td>
<td>302 (87.3)</td>
<td>44 (12.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup>GMF: genetically modified food.

The terminology within the domain of food fraud and rumors included the following: food authenticity, food additive, food safety, food contamination, implicated food, and questionable GMF sources. The most significant misinformation of food fraud in rumors included “seaweed is made out of plastic” ($\chi^2 = 29.26; P < .001$), “crayfish are GM crops” ($\chi^2 = 29.87; P < .001$), “hookworm in pork” ($\chi^2 = 40.18; P < .001$), and “seedless grapes were sprayed with contraceptives” ($\chi^2 = 19.95; P < .001$) in Beijing. In comparison, only 1 issue regarding the rumor “seaweed is made of plastic” with different levels of distrust attitudes showed statistical significance in Hefei ($\chi^2 = 17.66; P < .001$).
The top publicized food incidents perceived in Beijing were branded contaminated yogurt from Vietnam (mean score 4.08, SD 1.27), followed by suspected tainted tap water (mean score 4.02, SD 1.29) and expired milk powder from New Zealand (mean score 3.99, SD 1.31). In comparison, the most highly publicized news exposure in Hefei was the use of poppy shells in a chain restaurant in Beijing (mean score 4.12, SD 1.09), followed by a tainted sesame product (mean score 4.02, SD 1.12) and branded contaminated yogurt from Vietnam (mean score 4.01, SD 1.16). Table 6 outlines the analysis of food fraud items in scandals correlated with measuring consumer conspiracy beliefs between Beijing and Hefei.

<table>
<thead>
<tr>
<th>Food incident and related terms</th>
<th>Beijing (n=1462), mean score (SD)</th>
<th>Hefei (n=1122), mean score (SD)</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Implicated foods/abnormal conditions: fish out of shelves</td>
<td>3.67 (1.34)</td>
<td>4.03 (1.04)</td>
<td>-0.033</td>
</tr>
<tr>
<td>2. Food quality/security: delivery</td>
<td>3.19 (1.46)</td>
<td>3.53 (1.22)</td>
<td>-0.073a</td>
</tr>
<tr>
<td>3. Food adulterant: beef with duck meat</td>
<td>3.73 (1.37)</td>
<td>3.96 (1.13)</td>
<td>-0.060a</td>
</tr>
<tr>
<td>4. Food crime: poppy shells</td>
<td>3.74 (1.40)</td>
<td>4.12 (1.09)</td>
<td>-0.080b</td>
</tr>
<tr>
<td>5. Food authenticity: fake milk powder</td>
<td>3.86 (1.34)</td>
<td>3.49 (1.29)</td>
<td>0.040</td>
</tr>
<tr>
<td>6. Food contaminant/security: radiation in seafood</td>
<td>3.65 (1.39)</td>
<td>3.47 (1.31)</td>
<td>-0.040</td>
</tr>
<tr>
<td>7. Food quality: expired dairy products</td>
<td>3.99 (1.31)</td>
<td>3.95 (1.13)</td>
<td>-0.049</td>
</tr>
<tr>
<td>8. Food contaminant: tainted sesame</td>
<td>3.86 (1.35)</td>
<td>4.02 (1.12)</td>
<td>-0.046</td>
</tr>
<tr>
<td>9. Food quality: frozen meat</td>
<td>3.90 (1.37)</td>
<td>3.81 (1.24)</td>
<td>-0.068a</td>
</tr>
<tr>
<td>10. Food quality/contaminant: yogurt</td>
<td>4.08 (1.27)</td>
<td>4.01 (1.16)</td>
<td>-0.019</td>
</tr>
<tr>
<td>11. Food contaminant: suspected tainted water</td>
<td>4.02 (1.29)</td>
<td>3.95 (1.16)</td>
<td>-0.022</td>
</tr>
<tr>
<td>Subtotal</td>
<td>3.79 (1.00)</td>
<td>3.85 (0.80)</td>
<td>-0.082b</td>
</tr>
</tbody>
</table>

The food fraud incidents and related terminology included food authenticity, food additive, food adulterant, food contamination, implicated food, food quality, and concerned sources with GMFs. The K-means cluster also identified 2 groups with distrust levels (low vs high) against negative food reports. All of the narratives regarding food fraud with scandals showed a significant difference between low-level distrust users and their high-level distrust counterparts in Beijing and Hefei.

Overall, responses to the food fraud and incident risks were lower in Beijing than in Hefei ($r$=-0.082; $P$=.006). The following 4 scandals reflected different perceptions between dwellers in Beijing and Hefei: food hygiene on an online food ordering platform ($r$=-0.073; $P$=.014), food adulteration by mixing beef with duck meat ($r$=-0.060; $P$=.046), food crime by using poppy shells ($r$=-0.080; $P$=.007), and food quality in problematic frozen meat ($r$=-0.068; $P$=.02). Multimedia Appendix 5 shows the comparative analysis of the groups (low and high distrust) for accessing media sources in learning about food in fraud and negative reports in Beijing and Hefei.

**Discussion**

**Principal Findings**

The main findings of this study were that around 73.6% (out of 2584) of Chinese respondents preferred to go to their physicians for querying food health information first; however, when asked where they actually went and got access to food rumors, up to 36.6% (out of 1462) of Beijing respondents and 55.6% (out of 1122) of Hefei respondents reported going online first. Interpersonal connection had the highest frequency among communication sources (698/1253, 55.7%). There was a significant relationship between media use and media category ($P$<0.001). Overall, responses to the food fraud and incident risks were lower in Beijing than in Hefei ($P$=.006). The urban dwellers in Beijing and their rural counterparts in Hefei also differed in terms of perceiving different levels of food risk from different media sources.

Foods or raw ingredients most likely to be targeted for intentional acts, and there is zero tolerance from the food safety incidents involving criminal conduct are considered as intentional acts, and there is zero tolerance from the food regulators in China. Consumers have to be on guard against not only fake food, but also spreading fake information and rumors about food.

Most Chinese respondents were principally confronted with food rumors through interpersonal connections, followed by traditional media and internet portals. Believing in conspiracies supports alternative views to construct radical beliefs in social uncertainty, and laypeople are now creating new articulations of discourse in the public sphere. This is because of their
innovative and often subversive language. Despite the characterization of conspiracy beliefs as paranoid by some in public discourse, they remain robust sources of skepticism regarding important public health recommendations able to prevent the spread of rumors.

For example, a food rumor regarding seafood products being exposed to radiation has been highly publicized. Many countries, including China, have banned seafood imports from Fukushima and other Japanese prefectures due to contamination of surrounding waters [45]. Further, the massive 2011 Fukushima nuclear disaster led to dramatic price drops in Japanese seafood. Consumers were warned that radiation continues to negatively impact marine life in the vicinity of Fukushima. Thus, many consumers believe that seafood products have high levels of radiation that can cause irreversible damage to human cells. Although 10 years have passed since the disaster, the appetite of many consumers of Japanese seafood has remained low.

In our analysis of the prevalence of food incident–related conspiracy beliefs, we found that acceptance of those beliefs highlighted the narratives of seafood contaminants for Beijing respondents (mean score 3.65, SD 1.39) and the narratives of food crime in adding poppy shells for Hefei respondents (mean score 4.12, SD 1.09). Overall, the level of conspiracy belief acceptance grew over the issues of food quality and contamination in Beijing, while the level of acceptance was increasing over the issues of food crime and contamination in Hefei. As with many conspiracies, these beliefs can be accepted by the same person despite their logical incompatibility. It is argued that the underlying distrust of food supply and chain systems in a local market rather than merely the consistency of the media content appears to motivate their acceptance.

It may be difficult to understand how people could believe the rumor that seaweed is made out of plastic or chickens used by the KFC fast food chain were genetically modified to have 6 wings and 8 legs. Nonetheless, food fraud involving some food category or with specific global brands (eg, KFC, Abbott, and Beimngmate) has become an issue influencing conspiracy belief and causing economic loss. The rumors appeared in posts on WeChat, and the defamatory messages were read widely. The rumors are just some of many fake food stories going viral, where fears about the safety of food products have become deep-seated in the wake of major cases of food contamination, and food framed as artificial and dangerous may also function as a counterpoint to promote safe and sustainable food in China [46].

Weibo and WeChat were found to be the most used social media for accessing food information in China. For example, a video clip of news was circulated widely and had morphed into dozens of versions, accruing more than 2 million views on Weibo, China’s most popular social media platform. Nonetheless, there is an abundance of social media in China without gatekeepers for polarized communities within which antagonistic spheres are created, although they do foster engagement with food fraud discussion as well.

**Limitations**

Although the HINTS-China provides evidence of media use in the persistence of conspiracy beliefs regarding food fraud rumors, it is almost impossible to disentangle the actual risks perceived from media exposure by researchers. Concomitantly, because we rely on self-reports of recall behavior, we cannot confirm that those reports reflect actual behavior. We also lack evidence to claim purposeful information-seeking behavior and the scanning use of health risk information on food fraud, since our study solely relied on a self-report method.

Another limitation that needs to be recognized is that it is not feasible to generalize the national probability sample to the Chinese population since the survey is only applicable to changes that occurred in 2017. The types of food fraud incidents in China are underrepresented. The effects of media use on food fraud conspiracy beliefs beyond that period remain to be studied. Finally, despite the ability to observe differences in conspiracy beliefs associated with media use in 2 cities, we cannot make strong causal claims because it still remains possible that characteristics other than those for which we controlled drove the changes in those beliefs.

**Conclusion**

Passive media information seekers or those with information-scanning behavior were the majority who were exposed to information that was gathered incidentally from sources within their environment. Consequently, majority of respondents in Beijing and Hefei preferred to use interpersonal connection for learning food safety concerns, while very few respondents reported access to media run by public organizations for the same purpose. Nonetheless, the food fraud narratives examined according to the conspiracy belief showed that social media play important roles in influencing the attitude against negative reports, and 9 out of 11 food incidents tended to be perceived with higher conspiracy belief among Hefei respondents.

Food fraud is characterized with the intent to harm and is mainly done for economic gain. Thus, the main events of food fraud that occurred in 2016, specifically those associated with food rumors and incidents, were summarized in this study. The typical food fraud covered food adulteration, authenticity, contamination, crime, integrity, protection, quality, and safety, which were used as prompts for attitudinal and perceptual elicitation. Many food rumors place particular emphasis on compositional aspects of food, such as texture, color, and shape. They also involve food origin, geographical consideration, rearing or production systems, processing, and storage, among others. Food fraud regarding food originating from Japan, Vietnam, and New Zealand implies that the information concerning food fraud in these countries may negatively affect the valuation of import locations.

The food rumor narratives that examined the conspiracy belief of distrust degree showed that consumers with prior knowledge of food fraud incidents decreased the valuation of the sources less when they received further information about food fraud. Fueled by constant access to mobile devices, daily online media consumption has increased steadily since 2017. Chinese adults...
tend to spend more time each day listening to, reading, watching, or interacting with online media; however, their voracious appetite for digital content exists alongside a continued fondness for traditional media outlets. Furthermore, the results implied that prior consumer knowledge and later response to fraudulent behavior in a product can spread to other products.
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Abstract

Background: Noncommunicable disease (NCD)–related deaths account for 71% of deaths worldwide. The World Health Organization recently developed a global action plan to address the impact of NCDs, with the goal of reducing the number of premature NCD-related deaths to 25% by the year 2025. Appropriate therapeutic adherence is critical for effective disease management; however, approximately 30%-50% of patients with an NCD do not comply with disease management activities as prescribed. Web-based patient communities can represent platforms from which specific information on patients’ perception of treatment adherence can be gathered outside of a clinical trial setting.

Objective: This study aims to better understand patients’ perspectives regarding therapeutic adherence and iatrogenic risk in 2 major groups of NCDs for which poor disease management can have fatal consequences: cardiovascular diseases and mental disorders. Therapeutic adherence, motivational factors, patients’ awareness and perception of iatrogenesis, and treatment tools used by patients were assessed.

Methods: A web-based survey was performed among patients with cardiovascular diseases or mental disorders or both conditions who were registered on the French Carenity platform, a web-based community in which patients with an NCD can share experiences and receive support and information. The study inclusion criteria were defined as follows: diagnosis of cardiovascular disease or mental disorder or both conditions (self-declared), age ≥ 18 years, residence in France, registration on the French Carenity platform, and ongoing pharmaceutical treatment for the condition. Patients who met the inclusion criteria were then invited to complete a self-administered web-based questionnaire that included questions addressing therapeutic adherence and iatrogenic risk.

Results: A total of 820 patients were enrolled in the study, including patients with cardiovascular diseases (403/820, 49.2%), patients with mental disorders (292/820, 35.6%), and patients with both cardiovascular diseases and mental disorders (125/820, 15.2%). The mean age of the participants was 55.2 (SD 12.7) years. We found that 82.8% (679/820) of patients experienced adverse effects of medication. Patients tended to perceive themselves to be more adherent than they actually were; a significant number of patients disregarded their prescription and stopped or interrupted medication without consulting with a doctor. Patients with cardiovascular diseases were nearly twice as adherent as patients with a mental disorder (P ≤ .001). Adherence was significantly associated with gender (P ≤ .001), age (P ≤ .001), and treatment complexity (P ≤ .001). Finally, for each disease type, 3 patient profiles were identified, which provide interesting insight for improving therapeutic adherence and adjustment strategies specifically according to patient behavior.

Conclusions: This study provides insight into the perspectives of patients receiving therapy for cardiovascular diseases or mental disorders or both conditions, which could help improve the management of NCDs and prevent premature death. Our study also
shows that web-based patient platforms provide new opportunities to improve disease management by understanding patients’ experiences.

(JMIR Form Res 2022;6(3):e32725) doi:10.2196/32725
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Introduction
Deaths from noncommunicable diseases (NCDs), also known as chronic diseases, account for approximately 41 million deaths each year and 71% of deaths worldwide [1]. The World Health Organization recently developed a global action plan to address the impact of NCDs, with a goal of reducing premature NCD-related deaths to 25% by 2025 [2]. As premature deaths due to NCDs are avoidable, many policy recommendations have been proposed to prevent NCDs and improve disease management for patients with NCDs.

Cardiovascular disease–related deaths account for the majority of NCD-related deaths and 30% of global mortality [3]. Mental disorders also represent a major group of NCDs and account for approximately 14% of the global disease burden [4]. Cardiovascular diseases and mental disorders are major economic burdens on health care systems in terms of the direct (eg, medical consultations, hospitalizations, rehabilitation services, and medications) and indirect (eg, loss of productivity and short- or long-term disability) costs associated with mortality and morbidity [4-6].

Appropriate therapy management, including medication adherence, is critical for effective disease management and for improving patients’ overall quality of life [7,8]. However, approximately 30%–50% of patients with an NCD do not comply with disease prevention and management activities [9,10] such as following treatment as prescribed by a physician, staying up-to-date with medical appointments, engaging in regular physical activity, and making necessary dietary changes [7,11]. Medication adherence is defined as the extent to which patients take medications as prescribed in agreement with their health care provider [12]. Poor therapeutic adherence, which has significant effects on treatment outcome and disease prognosis [13], is driven by many factors such as limited disease awareness, poor understanding of the benefits and efficacy of prescribed regimens, and perceived or actual barriers (eg, adverse effects, financial constraints) [7,9,13,14]. Poor disease management can have fatal consequences, especially in patients with cardiovascular diseases and mental disorders [2,15,16]. Furthermore, patients with an NCD are at risk of iatrogenic disease, which is any pathologic condition caused by adverse medication reactions or complication induced by nondrug medical interventions, including diagnosis, intervention, error, and negligence. Although iatrogenic diseases can have major psychomotor and social consequences, most of these are avoidable with close disease management [17,18].

Few studies have been performed on therapeutic adherence from the patient point of view, which could provide valuable insight into patients’ perspectives and experiences for improving NCD management. As patients involved in adherence studies are often not representative of the general patient population for a given disease, bias may limit result extrapolation. However, web-based platforms on which patients can obtain information and share their medical experiences anonymously, without medical supervision, may more accurately represent patients’ perspectives and behaviors.

Web-based patient platforms such as registries, forums, social networks, and web-based communities offer patients the opportunity to participate in scientific studies and voluntarily share experiences regarding treatment benefits and burdens outside of the clinical setting [19]. Such information provides researchers with a better understanding of patients’ experiences, expectations, and unmet needs [19]. The insight gained from these web-based resources may also enhance clinical decision making, study protocol development, and patient recruitment [19]. The Carenity platform is an international web-based community for patients with chronic diseases and their caregivers. The platform provides an environment for patients to share their experiences, monitor their health, provide support, and contribute to medical research through web-based surveys [20]. Currently, over 400,000 patients (88%), primarily with chronic diseases, and their caregivers (12%) from 6 countries (France, Italy, Germany, Spain, the United Kingdom, and the United States) are registered on the platform.

Most studies on therapeutic adherence have been based on in-person interviews. However, under these conditions, patients may be reluctant to report poor medication adherence to avoid disappointing their physician. As social media networks represent useful and valuable resources for patients to obtain medical information and share their experiences with other patients, a web-based survey of patients with cardiovascular diseases or mental disorders or both conditions was performed to better understand patients’ perspectives of therapeutic adherence and iatrogenic risk. An anonymous and self-administered questionnaire was used to understand aspects of therapeutic adherence, including motivational factors, patients’ awareness and perception of iatrogenesis, and tools used by patients to facilitate adherence.

Methods

Study Design
A web-based survey of patients with cardiovascular diseases or mental disorders or both conditions was conducted. All patients
were registered on the French Carenity platform, a web-based community in which both patients with chronic diseases and their caregivers can share their experiences, provide support, and share or receive information. A caregiver is defined as a person who provides care to someone with a chronic disease, disability, or other long-term health condition, typically outside a professional or formal framework. The community enhances patient-centered approaches by sharing patients’ experiences through web-based surveys, in which members may voluntarily participate. In February 2020, approximately 7600 members with at least one mental disorder and 10,000 members with at least one cardiovascular disease were registered on the platform.

**Participant Recruitment**

Patients were recruited from February 14, 2020, to May 15, 2020, via invitation and follow-up no-reply emails. The study inclusion criteria were defined as follows: diagnosis of cardiovascular disease or mental disorder or both conditions (self-declared), age ≥18 years, residence in France, registration on the French Carenity platform, and ongoing pharmaceutical treatment for the condition. Patients who met the inclusion criteria and agreed to receive invitations were then contacted to complete a self-administered web-based questionnaire available on the Carenity website and promoted on Facebook. Patients who completed the questionnaire but did not meet the inclusion criteria were screened out, and patients who did not finish the questionnaire were not included in the analysis.

**Data Collection**

The questionnaire comprised 39 questions regarding sociodemographic and medical information, including questions addressing therapeutic adherence and iatrogenesis risk. The questionnaire was developed and approved by a multidisciplinary board of experts, including a psychiatrist and a cardiovascular specialist. It was also approved by 2 Carenity members to ensure that the proposed questions were appropriate for the target audience. Data collected on the Carenity platform are hosted in France on a secured computer server in accordance with the Commission Nationale de l'Informatique et des Libertés, declaration number no 1484083, dated March 29, 2011.

**Demographic and Clinical Characteristics**

Information on demographic variables (eg, age, gender, education level, and professional status) and clinical characteristics (eg, disease type, age at diagnosis, comorbidities, and current treatments) was collected.

**Treatment Complexity Score**

The treatment complexity score was calculated by assigning 1 point for each constraining aspect of the pharmacological therapy, such as “varying number of medications each day,” “taking some medications with meals,” “taking some medications outside mealtimes,” “taking some medications at a set time each day,” “taking some medications on certain days and not others,” and “doses frequently change for some medications.” The treatment complexity score ranged from 0 (simplest treatment) to 7 (most complex treatment), and complexity was then classified into 3 categories based on the score: simple (score 0-1), intermediate (score 2), and complex (score 3-7).

**Patient Lifestyle and Risk Level**

Information was collected on the following 4 behavioral risk factors most associated with NCDs: tobacco use, excessive alcohol consumption, unhealthy diet, and physical inactivity [2]. Height and weight data were also recorded for each patient to calculate BMI. Nutritional status was classified based on patient BMI (weight [kg]/height squared [m²]) according to World Health Organization recommendations: underweight (BMI < 18.5), normal weight (BMI 18.5-24.9), overweight (BMI 25-29.9), and obese (BMI ≥ 30) [21].

Patients were then categorized into 3 risk level groups. The risk level of each patient was based on the following 5 risk factors: age ≥65 years, BMI ≥ 30, occasional or regular smoking, daily alcohol consumption or consumption of at least 6 drinks every week, and physical inactivity. The risk level was estimated by assigning 1 point per risk factor as follows: 0-1 risk factor, low risk; 2 risk factors, moderate risk; and 3-5 risk factors, high risk.

**Iatrogenesis**

To collect data on iatrogenic risk, questions focused on the adverse effects that patients experienced and the worries and fears that they had about their medication. Information was also collected on medications, including any interactions, adverse effects, benefits, and channels used to obtain information.

**Medication Adherence**

Perceived medication adherence was determined based on the response to the following question: “How well do you think you take your medications?” Patients were prompted to respond on a scale of 0 to 100 (0 corresponded to “I do not take my medications as prescribed” and 100 corresponded to “I take all my medications exactly as prescribed”).

Actual adherence was assessed based on the response to the questions considering all medications and not only to those for cardiovascular diseases or mental disorders. Participants were asked the following 4 questions: “Regarding your medications, do you ever (1) take medication late or early, (2) disregard the prescribed dose without medical advice, (3) intentionally stop/interrupt a treatment without medical advice, and (4) unintentionally stop/interrupt a treatment (because you forgot, etc.)?” Respondents were instructed to select the most appropriate response (never, very rarely, sometimes, often), with only 1 response per question. The adherence score was then calculated by assigning points according to the frequency of nonadherent behaviors. For the question about taking medication late or early, points were assigned as follows: 1 point for very rarely, 2 points for sometimes, and 4 points for often. For the questions about disregarding the prescribed dose and unintentionally stopping or interrupting treatment, points were assigned as follows: 2 points for very rarely, 4 points for sometimes, and 6 points for often. Finally, for the question on intentionally stopping or interrupting treatment, points were assigned as follows: 4 points for very rarely, 8 points for sometimes, and 12 points for often. Patients were then grouped into the following 4 compliance categories based on the total points: perfectly adherent (0 points), mostly adherent (1-2 points), partially adherent (3-7 points), and poorly adherent (≥8 points).
Information was also collected on adherence reporting, including frequency of doctor notifications and reasons patients did not consult with their doctors. Finally, data were also collected on solutions implemented by patients to improve disease management, such as tools used and types of assistance received, and additional patient needs.

Statistical Analysis
Descriptive multivariable statistical analyses were performed. Categorical variables are expressed as absolute frequency and percentage. Continuous variable data are presented as the mean (SD) for normal distribution and as the median and interquartile range for non-normal distribution. A chi-square ($\chi^2$) test was applied to determine statistically significant differences for categorical variables, and a one-way analysis of variance or $t$ test was applied to determine statistically significant differences for continuous variables.

A multiple correspondence analysis was performed for each of the 2 disease types to identify profiles of patients with similar therapeutic behaviors. To refine these profiles, 3 unsupervised classification models (ascending hierarchical classification, Kmeans, and partitioning around medoids algorithm) were compared using indicators of similarity and dissimilarity. The method with the best results was the 3-class ascending hierarchical classification model based on 12 variables covering the following 3 categories: demographic variables (gender and age), medical characteristics (eg, number of medications, adherence, adverse effects, treatment adjustment, and complementary therapies), and survey responses (fear of disappointing the physician, fear of risks associated with the therapy, discussions with the pharmacist, awareness of the risks of adverse effects, and risk of experiencing adverse effects). Data processing and analysis were performed using R (version 3.6.1; R Core Team).

Patients with cardiovascular diseases only were classified into 3 different profiles: at-risk, reporter, and tolerant. Patients with mental disorders only were also grouped into 3 different profiles: fearful, at-risk, and confident.

Ethical Considerations
This survey was conducted in accordance with the Declaration of Helsinki and the principles of Good Clinical Practice. Prior to data collection, all patients provided consent on the Carenity website for the analysis of their anonymous health data for the study and subsequent publication of the findings (patients were informed that their health data would be collected and analyzed uniquely upon explicit consent, which was formalized by clicking the “Start” button at the bottom of the information page of the web-based survey). Participant privacy and confidentiality were guaranteed according to European laws and regulations (General Data Protection Regulation). As informed consent was provided by all patients prior to completing the survey, ethical review and approval were waived for this study.

Results
Respondent Profiles
During the recruitment period, 820 patients with mental disorders or cardiovascular diseases or both conditions were enrolled in the study. Depending on the disease category, the 820 patients were recruited, selected, and grouped according to the risk level, therapeutic adherence, and behavior profiles as shown in Figure 1. Patients who answered being a “patient with cardiovascular disease or a cardiovascular risk factor” in the questionnaire were categorized in the “Patients with cardiovascular diseases only” group. The main diseases indicated by these patients in the questionnaire were high blood pressure ($232/403$, $57.6\%$), diabetes ($120/403$, $29.8\%$), and myocardial infarction ($100/403$, $24.8\%$).

Patients who answered being both a “patient with cardiovascular disease or a cardiovascular risk factor” and a “patient with a psychological disorder” in the questionnaire were categorized in the “Patients with both cardiovascular and mental disorders” group. The main diseases indicated by these patients in the questionnaire were high blood pressure ($302/528$, $57.2\%$), diabetes ($170/528$, $32.2\%$), and myocardial infarction ($112/528$, $21.2\%$). Patients who answered being a “patient with a psychological disorder” only in the questionnaire were categorized in the “Patients with mental disorders only” group. The main diseases indicated by these patients in the questionnaire were bipolar disorder ($145/292$, $49.7\%$), depression ($135/292$, $46.2\%$), and anxiety ($125/292$, $42.8\%$). In the risk level groups, the risk level of each patient was based on 5 determined risk factors and estimated by assigning 1 point per risk factor. Actual adherence was assessed based on the response to a set of 4 questions. The adherence score was then calculated by assigning points according to patients’ answers. Patients were then grouped into 4 compliance categories based on the total points. Profiles were identified by using a 3-class ascending hierarchical classification model based on 12 variables.

The study group consisted of $542/820$ ($66.1\%$) women and $278/820$ ($33.9\%$) men, with a sex ratio (male/female) of $0.5$. Patients ranged in age from 18 to 93 years (mean 55.2 years, SD 12.7 years). The demographic characteristics of the patients are summarized in Table 1.

Regarding disease category, $49.2\%$ ($403/820$) of patients had cardiovascular disease; the most common conditions reported were high blood pressure ($302/528$, $57.2\%$), diabetes ($170/528$, $32.2\%$), myocardial infarction ($112/528$, $21.2\%$), hypercholesterolemia ($100/528$, $18.9\%$), and arrhythmia ($92/528$, $17.4\%$). In total, $35.6\%$ ($292/820$) of patients had a mental disorder; the most common conditions reported were depression ($199/417$, $47.7\%$), anxiety ($193/417$, $46.3\%$), and bipolar disorder ($184/417$, $44.1\%$). A total of $15.2\%$ ($125/820$) of patients had both conditions. The medical characteristics of the patients are summarized in Table 2.
Figure 1. Study population flowchart from the screening of patients to the grouping according to risk level, medication adherence, and behavior profiles.

Table 1. Demographic characteristics of the patients with mental disorders or cardiovascular diseases or both conditions who were recruited for the web-based survey on the French Carenity platform.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Total (N=820)</th>
<th>Patients with cardiovascular diseases only (n=403)</th>
<th>Patients with mental disorders only (n=292)</th>
<th>Patients with both conditions (n=125)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.001</td>
</tr>
<tr>
<td>Female</td>
<td>542 (66.1)</td>
<td>217 (53.8)</td>
<td>228 (78.1)</td>
<td>97 (77.6)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>278 (33.9)</td>
<td>186 (46.2)</td>
<td>64 (21.9)</td>
<td>28 (22.4)</td>
<td></td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.001</td>
</tr>
<tr>
<td>≥65</td>
<td>189 (23)</td>
<td>149 (37)</td>
<td>19 (6.5)</td>
<td>21 (16.8)</td>
<td></td>
</tr>
<tr>
<td>&lt;65</td>
<td>631 (77)</td>
<td>254 (63)</td>
<td>273 (93.5)</td>
<td>104 (83.2)</td>
<td></td>
</tr>
<tr>
<td>Mean age (SD) (years)</td>
<td>55.2 (12.7)</td>
<td>60.6 (11)</td>
<td>47.6 (12.1)</td>
<td>55.9 (10.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Level of education completed, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>None</td>
<td>46 (5.6)</td>
<td>27 (6.7)</td>
<td>16 (5.5)</td>
<td>3 (2.4)</td>
<td></td>
</tr>
<tr>
<td>Elementary to middle school</td>
<td>71 (8.7)</td>
<td>38 (9.4)</td>
<td>21 (7.2)</td>
<td>12 (9.6)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>391 (47.7)</td>
<td>196 (48.7)</td>
<td>133 (45.5)</td>
<td>62 (49.6)</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>312 (38)</td>
<td>142 (35.2)</td>
<td>122 (41.8)</td>
<td>48 (38.4)</td>
<td></td>
</tr>
<tr>
<td>Professional status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.001</td>
</tr>
<tr>
<td>Currently working</td>
<td>309 (37.7)</td>
<td>142 (35.2)</td>
<td>135 (46.2)</td>
<td>32 (25.6)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>247 (30.1)</td>
<td>179 (44.4)</td>
<td>26 (8.9)</td>
<td>42 (33.6)</td>
<td></td>
</tr>
<tr>
<td>Other or not active</td>
<td>264 (32.2)</td>
<td>82 (20.4)</td>
<td>131 (44.9)</td>
<td>51 (40.8)</td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Table 2. Medical profile of the patients with mental disorders or cardiovascular diseases or both conditions who were recruited for the web-based survey on the French Carenity platform.

<table>
<thead>
<tr>
<th>Medical characteristics</th>
<th>Total (N=820)</th>
<th>Patients with cardiovascular diseases only (n=403)</th>
<th>Patients with mental disorders only (n=292)</th>
<th>Patients with both conditions (n=125)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time since diagnosis (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.20</td>
</tr>
<tr>
<td>0-5</td>
<td>193 (23.5)</td>
<td>113 (28)</td>
<td>67 (23)</td>
<td>13 (10.4)</td>
<td></td>
</tr>
<tr>
<td>5-20</td>
<td>330 (40.2)</td>
<td>166 (41.2)</td>
<td>118 (40.4)</td>
<td>46 (36.8)</td>
<td></td>
</tr>
<tr>
<td>&gt;20</td>
<td>162 (19.8)</td>
<td>62 (15.4)</td>
<td>52 (17.8)</td>
<td>48 (38.4)</td>
<td></td>
</tr>
<tr>
<td>Do not remember</td>
<td>135 (16.5)</td>
<td>62 (15.4)</td>
<td>55 (18.8)</td>
<td>18 (14.4)</td>
<td></td>
</tr>
<tr>
<td>Mean (SD) (years)</td>
<td>14.2 (11.7)</td>
<td>12.5 (11)</td>
<td>13.5 (10.6)</td>
<td>21.3 (13.5)</td>
<td></td>
</tr>
<tr>
<td>Number of medications per day, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.001</td>
</tr>
<tr>
<td>1-2</td>
<td>263 (32.1)</td>
<td>113 (28)</td>
<td>130 (44.5)</td>
<td>20 (16)</td>
<td></td>
</tr>
<tr>
<td>3-5</td>
<td>312 (38)</td>
<td>158 (39.2)</td>
<td>112 (38.4)</td>
<td>42 (33.6)</td>
<td></td>
</tr>
<tr>
<td>≥6</td>
<td>245 (29.9)</td>
<td>132 (32.8)</td>
<td>50 (17.1)</td>
<td>63 (50.4)</td>
<td></td>
</tr>
<tr>
<td>Mean (SD) number of medications per day</td>
<td>4.7 (3.71)</td>
<td>5.1 (4.17)</td>
<td>3.6 (2.7)</td>
<td>5.9 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Number of pills per day, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>1</td>
<td>79 (9.6)</td>
<td>48 (11.9)</td>
<td>29 (9.9)</td>
<td>2 (1.6)</td>
<td></td>
</tr>
<tr>
<td>2-5</td>
<td>359 (43.8)</td>
<td>181 (44.9)</td>
<td>138 (47.3)</td>
<td>40 (32.)</td>
<td></td>
</tr>
<tr>
<td>≥6</td>
<td>380 (46.4)</td>
<td>173 (42.9)</td>
<td>125 (42.8)</td>
<td>82 (65.6)</td>
<td></td>
</tr>
<tr>
<td>Do not know</td>
<td>2 (0.2)</td>
<td>1 (0.3)</td>
<td>0 (0)</td>
<td>1 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Mean (SD) number of pills per day</td>
<td>6.4 (5.1)</td>
<td>6.1 (5.1)</td>
<td>5.9 (4.6)</td>
<td>8.8 (5.8)</td>
<td></td>
</tr>
<tr>
<td>Complexity of treatment regimen, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Simple</td>
<td>269 (32.8)</td>
<td>148 (36.7)</td>
<td>97 (33.2)</td>
<td>24 (19.2)</td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>204 (24.9)</td>
<td>104 (25.8)</td>
<td>66 (22.6)</td>
<td>34 (27.2)</td>
<td></td>
</tr>
<tr>
<td>Complex</td>
<td>347 (42.3)</td>
<td>151 (37.5)</td>
<td>129 (44.2)</td>
<td>67 (53.6)</td>
<td></td>
</tr>
<tr>
<td>Risk level (lifestyle), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.40</td>
</tr>
<tr>
<td>Low risk</td>
<td>456 (55.6)</td>
<td>218 (54.1)</td>
<td>171 (58.5)</td>
<td>67 (53.6)</td>
<td></td>
</tr>
<tr>
<td>Moderate risk</td>
<td>258 (31.5)</td>
<td>132 (32.7)</td>
<td>82 (28.1)</td>
<td>44 (35.2)</td>
<td></td>
</tr>
<tr>
<td>High risk</td>
<td>106 (12.9)</td>
<td>53 (13.2)</td>
<td>39 (13.4)</td>
<td>14 (11.2)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Cardiovascular diseases vs mental disorders.

<sup>b</sup>N/A: not applicable.

The majority of patients were polymedicated; only 14.1% (116/820) of patients were taking only 1 medication. The average number of medications per day was 4.7 (SD 3.7), with a mean of 6.4 (SD 5.1) pills per day per patient (Table 2). Thus, treatments were very burdensome for some patients who took ≥10 pills (168/820, 20.5%).

Moreover, patients >65 years of age were more often polymedicated and took ≥3 medications per day (116/189, 61.4%) with an average of 5.1 (SD 3.3) medications per day.

### Lifestyle and Risk Level

At the time of the survey, a quarter of patients (210/820, 25.6%) were smokers. Most patients (605/820, 73.8%) consumed alcohol, albeit at frequencies that varied between “a few times per year” (278/820, 33.9%) to “at least 3 drinks per day” (20/820, 2.4%).

The mean BMI was 29 (SD 7) kg/m<sup>2</sup>, and 69.1% (567/820) of participants were overweight or obese (BMI ≥ 25). Most patients (582/820, 71%) indicated that they did not adhere to any type of diet.

### Iatrogenesis

Regarding iatrogenic risk, 84.7% (695/820) of patients indicated worrying about risks associated with their medication; the main reasons were fear of dependence on treatment (372/695, 53.5%), lack of medication efficacy (373/695, 53.7%), the effect the medication will have on another condition (304/695, 43.7%), and intolerance or allergy to the medication (291/695, 41.9%). Less adherent patients are more likely to worry about dependency on treatment than perfectly adherent patients (89/199, 44.7% vs 36/128, 28.1%; P=.004). Nearly half of patients (432/820, 52.7%) worried about treatment risks and constraints when they started a new treatment; 73.1% (316/432) of these patients anticipated adverse effects.
A large majority of patients (722/820, 88%) worried about at least one treatment risk or constraint. These patients had discussed these issues with their general practitioner (307/722, 42.5%), a health specialist (305/722, 42.2%), or a relative (141/722, 19.5%).

Regarding adverse effects, 82.8% (679/820) of patients experienced adverse effects, and 19.6% (133/679) of these patients disrupted their treatment because of these effects without consulting with their doctors.

In terms of the information on the medications, 73% (599/820) of patients reported having received information from their doctors about treatment benefits, but only 44.6% (366/820) of patients had been informed about possible adverse effects for each medication. Patients with cardiovascular diseases tend to receive explanations on the benefit and health impacts of all their treatments more often than patients with mental disorders (317/403, 78.6% vs 195/292, 66.8%; \( P \leq .001 \)). Furthermore, 35.8% (294/820) of patients had only received partial information regarding the benefits for health and potential interactions and adverse effects associated with their medication. Regarding specific medications, 52.4% (154/294) of patients were informed about most of their medications, 47.6% (140/294) of patients received information about some medications, and 20% (160/820) of patients did not receive any information. Moreover, 26.2% (215/820) of patients were unaware of possible pharmaceutical interactions, and only 40.1% (329/820) of patients were aware of the risks of potential interaction between medications.

### Treatment Adherence

#### Perceived and Observed Treatment Adherence

In this study, the criteria for perfect medication adherence included taking all medication on time and as prescribed, without any interruptions. Overall, patients tended to perceive themselves to be more adherent than they actually were; 70.7% (580/820) of patients perceived themselves to be highly adherent (mean 8.9, median 9.9), 66.3% (544/820) reported taking their medication late or early, and 26.4% (217/820) regularly disregarded the prescribed dose. Patients with cardiovascular diseases perceived themselves to be highly adherent more often than those with mental disorders (320/403, 79.4% vs 173/292, 59.2%; \( P \leq .001 \)). Furthermore, many patients stopped or interrupted a medication either unintentionally (429/820, 52.3%) or intentionally (254/820, 31%) without consulting with a doctor. The most common reasons provided by the 646 patients who did not take their medication as prescribed were that they had forgotten to take it (335/646, 51.9%) or that they wanted to avoid experiencing adverse effects (188/646, 29.1%). Patients with mental disorders were more likely to intentionally disrupt their treatment than those with cardiovascular diseases (151/260, 58.1% vs 97/284, 34.1%; \( P \leq .001 \)), primarily because they wanted to avoid experiencing adverse effects (84/260, 32.3%). When patients with cardiovascular diseases intentionally disrupted their treatment, they also most often mentioned that they did so to avoid experiencing adverse effects (63/284, 22.2%).

### Factors Associated With Treatment Adherence

Factors associated with treatment adherence included demographic characteristics, disease type, treatment characteristics, and patient awareness of treatment and the associated adverse effects (Table 3). Men were more adherent than women (152/278, 54.7% vs 204/542, 37.6% mostly perfectly adherent patients; \( P \leq .001 \)). The older patients (265 years) were markedly more adherent than the younger patients (112/189, 59.3% vs 244/631, 38.7% mostly perfectly adherent patients; \( P \leq .001 \)). The more complex the treatment regimen (eg, multiple treatments during the day, frequent dose changes), the less adherent the patients were to the treatment regimen (mostly perfectly adherent patients: 75/269, 27.9% simple treatment vs 62/347, 17.9% complex treatment; \( P \leq .001 \)). We also found that patients with cardiovascular diseases were more adherent than patients with mental disorders (228/403, 56.6% vs 81/292, 27.7% mostly perfectly adherent patients; \( P \leq .001 \)).

Patients who were less adherent were more likely to think that they would experience adverse effects when they started a new medication (126/216, 58.3% of poorly adherent patients vs 70/174, 40.2% of perfectly adherent patients; \( P \leq .001 \)). Similarly, the less adherent patients were to the medication, the more likely they were to worry about treatment constraints (160/216, 74.1% of poorly adherent patients vs 90/174, 51.7% of perfectly adherent patients; \( P \leq .001 \)). We also found that poorly adherent patients were less likely to receive information regarding treatment benefits and adverse effects for each medication (74/216, 34.2% of poorly adherent patients vs 102/174, 58.6% of perfectly adherent patients; \( P \leq .001 \); Table 3).
Table 3. Factors associated with treatment adherence according to adherence level among patients with mental disorders or cardiovascular diseases or both conditions who were recruited for the French Carenity platform study (N=820).

<table>
<thead>
<tr>
<th>Factors</th>
<th>Total</th>
<th>Poorly adherent, n (%)</th>
<th>Partially adherent, n (%)</th>
<th>Mostly adherent, n (%)</th>
<th>Perfectly adherent, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.001</td>
</tr>
<tr>
<td>Female</td>
<td>542</td>
<td>166 (30.6)</td>
<td>172 (31.7)</td>
<td>100 (18.5)</td>
<td>104 (19.2)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>278</td>
<td>50 (18)</td>
<td>76 (27.3)</td>
<td>82 (29.5)</td>
<td>70 (25.2)</td>
<td></td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.001</td>
</tr>
<tr>
<td>≥65</td>
<td>189</td>
<td>27 (14.3)</td>
<td>50 (26.5)</td>
<td>46 (24.3)</td>
<td>66 (34.9)</td>
<td></td>
</tr>
<tr>
<td>&lt;65</td>
<td>631</td>
<td>189 (30)</td>
<td>198 (31.4)</td>
<td>136 (21.6)</td>
<td>108 (17.1)</td>
<td></td>
</tr>
<tr>
<td>Disease type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.001</td>
</tr>
<tr>
<td>Cardiovascular diseases only</td>
<td>403</td>
<td>63 (15.6)</td>
<td>112 (27.8)</td>
<td>109 (27)</td>
<td>119 (29.5)</td>
<td></td>
</tr>
<tr>
<td>Mental disorders only</td>
<td>292</td>
<td>115 (39.4)</td>
<td>96 (32.9)</td>
<td>49 (16.8)</td>
<td>32 (11)</td>
<td></td>
</tr>
<tr>
<td>Complexity of treatment regimen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.001a</td>
</tr>
<tr>
<td>Simple</td>
<td>269</td>
<td>58 (21.6)</td>
<td>75 (27.9)</td>
<td>61 (22.7)</td>
<td>75 (27.9)</td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>204</td>
<td>52 (25.5)</td>
<td>61 (29.9)</td>
<td>54 (26.5)</td>
<td>37 (18.1)</td>
<td></td>
</tr>
<tr>
<td>Complex</td>
<td>347</td>
<td>106 (30.5)</td>
<td>112 (32.3)</td>
<td>67 (19.3)</td>
<td>62 (17.9)</td>
<td></td>
</tr>
<tr>
<td>Fear of treatment risks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.001</td>
</tr>
<tr>
<td>No</td>
<td>125</td>
<td>17 (13.6)</td>
<td>23 (18.4)</td>
<td>39 (31.2)</td>
<td>46 (36.8)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>695</td>
<td>199 (28.6)</td>
<td>225 (32.4)</td>
<td>143 (20.6)</td>
<td>128 (18.4)</td>
<td></td>
</tr>
<tr>
<td>Worry about treatment constraints</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.001</td>
</tr>
<tr>
<td>No</td>
<td>262</td>
<td>56 (21.4)</td>
<td>72 (27.5)</td>
<td>80 (30.5)</td>
<td>84 (32.1)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>528</td>
<td>160 (30.3)</td>
<td>176 (33.3)</td>
<td>102 (19.3)</td>
<td>90 (17.1)</td>
<td></td>
</tr>
<tr>
<td>Received information on treatment benefits and impact on health</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.001</td>
</tr>
<tr>
<td>Yes</td>
<td>599</td>
<td>126 (21)</td>
<td>188 (31.4)</td>
<td>144 (24)</td>
<td>141 (23.6)</td>
<td></td>
</tr>
<tr>
<td>Yes partially</td>
<td>142</td>
<td>64 (45.1)</td>
<td>42 (29.6)</td>
<td>21 (14.8)</td>
<td>15 (10.5)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>79</td>
<td>26 (32.9)</td>
<td>18 (22.8)</td>
<td>17 (21.5)</td>
<td>18 (22.8)</td>
<td></td>
</tr>
<tr>
<td>Received information on adverse effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≤.01</td>
</tr>
<tr>
<td>Yes</td>
<td>660</td>
<td>162 (24.5)</td>
<td>208 (31.5)</td>
<td>148 (22.4)</td>
<td>142 (21.5)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>160</td>
<td>54 (33.7)</td>
<td>40 (25)</td>
<td>34 (21.3)</td>
<td>32 (20)</td>
<td></td>
</tr>
</tbody>
</table>

aThe P value only refers to the comparison of the simple and complex treatment regimens.

**Reporting of Adherence Issues**

Among the patients who did not always take their medication as prescribed, 59.1% (382/646) did not consult with their physician because they did not think it was necessary (146/382, 38.2%), they forgot (116/382, 30.4%), or they were afraid of disappointing their doctors or of being judged (87/382, 22.8%). Patients with the most risk factors (ie, overweight, smoking, age ≥65 years) seemed least likely to always notify their physician of adherence issues (26/81, 32.1% of high-risk patients vs 162/363, 44.6% of low-risk patients; P=.05).

**Solutions and Tools Used by Patients**

Just over half of respondents (428/820, 52.2%) used at least one tool to help them properly adhere to their treatment, such as a pill organizer (334/820, 40.7%) or an alarm (80/820, 9.7%). Only 1.9% (16/820) of patients used a smartphone application. Patients with cardiovascular diseases were more inclined to use a tool than those with mental disorders (224/403, 55.6% vs 136/292, 46.6%; P=.02). A total of 12.2% (100/820) of patients reported that they received help with their medication from a caregiver. Among those who received assistance, the caregiver primarily reminded them to take their medication (60/100, 60%) or purchased the medication for them (43/100, 43%).

**Patient Behavior Profiles**

**Patients With Cardiovascular Diseases Only**

Patients with cardiovascular diseases were classified as follows based on 3 identified behavior profiles: at-risk patients, tolerant patients, and reporter patients.

The at-risk patients (168/403, 41.7%) were the least adherent (110/168, 65.5% were not fully adherent). The majority of these patients were women (121/168, 72%). Although these patients perceived themselves to be adherent (123/168, 73.2%), they took ≤3 pills per day (71/168, 42.3%), used complementary...
approaches (138/168, 82.1%), and intentionally deviated from initial prescriptions (65/140, 46.4% of these patients did not take their medication as prescribed). These patients were worried about the treatment interfering with their daily routine (55/168, 32.7%) and the frequency of administration (68/168, 40.5%). Moreover, 33.9% (57/168) of the at-risk patients were more likely to worry about becoming dependent on their medication, and 49.4% (83/168) of patients worried about medication efficacy. These patients visited their physician more often (139/168, 82.7%) but did not always notify them of nonadherence (88/168, 52.4%) because of a fear of disappointing them (80/88, 47.86%). Finally, 73.2% (123/168) of these patients did not receive information about medication benefits, and 75% (126/168) of patients had discussed constraints and risks with someone.

The reporter patients (145/403, 36%) were largely adherent (116/145, 80%) and perceived themselves to be adherent (131/145, 90.3% of these patients perceived themselves to be fully adherent). The majority of these patients primarily included older patients (66/145, 45.5% ≥65 years of age) and men (90/145, 62.1%) who took ≥3 pills per day (118/145, 81.4%). They also believed that they were well-informed (122/145, 84.1%), they used practical tools to manage their medications (91/145, 62.7%), and they were aware of potential adverse interactions between their medication and tobacco (54/145, 37.2%) and alcohol (74/145, 51%).

The tolerant patients (90/403, 22.3%) experienced fewer adverse effects (78/90, 86.7%) and did not adjust their treatment (85/90, 94.4%). These patients were less aware of adverse interactions between their treatment and other medications (66/90, 73.3%) and between their treatment and alcohol (58/90, 64.4%). These patients did not inform their doctors about adherence issues (32/42, 76.2%).

**Patients With Mental Disorders Only**

Patients with mental disorders were grouped as follows based on 3 identified behavior profiles: fearful patients, at-risk patients, and confident patients.

The fearful patients (125/292, 42.8%) were polymedicated (85/125, 68% of patients took ≥3 pills per day), had experienced treatment adverse effects (125/125, 100%), and anticipated adverse effects when they started a treatment (75/125, 60%). These patients were concerned about treatment risks (101/125, 80.8%) and adjusted their treatment in the event of adverse effects (55/125, 44%); 25.6% (32/125) stopped the medication and 8.8% (11/125) modified the dose. These patients also used fewer complementary approaches such as nonpharmacological alternatives (54/125, 43.2%), homeopathy, (16/125, 12.8%), and acupuncture (3/125, 2.4%).

The at-risk patients (102/292, 34.9%) were the least adherent patients (82/102, 80% of these patients were not fully adherent), and the majority of these patients were women (90/102, 88.2%). They took only 1-2 pills per day (57/102, 55.9%) and perceived themselves to be poorly adherent (55/102, 53.9%). These patients worried about treatment risks and constraints (82/102, 80.4%). All patients used at least one other product or an alternative (102/102, 100%); nearly all patients (94/102, 92.1%) used nonpharmaceutical therapy, 89.2% (91/102) of patients used homeopathy, and 52% (53/102) used acupuncture. They experienced adverse effects (102/102, 100%) and adjusted their treatment in case of an adverse effect (45/102, 44.1%); 17.6% (18/102) stopped the medication and 14.7% (15/102) modified the dose. Of these patients, 75.5% (77/102) reported adverse effects to their physician and 67.6% (69/102) had discussed constraints and risks with their pharmacist.

The confident patients (65/292, 22.3%) were more adherent (27/65, 42%) and the majority of those who were adherent were men (44/65, 67.7%). Few patients experienced adverse effects (44/65, 67.7% did not experience adverse effects); these patients did not adjust their treatment in the event of an adverse effect (60/65, 92.3%) and they were less likely to use complementary approaches (27/65, 41.4%). These patients worried less about the risks associated with their medication (22/65, 33.8%). They were less informed about risks (21/65, 32.3%) but well informed about treatment benefits (50/65, 76.9%). Finally, among the confident patients who did not always notify their doctors in the event of therapeutic nonadherence, 42.8% (15/35) did not think it was necessary to do so.

**Discussion**

**Principal Findings**

Web-based communities represent an increasingly popular and accessible platform for patients to learn about their condition and participate in clinical studies [22]. These web-based patient communities also provide researchers access to data about specific patient populations that are demographically representative. These tools enable the assessment of data concerning patient behavior, experiences, and well-being in all aspects of their lives (medical, professional, and personal), which are difficult to observe using other methods [22].

The current study focused on perceptions of iatrogenic risk and treatment adherence in patients with cardiovascular diseases, mental disorders, or both cardiovascular diseases and mental disorders. All patients were registered on the largest web-based Carenity patient community in France. We found that 82.8% (679/820) of patients experienced adverse effects associated with their medication. While the majority of patients (492/679, 72.4%) informed their doctor about adverse effects, many patients took steps to address adverse events on their own, with 30.8% (209/679) disrupting their treatment without medical advice. These results indicate that adverse effects present an understandable challenge for patients [23] and represent a major barrier to medication adherence [24]. We also found that well-informed patients were more likely to report adverse effects to a health care professional and are less likely to disrupt their treatment on their own. The frequent report of adverse events likely explains why most patients anticipated adverse effects when they started a new medication and worried about treatment risks and constraints such as dependence, lack of efficacy, effects on another condition, and intolerance.

Regarding therapeutic adherence, patients tended to perceive themselves to be more adherent than they actually were. Medication adherence is often overestimated by patients [25].
In this study, more than half the number of patients (426/820, 52%) unintentionally stopped or interrupted treatment at least once, often because they forgot or wanted to avoid experiencing adverse effects.

The results are consistent with those of previous studies that have indicated that approximately 50% of patients undergoing long-term therapy were nonadherent to their treatment [9,11]. A separate study has also indicated that forgetting to take medication and having limited awareness were the most frequently cited reasons for treatment nonadherence [14,26].

Previous studies have also shown that several factors are associated with adherence, including patient characteristics (gender, age, ethnicity, marital status), symptom intensity, medication type, route of administration, and severity of adverse effects [27,28]. In this study, the factors associated with treatment adherence included gender, age, treatment complexity, and disease type. Men were more adherent than women, and patients ≥65 years of age were significantly more adherent than the younger patients. Moreover, patients with a simple treatment regimen and those who had received information about treatment benefits and potential adverse effects tended to be more adherent. The degree of adherence also varied between the 2 disease groups, as patients with cardiovascular diseases tended to be more adherent than those with mental disorders. Less adherent patients were less aware of potential drug interactions, although they were more likely to anticipate adverse effects when they started a new treatment. They also worried more about risks of treatment dependency, lack of treatment efficacy, and the constraints that therapy may impose on their daily routine.

It is important to emphasize that the study was performed during the ongoing COVID-19 pandemic. To date, limited research is available on how the pandemic has specifically affected therapeutic adherence in NCD patients, but it is well known that the COVID-19 pandemic has disrupted health care services around the world, which has possible implications on therapeutic adherence in patients. One systematic review reported a significant failure of patients with inflammatory bowel disease to adhere to therapies during the COVID-19 pandemic [29]. However, as shown in a pharmacoepidemiological study conducted using data from the French National Health Data System, the COVID-19 pandemic did not seem to lead to a shortage of treatment for patients with cardiovascular diseases. For example, a significant number of hypertensive patients overstocked their medication when the lockdown was announced. On the other hand, the study demonstrated a decrease in consumption of nonprescription drugs and products needed for examinations, such as colonoscopies, or contrast agents. Therefore, the combination of factors related to social restriction (lockdowns, difficulty in accessing health care or treatments) and patient-related factors (fear of infection, decision to take or not take the drug, treatment dosage adjustment) may have impacted therapeutic adherence in NCD patients, even though this impact seems to be more nuanced in France than in other countries [30].

The 3 patient profiles identified for each disease type provide significant insight for improving therapeutic adherence and adjustment strategies specifically according to patient behaviors.

With respect to the cardiovascular disease profiles, the at-risk patients, who were less adherent and worried about treatment risks and adverse effects, should be better informed about treatment risks (especially adverse effects) and treatment benefits. The tolerant patients, who were polymedicated, more adherent, and less worried about risks and adverse effects, should be better informed about tools they can use to properly manage their medication. The reporter patients, who did not discuss adverse effects with their pharmacists and were unaware of treatment interactions, should be better informed about the risks of treatment interactions and encouraged to notify their doctors when medications are not taken as prescribed.

Regarding the mental disorder profiles, the at-risk patients, who were not adherent, rarely communicated with their doctors, and overestimated treatment risks and constraints, should have access to specialized therapeutic educational programs to improve awareness and medication adherence (eg, shared decision making) [31]. The fearful patients, who were polymedicated, experienced adverse effects, and were better informed about drug interactions and adverse effects, should be closely monitored by their doctors so that advice focused on their specific needs can be provided. Finally, the confident patients, who tended not to seek assistance when needed and did not present major challenges, should be encouraged to build a better relationship with their doctors and seek assistance when necessary.

Limitations

A few study limitations should be mentioned. As the study was based on data collected via a web-based survey, it may exclude patients who are not comfortable using or do not have access to internet or a computer or who are non-French speakers living in France. The underrepresentation of older patients in the Carenity community and the overrepresentation of patients who are actively concerned about their health may have also led to selection bias. Moreover, patient characteristics and medication adherence were assessed using self-reported measures, which may have led to recall bias. Finally, the group of patients with both cardiovascular diseases and mental disorders could not be included in the statistical analysis because of the small number of patients in the group. Patients with multiple NCDs should be included in future studies because they are at an increased risk of iatrogenic disease [18].

Patients completed the questionnaire without the guidance of their physicians, so desirability bias was greatly limited. As individuals registered in patient communities may likely be heavily burdened by their condition, our study population may overrepresent highly symptomatic and polymedicated patients. Nevertheless, it has been shown that characteristics of patients in Carenity communities reflect the main characteristics of web-based users willing to share their medical experience but with an overrepresentation of female patients aged 25-54 years [32]. This study exclusively included patients registered on the French Carenity platform and did not include other relevant sampling procedures and methods. Despite the fact that study recruitment focused on a homogeneous population of patients through the Carenity platform, the results of the study are not
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generalizable to the larger population of patients with these disorders.

**Conclusions**

Overall, the results of this web-based survey study provide important insight into patients’ perspectives and behaviors because the anonymous nature of the survey allowed patients to respond openly and honestly. These findings emphasize the importance of involving patients in medical decisions and providing patients with information about treatment benefits, treatment adherence, potential adverse effects and risks of treatment, and potential drug interactions. Therapeutic alliance significantly helps patients to understand both the disease aspect and the therapeutic options, thereby improving medication adherence and overall disease management [11,18]. Integrative and comprehensive patient care that considers the complementary therapeutic approaches used by patients could also improve medication adherence [26]. Our results also show that caregivers and pharmacists should be empowered to proactively support and better educate patients with an NCD who require multiple medications. Practical tools should be developed to remind patients to take their medication as prescribed, and additional studies should assess improved support strategies for patients with chronic diseases.

Classical adherence studies are often biased and do not accurately represent the patient population for a given disease. Web-based platforms on which patients can share their medical experiences in an anonymous manner may provide unique insight into the perspectives of patients undergoing therapy for an NCD, which could help to improve disease management and eventually prevent premature deaths.

**Acknowledgments**

This study was funded by Medical Developed Markets & JANZ Viatris. The authors also wish to thank all the patients who participated in this study and Florentina Rafael, PhD, who provided medical writing assistance.

**Conflicts of Interest**

PC is the Head of the Department of Psychiatric Emergency and Acute Care at Centre Hospitalier Universitaire de Montpellier. PC has received fees for occasional consultation for Janssen, Exeltis, and Pfizer. CP is a Medical Director at Viatris and discloses stock holdings from Pfizer and Viatris. AFLP is a Quality Manager at Pfizer PFE France, a Viatris company. CA is an employee of Carenity, and MC is the President and Founder of Carenity; CA and MC have no conflicts of interest to declare. JJM is Head of the Internal Medicine Department at Groupe Hospitalier Paris Saint-Joseph (Paris). JJM has received fees for occasional consultation for Novartis, Servier, Mylan, and Pfizer.

**References**


Abbreviations

NCD: noncommunicable disease
Impact of a Conformité Européenne (CE) Certification–Marked Medical Software Sensor on COVID-19 Pandemic Progression Prediction: Register-Based Study Using Machine Learning Methods

Leevi Limingoja1, BM; Kari Antila2, PhD; Vesa Jormanainen1,3, MD, MSc; Joel Röntynen4, PhD; Vilma Jägerroos4, MSc; Leena Soininen5, MD, EMBA, PhD; Hanna Nordlund6, CSC; Kristian Vepsäläinen3,7, MSc; Risto Kaikkonen4, MSoc; Tea Lallukka1, PhD

1Department of Public Health, University of Helsinki, Helsinki, Finland
2Solita Oy, Tampere, Finland
3Health and Social Service System Research, Welfare State Research and Reform, Finnish Institute for Health and Welfare, Helsinki, Finland
4Solita Oy, Helsinki, Finland
5Digifinland Oy, Helsinki, Finland
6IT Centre for Science, Helsinki, Finland
7University of Eastern Finland, Kuopio, Finland

Corresponding Author:
Leevi Limingoja, BM
Department of Public Health
University of Helsinki
PO Box 20 (Tukholmankatu 8 B)
Helsinki, FIN-00014
Finland
Phone: 358 400344644
Email: leevi.limingoja@helsinki.fi

Abstract

Background: To address the current COVID-19 and any future pandemic, we need robust, real-time, and population-scale collection and analysis of data. Rapid and comprehensive knowledge on the trends in reported symptoms in populations provides an earlier window into the progression of viral spread, and helps to predict the needs and timing of professional health care.

Objective: The objective of this study was to use a Conformité Européenne (CE)-marked medical online symptom checker service, Omaolo, and validate the data against the national demand for COVID-19–related care to predict the pandemic progression in Finland.

Methods: Our data comprised real-time Omaolo COVID-19 symptom checker responses (414,477 in total) and daily admission counts in nationwide inpatient and outpatient registers provided by the Finnish Institute for Health and Welfare from March 16 to June 15, 2020 (the first wave of the pandemic in Finland). The symptom checker responses provide self-triage information input to a medically qualified algorithm that produces a personalized probability of having COVID-19, and provides graded recommendations for further actions. We trained linear regression and extreme gradient boosting (XGBoost) models together with F-score and mutual information feature preselectors to predict the admissions once a week, 1 week in advance.

Results: Our models reached a mean absolute percentage error between 24.2% and 36.4% in predicting the national daily patient admissions. The best result was achieved by combining both Omaolo and historical patient admission counts. Our best predictor was linear regression with mutual information as the feature preselector.

Conclusions: Accurate short-term predictions of COVID-19 patient admissions can be made, and both symptom check questionnaires and daily admissions data contribute to the accuracy of the predictions. Thus, symptom checkers can be used to estimate the progression of the pandemic, which can be considered when predicting the health care burden in a future pandemic.

(JMIR Form Res 2022;6(3):e35181) doi:10.2196/35181
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Introduction

Background

The rapid spread of the SARS-CoV-2 virus leading to a pandemic presented challenges for nationwide assessment of the progression of the COVID-19 pandemic [1]. The virus was first discovered in Wuhan, China, in December 2019, and COVID-19 was declared a pandemic by the World Health Organization in March 2020 [2-4]. In Finland, cases started to appear in late February 2020, and the Finnish government announced a national lockdown in mid-March 2020 to slow the viral spread and protect risk groups [1].

Digital health technology tools such as symptom checkers have been used in different countries (eg, Finland, France, Israel, Italy, the Netherlands, the United Kingdom, and the United States) as self-triage tools for possible SARS-CoV-2 infections [5-11]. In Finland, a COVID-19 symptom checker was added to a preexisting national Conformité Européenne (CE)-marked medical symptom checker service, Omaolo [5-12]. The web-based symptom checker provides the user with advice on further actions based on a medically approved algorithm. Although there have been studies about how well symptom checkers perform as clinical tools [13], to our knowledge, the potential of these data for predicting epidemic progression has not yet been studied. Having real-time comprehensive data on reported symptom trends could provide an earlier window into the viral spread and help predict the burden of professional health care.

To study if the data collected by the Omaolo service and the national care notification registers could be used to predict pandemic progression in Finland, we used the methods of machine learning. Perhaps the best potential of machine learning over more traditional methods lies in its ability to better adapt to the data, and thus to the evolution of the underlying phenomenon. With large data sets such as the Omaolo COVID-19 symptom checker responses, machine learning may also uncover more complex associations between the factors contributing to the predicted outcomes. Machine learning models can also be trained and retrained along the way to reveal how the significance of the individual input variables for making the predictions will change over time and to become a more accurate predictor as more data are collected.

Objectives

The study objective was to assess if a nationwide symptom checker can be used as a predictive tool in estimating the national progression of the COVID-19 pandemic and health care admissions by utilizing machine learning methods.

Methods

Data

Omaolo

The COVID-19 epidemic in Finland started in mid-March 2020. On March 16, 2020, the Finnish government announced a state of emergency due to the COVID-19 epidemic, and consequently implemented several physical distancing measures aimed at slowing the spread and protecting risk groups [1]. Part of the national response was the Omaolo COVID-19 web-based symptom self-assessment tool, a CE-marked medical device [5,12]. Omaolo was launched for use March 16, 2020, and was published in the two national languages (Finnish and Swedish) and later also in English. The COVID-19 symptom checker functioned as any other symptom checker in Omaolo, and was jointly developed by DigiFinland Oy, Duodecim Publishing Company Ltd, the Finnish Institute for Health and Welfare (THL), Solita Oy, and Mediconsult Oy.

In the symptom checker, the user answers a set of predefined, expert-validated questions. As a result, it returns self-triage information on how to proceed with one’s situation. The progress of filling in the questionnaire from start to finish is recorded to the log files of the service. The respondent has a choice to answer anonymously without including one’s personal information in the process. The questionnaire itself includes several background questions such as age, postal code, gender, and reason for filling in the questionnaire; existing medical conditions; whether the respondent has had close contact with a COVID-19–positive person; whether the respondent or close contacts have been ordered to quarantine by a physician; where the respondent thinks they may have caught the virus; and what kind of work the respondent does in regard to contacts with others (the full Omaolo questionnaire is provided in Multimedia Appendix 1). The questionnaire has been updated several times during the pandemic to better coincide with the latest COVID-19 research [5].

During the study period, a total of 547,428 responses were submitted to Omaolo. Of these, the contents of 132,951 responses were unsaved due to technical reasons. Almost all of the unsaved responses were submitted prior to March 28, 2020, when Omaolo was yet not configured to save the anonymous responses. A small number of the anonymous responses were not saved during short maintenance breaks throughout the period. Accounting for these losses, a total of 414,477 responses were available for analyses. Care reminders, the self-triaged recommendations for care as given by the Duodecim Evidence-Based Medicine Electronic Decision Support service [5], were available for all submitted responses, including the unsaved responses. The data were pseudoanonymized prior to the analyses.
National Registers: Hilmo, Avohilmo, and Paavo

We used the established national care notification registries Hilmo and Avohilmo [14] of the THL to estimate the demand of COVID-19–related care. These registers contain structured inpatient (Hilmo) and outpatient (Avohilmo) records from all public and private specialist care hospitals in Finland. These records were combined in the data preprocessing stage and are hereafter referred to collectively as “Hilmo.” The data were anonymized of all identifiers before use.

As a supplementary source, we used the publicly available version of the Paavo register maintained by Statistics Finland [15]. Among other variables, Paavo contains basic demographics of Finnish citizens based on the postal code of their residence. We used these data to identify and rectify the regional bias in age distribution of the Omaolo users. These data were anonymous at the source.

Predicting the Daily Use of Health Care Resources

We chose our study period to be from March 16, 2020, corresponding to the release of the COVID-19 symptom checker, to June 15, 2020, as the approximate beginning of a period of low activity in the pandemic following the first wave. For the predictions, we used two regressors: linear regression [16] and extreme gradient boosting (XGBoost) regression [17]. The reasoning behind selecting two regressors was to compare a simple and traditional method (linear regression) to a modern option (XGBoost regression) with many hyperparameters that can be learned from the data. Both methods were implemented with three feature preselection strategies: a human expert (KA), F-score [16], and mutual information [18]. All regressor feature selector combinations were tested separately resulting in six different machine learning models.

We chose a scenario where the number of daily COVID-19–related health care admissions, as extracted from the Hilmo register, was predicted 1 week ahead, every week on Wednesdays. This follows a hypothetical scenario where the resources for the following 7 days would be decided midweek (on Wednesday) to give 2 full days to prepare for the weekend, for example by reassessing the need for extra resources and personnel.

For training, testing, and validation of the models, we used time-series nested cross-validation [19]. This strategy was chosen to ensure that the model is trained and tested with samples independent from the validation set; thus, no information from the samples past the prediction point was used. During cross-validation, the set of features (and other hyperparameters in the case of XGBoost), with which the regressor best generalizes its predictions to unseen data in terms of average prediction error on different validation sets, is selected for a given regressor.

We also chose to train the classifiers with Hilmo and Omaolo data first separately and then combined. This was to test how much, if any, the results would improve if the data from both sources were used.

Profiling the Motives of Omaolo COVID-19 Symptom Checker Users

The Omaolo COVID-19 symptom checker achieved considerable popularity immediately after its release. Tens of thousands of responses per day were submitted during the first week. The submission activity showed clear peaks during infomercials and other major media mentions. To distinguish the users that were truly suspecting a COVID-19 exposure from the users that were visiting Omaolo just out of curiosity, a question about this matter was added to the questionnaire in the form of a simple tick-box on March 28, 2020. After this update, it was found that approximately 40% of the responses had the out-of-curiosity option checked. We then investigated whether it was possible to distinguish the two response profiles (out-of-curiosity or not) and which questions were the best predictors of this behavior. We used a naive Bayes classifier [20], logistic regression [16], and XGBoost binary classifier [17]. We chose naive Bayes and logistic regression because they are widely used in medicine and other fields. XGBoost was included since it is based on a different approach (an ensemble of trees) and thus provides an interesting comparison to the two established methods.

All three models were tested with 5-fold random cross-validation, and the sensitivity and specificity for each fold were computed and finally averaged over all folds. The size of the majority set (not out-of-curiosity) was balanced by undersampling to the size of the minority prior to cross-validation.

All analyses, both the predictions and profiling, were performed using Python version 3.6 [21] with the feature selectors, classifiers, and regressors from Scikit-learn module version 1.0 [22].

Ethical Consideration

Our study data are based on statistical register data at the national level. These register data contain no personalizing identifiers. Therefore, this study does not fall under the purview of laws regarding medical research. The study protocol does not violate any ethical considerations or standards, according to a statement from the Medical Ethics Committee of the Hospital District of Helsinki and Uusimaa in Finland (June 2013).

Results

Predicting the Daily Use of Health Care Resources

Women used the web-based symptom checker more often than men; approximately two-thirds of the filled-in forms were completed by women (Table 1). People of working age were also using the symptom checker more than other age groups. Most of the questionnaires (approximately half) were completed in Southern Finland. Cough was the most common symptom, followed by sore throat, fever, headache, and difficulty breathing.
Table 1. Distribution of age, employment status, symptoms, and region of the filled-in Omaolo questionnaires.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total, n (%)</th>
<th>Men, n (%)</th>
<th>Women, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-9</td>
<td>8652 (2.08)</td>
<td>4291 (2.81)</td>
<td>4361 (1.66)</td>
</tr>
<tr>
<td>10-19</td>
<td>30,805 (7.41)</td>
<td>10,689 (6.99)</td>
<td>20,116 (7.68)</td>
</tr>
<tr>
<td>20-29</td>
<td>93,511 (22.50)</td>
<td>30,241 (19.77)</td>
<td>63,270 (24.10)</td>
</tr>
<tr>
<td>30-39</td>
<td>98,041 (23.59)</td>
<td>34,727 (22.71)</td>
<td>63,314 (24.11)</td>
</tr>
<tr>
<td>40-49</td>
<td>77,869 (18.74)</td>
<td>29,010 (18.97)</td>
<td>48,859 (18.61)</td>
</tr>
<tr>
<td>50-59</td>
<td>59,432 (14.30)</td>
<td>22,788 (14.90)</td>
<td>36,644 (13.96)</td>
</tr>
<tr>
<td>60-69</td>
<td>31,935 (7.69)</td>
<td>13,392 (8.76)</td>
<td>18,543 (7.06)</td>
</tr>
<tr>
<td>70-79</td>
<td>12,824 (3.09)</td>
<td>6519 (4.26)</td>
<td>6305 (2.40)</td>
</tr>
<tr>
<td>≥80</td>
<td>2453 (0.59)</td>
<td>1286 (0.84)</td>
<td>1167 (0.44)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>415,522</td>
<td>152,943</td>
<td>262,579</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not currently working</td>
<td>133,199 (32.59)</td>
<td>47,674 (31.90)</td>
<td>85,525 (32.99)</td>
</tr>
<tr>
<td>Health care worker</td>
<td>65,379 (16.00)</td>
<td>7953 (5.32)</td>
<td>57,426 (22.15)</td>
</tr>
<tr>
<td>Cannot avoid contact (service worker)</td>
<td>102,544 (25.09)</td>
<td>41,948 (28.07)</td>
<td>60,596 (23.37)</td>
</tr>
<tr>
<td>Can avoid contact</td>
<td>107,558 (26.32)</td>
<td>51,869 (34.71)</td>
<td>55,689 (21.48)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>408,680</td>
<td>149,444</td>
<td>259,236</td>
</tr>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cough</td>
<td>140,661 (34.60)</td>
<td>53,364 (36.53)</td>
<td>87,297 (33.51)</td>
</tr>
<tr>
<td>Trouble breathing</td>
<td>31,143 (7.66)</td>
<td>11,312 (7.74)</td>
<td>19,831 (7.61)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>86,985 (21)</td>
<td>24,505 (16.78)</td>
<td>62,480 (23.99)</td>
</tr>
<tr>
<td>Headache</td>
<td>35,886 (8.83)</td>
<td>12,233 (8.37)</td>
<td>23,653 (9.08)</td>
</tr>
<tr>
<td>Myalgia</td>
<td>10,213 (2.51)</td>
<td>4552 (3.12)</td>
<td>5661 (2.17)</td>
</tr>
<tr>
<td>Vomiting</td>
<td>7406 (1.82)</td>
<td>2640 (1.81)</td>
<td>4766 (1.83)</td>
</tr>
<tr>
<td>Fever</td>
<td>59,041 (14.52)</td>
<td>23,842 (16.32)</td>
<td>35,199 (13.51)</td>
</tr>
<tr>
<td>Loss of smell</td>
<td>433 (0.11)</td>
<td>182 (0.12)</td>
<td>251 (0.10)</td>
</tr>
<tr>
<td>Dysphagia</td>
<td>7971 (1.96)</td>
<td>2946 (2.02)</td>
<td>5025 (1.93)</td>
</tr>
<tr>
<td>Trismus</td>
<td>6469 (1.59)</td>
<td>1938 (1.33)</td>
<td>4531 (1.74)</td>
</tr>
<tr>
<td>Trouble speaking</td>
<td>6392 (1.57)</td>
<td>2971 (2.03)</td>
<td>3421 (1.31)</td>
</tr>
<tr>
<td>Other</td>
<td>13,952 (3.43)</td>
<td>5589 (3.83)</td>
<td>8363 (3.21)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>406,552</td>
<td>146,074</td>
<td>260,478</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Western central Finland (city of Tampere)</td>
<td>42,759 (14.50)</td>
<td>15,370 (14.41)</td>
<td>27,389 (14.55)</td>
</tr>
<tr>
<td>Western coastal Finland (city of Turku)</td>
<td>36,321 (12.31)</td>
<td>13,155 (12.33)</td>
<td>23,166 (12.30)</td>
</tr>
<tr>
<td>Northern Finland (city of Oulu)</td>
<td>27,419 (9.30)</td>
<td>9894 (9.27)</td>
<td>17,525 (9.31)</td>
</tr>
<tr>
<td>Southern Finland (city of Helsinki)</td>
<td>149,145 (50.56)</td>
<td>54,447 (51.04)</td>
<td>94,698 (50.29)</td>
</tr>
<tr>
<td>Eastern Finland (city of Kuopio)</td>
<td>39,340 (13.34)</td>
<td>13,819 (12.95)</td>
<td>25,521 (13.55)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>294,984</td>
<td>106,685</td>
<td>188,299</td>
</tr>
</tbody>
</table>

For the analyses, we chose two regressors, linear regression and XGBoost, with three feature preselection strategies for each, and compared their performance. To predict the COVID-19–related admissions for each day, 7 days ahead of the prediction point, the features given to the model were extracted from the responses and the Hilmo register on the 7 and 14 days prior (lag variables). The use of lag variables essentially means that two sets of the time-dependent features
were formed, with the first delayed 7 days and the second delayed 14 days. This was to ensure that no data from any of the sources, Omaolo or Hilmo, were leaked past the point of prediction during feature selection, model training, or testing. The regressors were first trained with 5 expert-selected features: how many of the questionnaires were filled-in by people over 60 years old, how many reported lengths of symptoms were greater than 10 days, and how many were assigned the urgency code P1 (the most urgent) in the care recommendations, in addition to the number of COVID-19–related admissions. The feature preselectors F-score and mutual information were added later.

The predictions made by both models for data gathered between March 16, 2020, and June 15, 2020, were compared to the true admission count (Figure 1). The first 4 weeks were reserved for training the models before predictions were made in the week starting on April 16, 2020. For the consecutive weeks, the models were retrained with the data from the previous weeks. Both models made predictions with a similar error (linear regression: mean absolute error [MAE] 138, mean absolute percentage error [MAPE] 31; XGBoost regression: MAE 135, MAPE 31). The predictions become more accurate toward the end of the study period, since the models had more data to learn from, which reduced the sampling bias. May 22, 2020, was a public holiday in Finland, explaining a similar drop in the true admission count as on weekends.

To check that the Omaolo questionnaire data are relevant for the predictions, we compared the error of both models with and without the questionnaire data, and only with the questionnaire data (Table 2). Both models achieved the lowest error when the registry and the questionnaire data were combined, indicating that the questionnaire data are relevant for making accurate predictions compared to the registry data alone.

In addition to expert-selected features, we tested automated feature selection methods that select the top 8 features based on the F-score or mutual information of the feature with the predicted variable (number of admissions on a given day) (Table 3). The F-score and mutual information are measures of dependence between the feature values and the values of the predicted variable in the historical data. Different feature selection strategies worked better for the two models: linear regression was the most accurate with the mutual information criterion, whereas XGBoost was the most accurate with the expert-selected features.

Older age groups, who are more likely to have a severe form of COVID-19 and hence be admitted to hospital, are underrepresented in the Omaolo questionnaire data. This could affect the performance of the models, as it is more difficult for the models to learn from imbalanced training data. To assess the problem, oversampling of the underrepresented age groups was performed to see if it would decrease the error of the models (Table 4). Resampling gave the linear regression model slightly smaller error, whereas the XGBoost regressor performed worse with resampling. These results indicate that it is not essential when minimizing the prediction error to oversample the questionnaire answers of the underrepresented age groups to match the age distribution of the population.

Figure 1. COVID-19–related admissions predicted by linear regression and extreme gradient boosting (XGBoost) regression models, together with the true admission count during the first wave of the pandemic in 2020.
Table 2. Comparison of the effect of Omaolo\textsuperscript{a} and Hilmo\textsuperscript{b} data on the error of the models on expert-selected features.

<table>
<thead>
<tr>
<th>Features</th>
<th>Mean absolute error</th>
<th>Mean absolute percentage error</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linear regression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omaolo+Hilmo</td>
<td>137.79</td>
<td>31.33</td>
</tr>
<tr>
<td>Omaolo</td>
<td>175.38</td>
<td>44.60</td>
</tr>
<tr>
<td>Hilmo</td>
<td>184.37</td>
<td>34.98</td>
</tr>
<tr>
<td><strong>Extreme gradient boosting regression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omaolo+Hilmo</td>
<td>139.11</td>
<td>31.78</td>
</tr>
<tr>
<td>Omaolo</td>
<td>165.18</td>
<td>46.94</td>
</tr>
<tr>
<td>Hilmo</td>
<td>178.92</td>
<td>46.63</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Omaolo: A web-based, CE-marked symptom self-assessment tool and medical device.

\textsuperscript{b}Hilmo: National administrative register on hospital admissions.

Table 3. Comparison of the effect of different feature selection methods on the error of the models.

<table>
<thead>
<tr>
<th>Feature selection</th>
<th>Mean absolute error</th>
<th>Mean absolute percentage error</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linear regression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expert-selected</td>
<td>137.79</td>
<td>31.33</td>
</tr>
<tr>
<td>F-score</td>
<td>141.40</td>
<td>30.46</td>
</tr>
<tr>
<td>Mutual information</td>
<td>112.16</td>
<td>24.23</td>
</tr>
<tr>
<td><strong>Extreme gradient boosting regression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expert-selected</td>
<td>139.11</td>
<td>31.78</td>
</tr>
<tr>
<td>F-score</td>
<td>150.07</td>
<td>36.40</td>
</tr>
<tr>
<td>Mutual information</td>
<td>146.12</td>
<td>33.33</td>
</tr>
</tbody>
</table>

Table 4. The effect of oversampling on the error of the models with expert-selected features.

<table>
<thead>
<tr>
<th>Resampling</th>
<th>Mean absolute error</th>
<th>Mean absolute percentage error</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linear regression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No resampling</td>
<td>137.79</td>
<td>31.33</td>
</tr>
<tr>
<td>Oversampling</td>
<td>131.13</td>
<td>30.47</td>
</tr>
<tr>
<td><strong>Extreme gradient boosting regression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No resampling</td>
<td>139.11</td>
<td>31.78</td>
</tr>
<tr>
<td>Oversampling</td>
<td>153.35</td>
<td>35.22</td>
</tr>
</tbody>
</table>

Profiling the Motives of the Omaolo COVID-19 Symptom Checker Users

The three different models produced the following sensitivity and specificity for detecting users that answered they were using the service out of curiosity: 0.622 and 0.367, respectively, for the naive Bayes classifier; 0.665 and 0.332, respectively, for logistic regression; and 0.607 and 0.388, respectively, for the XGBoost binary classifier. These results were acquired by maximizing the number of correct classifications.

Discussion

Principal Results

In this study, we examined whether it is possible to predict the national epidemic progression and the burden of health care using machine learning methods with real-life data on symptoms and usage of health care. The main finding of this study is that it is possible to predict national health care admissions related to COVID-19 using a symptom checker combined with register data by using machine learning methods with considerable accuracy (small MAPE error). These methods were tested in a scenario where the predictions were made 1 week ahead, once per week. The best model was achieved using the symptom checker data combined with register data (MAPE 24.23%). This result was reached by using linear regression with mutual
information as the feature preselector. All tested models and combinations of feature preselectors and models were able to produce predictions that followed the true epidemic progression (Figure 1). Overall, linear regression was better than XGBoost, although only marginally. This suggests that in our research scenario, there was no benefit in using a model that has many trainable hyperparameters (XGBoost regression) over a simple model (linear regression). All tested models seemed to improve toward the end of our study period as more data were available for training. Additionally, the differences in accuracy between the models were more visible at the start of the period and seemed to diminish toward the end. Based on the results, the F-score and especially mutual information appear to improve the results for linear regression. Feature preselection may improve the predictions by, for example, reducing the risk of overfitting. This is relevant in our data set since the feature set used in the classification was rather large and likely suffers from multicollinearity. Using the preselectors did not improve XGBoost regression. This suggests that we were not able to find a suitable preselection strategy for the method.

Finally, predictions that can follow the progression can be made using either Omaolo symptom checks or historic Hilmo counts separately. However, the best results were achieved by combining both. Adding Omaolo to Hilmo counts reduced the MAPE of linear regression from 34.98% to 31.33% and that of XGBoost from 46.63% to 31.78%. These results suggest that Omaolo contains information of the pandemic progression that is not present in Hilmo alone.

Oversampling the data to balance the regional differences between the Omaolo users and general population seemed to produce conflicting results: marginal gain with linear regression but loss of accuracy with XGBoost. Oversampling leads to added complexity in the analysis pipeline, and without a clear benefit, its use is hard to justify.

Profiling the Motives of the Omaolo COVID-19 Symptom Checker Users

The answer profiles of those using the COVID-19 symptom checker out of curiosity were very similar to those of the other users, and no reliable classification between the groups could be made by any of the tested models. Neither of the groups reported longer or more serious symptoms over the other. The only striking difference between the groups was that there appeared to be more out-of-curiosity responses during high service utilization such as after television infomercials.

Consideration of Other Sources

We also considered using the daily number of phone calls received at the 116117 Medical Helpline service. The 116117 Medical Helpline provides professional assistance on health care–related topics in urgent, but nonemergency cases to over 4 million Finns in extended business hours. However, since it was not possible to extract the topic of the call, whether they were COVID-19–related or not, and since the calls could be localized with much poorer resolution than with the rest of the sources, this data set was eventually dropped from the analyses.

The Google Trends [23] of popular COVID-19–related search terms was another potential data source considered for analyses. However, it was found that the publicly available Finnish trends only covered major cities. Additionally, the overlap of trending search terms between cities was found to be small, making the data very sparse. For these reasons, this data set was not used in the analyses.

Strengths and Limitations

This study had several potential limitations. A considerable number of responses (132,951) were not saved during the study period. Nearly all of these were submitted during the first 2 weeks of the study, complicating the analysis for the first month. This may have contributed to the relatively poor prediction accuracy for the related weeks by delaying the convergence of the regressors to the true admission count.

The true admission count showed a strong diminishing trend toward the end of our study period. During the last weeks of the period, there were days when only a few dozen new admissions were recorded nationally. Because our error metric, MAPE, is relative to the true values, if these values are small, error values will appear high even though the absolute error between true and predicted counts remains low. Despite this, we decided to use MAPE for its intuitiveness, wide use, and easy comparability of the error between the days, weeks, and methods.

At the beginning, the survey did not include an item about the motive to fill in the survey (ie, whether it was due to actual symptoms or out of curiosity). This adds some additional forms to our data that do not reflect the situation at hand. The proportion of responses filled-in out of curiosity remained remarkably stable at around 40% throughout the study period. Moreover, the results of trying to separate the responses filled-in out of curiosity from the rest with binary classifiers (naive Bayes, logistic regression, XGBoost classifier) failed to reveal any meaningful differences between the answer profiles of these groups. Thus, we did not find a justification to remove these responses from the analyses or handle them differently than the rest of responses (not filled-in out of curiosity).

The data available for this study contained COVID-19–related admissions data with a steady downward trend, and it would have been interesting to see if the models could predict a reversal of the trend before it occurs. However, there is weekly variability in the admissions and the models learned this pattern well. An interesting deviation from the weekly pattern was Ascension Day on Thursday, May 21, which was a public holiday in Finland. The models did not have enough training data on admissions on public holidays on a weekday to predict a similar dip in the admissions as on weekends, although longer data sets could allow the models to learn this pattern as well.

Much of the prediction errors took place during days that showed sharp peaks of increased or decreased demand that were not immediately explainable with the data available. Some of these errors may be due to technical reasons such as a major care provider suffering an error on one day and reporting higher counts on the following day. Naturally, these kinds of special events cannot be learned from the admission count data alone. On a positive note, the developed models appear robust and thus not susceptible to these kinds of anomalies.
One could also question if biological tests make other monitoring redundant. While in many countries biological tests are performed to follow the pandemic, it is important to note that online symptom checking does not replace the need for biological testing but provides a different and valuable perspective. In many countries, including Finland, the testing services are saturated, and only some population groups get tested, making our picture of the pandemic progression biased. Biological testing further comes with an immense cost, particularly with an exponential rise in cases.

The symptom checker, in turn, can be filled in anytime and by large numbers. Furthermore, it can be continuously updated to include the most relevant questions. It is possible that the health care burden is going to change even quite rapidly, and we can see that using Omaolo surveys, even without an indication from the time-series data. Additionally, the machine learning models are trained every week, allowing adaptability to changes in the statistical relationship between the predictors and the predicted variable as the pandemic progresses.

Furthermore, while our data only cover the first wave of the pandemic, the results remain important from the perspective of early decision-making against a new threat, and overcoming the challenge on modeling a novel phenomenon from the start with no history. Additionally, we do not only validate the data, but our approach further enables the prediction and modeling of the pandemic. Emergence of vaccinations, new variants, new policies, and restrictions will all affect the progression of the pandemic. These changes have also affected Omaolo, which has been continuously updated (eg, including questions about vaccination status). Our prediction models are also upgradeable continuously; thus, the drift in data and concept can be mitigated on the go, and features that will drop or rise in importance can be monitored along with the actual result of the prediction.

Finally, the lack of reported anosmia could suggest a lack of specificity. In our data, anosmia is a rarely reported symptom. It is also a known problem that without a specific test, COVID-19 is notoriously hard to distinguish from a common flu. Despite the relatively small number of reported anosmia cases, we have other features that have been shown to be highly significant in predicting International Classification of Diseases-10– and International Classification of Primary Care-2–coded admissions. These include features such as how many of the questionnaires were filled-in by people over 60 years old, how many reported lengths of symptoms were greater than 10 days, and how many were assigned an urgency code P1 (the most urgent) in the care recommendations.

Alternatively, if anosmia is important for specificity, it is likely that we have more false positives and our final models are less accurate. In other words, with the key symptoms, the precision of the model is improved and the error is smaller. The consequence of such a lack depends on how the results are used. If the burden of health care were solely estimated based on these models, we might underestimate the need for health care. However, it is unlikely that the model would be used to define any absolute health care need, whereas it can provide an indication to prepare for an increased health care burden.

The study also has several strengths. We had access to a nationwide online symptom checker data source, Omaolo, which is a CE-marked medical device complying with the Medical Device Directive, used by health care and social service professionals [24]. We also had data on all hospital admission records from public or private hospitals in Finland on a weekly basis. Such data are rarely available anywhere in the world and provide unique opportunities to produce new information about the possibilities of using such real-life data in predicting a subsequent health care burden. Similar symptom checkers could be adopted for use in many other countries, and they could provide an opportunity to collect data on symptom development very rapidly and at a relatively low cost at a national level. These symptom checkers and the findings are not restricted or solely applicable to the current pandemic or its first wave, but could be applied in any other future epidemic or pandemic or for the collection of other types of symptoms as well.

In addition, a clear advantage of machine learning methods is that both the model section and fit are automatized. This means that the prediction method adapts in the face of any new data and attempts to make as accurate predictions as possible with the data in use at any given time. However, in case the phenomenon in question changes notably, changes in data use and sources and machine learning methods are also required.

Conclusions

Our study shows that COVID-19–related health care admissions in the short term can be predicted with considerable accuracy using symptom checker data combined with register data based on machine learning methods. This type of approach could help health care providers better assess the burden of the health care system in advance, which would make resource allocation more predictable. Furthermore, we consider that this type of approach could also be implemented in different stages of the pandemic and in future pandemics as well.
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Abstract

Background: While there is a strong association between adhering to a healthy dietary pattern and reductions in blood pressure, adherence remains low. New technologies aimed to help facilitate behavior change may have an effect on reducing blood pressure among individuals with hypertension.

Objective: This study aims to evaluate characteristics of participants with stage 2 hypertension who used Foodsmart and to assess changes in systolic blood pressure (SBP) and diastolic blood pressure (DBP).

Methods: We analyzed demographic, dietary, and clinical characteristics collected from 11,934 adults with at least two blood pressure readings who used the Foodsmart platform. Stage 2 hypertension was defined as SBP ≥140 mmHg or DBP ≥90 mmHg. We calculated mean changes in blood pressure among participants with stage 2 hypertension and stratified by length of follow-up and the covariates associated with achieving blood pressure levels below stage 2 hypertension. We compared changes in diet quality and weight between participants with stage 2 hypertension at baseline who achieved stage 1 hypertension or below and those who did not.

Results: We found that 10.63% (1269/11,934) of participants had stage 2 hypertension at baseline. Among Foodsmart participants with stage 2 hypertension at baseline, SBP and DBP decreased, on average, by 5.7 and 4.0 mmHg, respectively; 33.02% (419/1269) of participants with stage 2 hypertension at baseline achieved blood pressure levels below stage 2 hypertension (SBP <140 mmHg and DBP <90 mmHg). Using a multivariable ordinal logistic regression model, changes in Nutriscore (P=.001) and weight (P=.04) were statistically significantly associated with changes in blood pressure categories for users with stage 2 hypertension at baseline. Using a multivariable logistic regression model, we found that baseline Nutriscore, change in Nutriscore, and change in weight were associated with greater likelihood of users with stage 2 hypertension at baseline achieving a lower blood pressure category.

Conclusions: This study evaluated changes in SBP and DBP among users (with hypertension) of the Foodsmart platform and found that those with stage 2 hypertension, on average, improved their blood pressure levels over time.

(JMIR Form Res 2022;6(3):e35503) doi:10.2196/35503
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Introduction

Almost half of all adults living in the United States have hypertension, with only 1 in 4 having their condition under control [1]. Hypertension occurs when the body’s blood vessels narrow, which results in blood exerting a greater pressure on the walls of one’s blood vessels and the heart working harder [2]. Uncontrolled hypertension can also lead to a myriad of
health complications as it can result in narrow, weak, or thick blood vessels, which prevent organs from functioning normally. Notably, it can cause aneurysm, heart disease, or stroke, with heart disease and stroke being the leading causes of death in the United States [1,3]. Consequently, this condition costs the US health care system about US $313 billion annually [4].

A healthy diet is an important part of an individual’s toolkit to reduce their blood pressure. Previous studies have shown that a healthy dietary pattern can reduce hypertension to controlled levels. For example, the Dietary Approaches to Stop Hypertension (DASH) diet is composed of fruits, vegetables, and low-fat dairy products. Filippou et al [5] found in a systematic review of studies that the DASH diet resulted in significant reductions in blood pressure both for those with hypertension and those without. After such success in these trials, DASH is now recommended by the National Institutes of Health (NIH) to reduce hypertension [6]. Despite robust evidence supporting the relationship between healthy eating and lower risk of hypertension, barriers related to time, finances, information, and accessibility in obtaining healthy foods prevent people from starting and sustaining such changes over their lifetime.

Foodsmart, a digital nutrition platform, is a potential solution to address these barriers. The platform helps its users improve their health by providing them information about their current diet and pinpointing areas of improvement, while also providing personalized recipes and meal planning options to achieve target goals. The platform also assists in purchasing healthier foods with direct integration from meal plans to grocery lists to retailers through an ad-free environment. Consequently, Foodsmart is able to create sustainable behavior change for its users by making the process easy, quick, and affordable. Previous research has shown that this sustained behavior change has resulted in sustained changes in biometrics as well. Hu et al [7] found that Foodsmart members with obesity have been able to achieve sustained weight loss over the time during which they have used the platform.

Previous studies have also shown the effectiveness of digital nutrition interventions in helping participants lower their blood pressure. Milani et al [8] provided a digital intervention that consisted of lifestyle recommendations as well as medication management to assist patients in reducing their blood pressure. Participants were asked to measure their blood pressure at least once a week on purchased blood pressure devices. They found that in the digital intervention groups patients saw an average decrease in blood pressure of 14 mmHg in systolic blood pressure (SBP) and 5 mmHg in diastolic blood pressure (DBP) after 90 days compared with those on usual care with a reduction of 4 mmHg/2 mmHg [8]. This study displays what is possible at the higher end of blood pressure reductions over 90 days given that this was a partially medication-guided intervention. Steinberg et al [9] implemented a digital intervention to attempt to increase DASH adherence and thus lower blood pressure more through the use of a mobile diet-tracking app. After 3 months, participants had an average reduction of 2.8 mmHg of SBP and 3.6 mmHg for DBP [9]. Foodsmart, however, does not provide medication management services and differs from the latter intervention in its digital interface, personalized meal planning, and online food ordering system. Therefore, Foodsmart is well-positioned to help its participants with hypertension make sustainable, holistic changes in their health by both providing them with nutritional information and adjusting their food purchasing environment to facilitate behavior change.

This study aims to characterize Foodsmart participants with stage 2 hypertension, as well as identify what characteristics are associated with returning to stage 1 hypertension levels or lower among those with stage 2 hypertension. It also aims to evaluate changes in blood pressure levels and other biometrics over time among participants with hypertension.

**Methods**

**Study Sample**

As of August 2021, 106,816 participants of Foodsmart who were older than 18 years living the United States and enrolled since January 2016 had entered plausible systolic and diastolic readings (SBP between 80 and 300 mmHg, exclusive; DBP between 40 and 200 mmHg, exclusive). Of those Foodsmart participants, 11,934 had reported at least two systolic/diastolic readings, with the first and last reported readings at least 30 days apart. Our final sample size was 11,934 participants with at least two reports of SBP and DBP.

**Foodsmart**

Foodsmart is a digital nutrition platform that facilitates sustained dietary and behavior change through 2 main components, Foodsmart and FoodsMart. Foodsmart has been described previously [10]. In brief, participants on Foodsmart complete an online dietary assessment, Nutriquiz, to evaluate current diet quality. Based on the results of the Nutriquiz, personalized meal plans, aligned with their dietary preferences, are created that are converted into grocery lists and integrated into online order and delivery of meal kits, prepared foods, and groceries.

Foodsmart is available through health plans and employers and can be accessed via the web or the iOS or Android operating system.

**Measurements of SBP, DBP, and Weight**

Foodsmart participants were able to input their biometrics such as blood pressure, height, and weight, and were able to report new biometrics at any time. Because of potential errors in participants self-reporting their biometrics, the following values were considered as outliers and removed: SBP ≤80 mmHg or ≥300 mmHg, DBP ≤40 mmHg or ≥200 mmHg, weight ≤27.2 kg or ≥181.1 kg, and BMI ≤15 kg/m² or ≥50 kg/m². Length of follow-up was calculated as the number of days between the first and last systolic/diastolic measures inputted. We defined normotension as SBP <120 mmHg and DBP <80 mmHg, elevated blood pressure as SBP between 120 and 129 mmHg (inclusive) and DBP <80, stage 1 hypertension as either SBP between 130 and 139 mmHg (inclusive) or DBP between 80-89 mmHg (inclusive), and stage 2 hypertension as either SBP ≥140 mmHg or DBP ≥90 mmHg, as defined by the American Heart Association [11]. These rules were applied to both the first and last systolic/diastolic measures reported. We used the stage 2
hypertension cutoff for the primary analysis, and the stage 1 hypertension cutoff for the sensitivity analysis. Changes in blood pressure were calculated by subtracting the end SBP and DBP readings from the baseline SBP and DBP readings, respectively. Percent changes were calculated for both SBP and DBP readings by dividing the change in SBP/DBP readings by the baseline SBP/DBP measurements.

Baseline BMI was calculated as the baseline weight entered in kilograms divided by height in meters squared (kg/m²). Participants’ baseline BMI was categorized as normal BMI (BMI <25 kg/m²), overweight (25-29.9 kg/m²), or obese (BMI ≥30 kg/m²). Participants were also able to report any conditions they currently had (eg, diabetes, high blood pressure) in the Nutriquiz.

Dietary Assessment
Participants self-reported their food intake and dietary habits in the Foodsmart platform. Participants were asked to fill out a 53-item food frequency questionnaire called Nutriquiz (adapted from the National Cancer Institute Diet History Questionnaire I) when they sign up [12]. Demographic information (age, sex, height), weight, and daily dietary intake (added sugars, fiber, fruits, vegetables, whole grains, fats, proteins, water, and sodium) were collected in the Nutriquiz.

Based on responses from the Nutriquiz and the daily dietary intake, a score (Nutriscore) from 0 to 70 was calculated to assess overall diet quality, with 70 being the highest diet quality. The Nutriscore is based on the Alternative Healthy Eating Index-2010 and the Commonwealth Scientific and Industrial Research Organization Healthy Diet Score [13,14]. Change in the Nutriscore was calculated as a participant’s last Nutriscore minus the first Nutriscore. A positive change in Nutriscore indicates the participant improved their nutrition.

Statistical Analysis
We performed exploratory data analyses to assess the baseline demographic characteristics, SBP and DBP levels, and diet quality of the total study population, stratified by whether participants had stage 2 hypertension at baseline or not. We reported categorical variables as number of participants (percentage of study population) and continuous variables as mean (SD). We used chi-square tests to assess whether categorical variables are independent of baseline stage 2 hypertension status, and 2-sample t tests (unpaired) to evaluate differences in continuous variables.

Univariate and multivariable ordinal logistic regression analyses were used to estimate the odds ratios (ORs) and 95% CIs of achieving different blood pressure categories at different thresholds (eg, using the elevated blood pressure category as the threshold, the odds of achieving stage 1 hypertension and stage 2 hypertension). Four blood pressure categories were considered: normotension, elevated blood pressure, stage 1 hypertension, and stage 2 hypertension. Univariate and multivariable logistic regression analyses were used to estimate the ORs and 95% CIs of achieving blood pressure levels below stage 2 hypertension. The multivariable logistic regression and multivariable ordinal logistic regression models were both mutually adjusted for sex, age category, baseline BMI category, baseline Nutriscore, change in Nutriscore, change in weight, baseline SBP, baseline DBP, diabetes, and high cholesterol.

Among participants who had stage 2 hypertension, we calculated the mean changes in SBP and DBP overall, and by time of follow-up at different thresholds (≥6, ≥12, and ≥24 months). We used paired t tests to evaluate whether the changes in SBP and DBP were statistically significant. In addition, we calculated the mean percentage change for SBP and DBP. In a sensitivity analysis, we used a threshold of stage 1 hypertension or higher (SBP ≥130 mmHg or DBP ≥80 mmHg) to calculate mean changes in HbA1c.

We also calculated the percentage of participants with stage 2 hypertension at baseline who achieved stage 1 hypertension or lower by the end of follow-up, and stratified by follow-up length.

To further explore the impact on SBP and DBP, we examined changes in weight, diet quality, SBP, and DBP, stratified by whether participants with stage 2 hypertension at baseline achieved stage 1 hypertension or lower (SBP <130 mmHg and DBP <80 mmHg) by the end of follow-up.

We considered P values less than .05 to be significant for all tests. R Studio version 1.4.1106 and R version 4.0.5 (R Foundation) were used for all analyses.

Ethical Approval
The study was declared exempt from institutional review board oversight by the Pearl Institutional Review Board given the retrospective design of the study and the less than minimal risk to participants.

Results

Participant Characteristics
Baseline demographics and biometrics of the total study sample stratified by a threshold of stage 2 hypertension status are shown in Table 1. Of participants with at least two blood pressure entries, 47.15% (5627/11,934) were classified as having stage 1 hypertension or higher at baseline, and 10.63% (1269/11,934) were classified as having stage 2 hypertension at baseline.

There were 11,934 participants included in the total study sample; 69.93% (8346/11,934) of the participants were female, 19.44% (2320/11,934) were 60 years or older, 68.46% (8170/11,934) were either overweight or obese, 17.80% (2124/11,934) reported having diabetes, and 37.91% (4254/11,934) reported having high cholesterol. The mean weight was 83.9 (SD 22.1) kg, the mean baseline Nutriscore was 33.8 (SD 8.5) points, and the mean change in the Nutriscore was 1.7 (SD 7.1) points. The mean follow-up length was 8.8 (SD 9.5) months and ranged from 1 to 65 months. Compared with participants who did not have stage 2 hypertension, participants who did have stage 2 hypertension were more likely to be male, to have a higher weight and BMI, to have a lower baseline Nutriscore, to have a longer length of follow-up, and to self-report having diabetes or high cholesterol. Participants with stage 2 hypertension at baseline were also more likely to have a higher increase in Nutriscore compared with participants who did not have stage 2 hypertension.
without stage 2 hypertension at baseline, although the difference was not statistically significant ($P=.28$).

To better understand what blood pressure category participants attained at the end of follow-up, we used ordinal logistic regression to examine the association of covariates with the end blood pressure categories among participants who had stage 2 hypertension at baseline (Table 2). Threshold 1 indicates the probability of stage 2 hypertension, stage 1 hypertension, or elevated blood pressure versus normotension. Threshold 2 indicates the probability of stage 2 hypertension or stage 1 hypertension versus elevated blood pressure or normotension. Threshold 3 indicates the probability of stage 2 hypertension versus stage 1 hypertension, elevated blood pressure, or normotension. In the univariate ordinal logistic regression models, participants who were female were less likely to end in the elevated blood pressure or higher categories versus the normotensive blood pressure category on average (OR 0.75, 95% CI 0.59-0.96; $P=.02$). Participants with a higher baseline Nutriscore were less likely to end in the elevated blood pressure or higher categories versus the normotensive blood pressure category on average (OR 0.97, 95% CI 0.94-0.99; $P=.01$). Participants whose Nutriscore increased at the end of follow-up were less likely to end in the elevated blood pressure or higher categories versus the normotensive category (OR 0.96, 95% CI 0.93-0.99; $P=.008$). Participants who gained more weight at the end of follow-up were more likely to end in the elevated blood pressure or higher categories versus the normotensive category on average (OR 1.02, 95% CI 1.01-1.04; $P=.004$).

Table 1. Baseline characteristics of total study sample and by baseline hypertension status.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All participants (n=11,934)</th>
<th>Below stage 2 hypertension (n=10,665)</th>
<th>Stage 2 hypertension (n=1269)</th>
<th>P value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>8346 (69.93)</td>
<td>7539 (70.69)</td>
<td>807 (63.59)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>2929 (24.54)</td>
<td>2697 (25.29)</td>
<td>232 (18.28)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>40-59</td>
<td>6685 (56.02)</td>
<td>5927 (55.57)</td>
<td>758 (59.73)</td>
<td></td>
</tr>
<tr>
<td>≥60s</td>
<td>2320 (19.44)</td>
<td>2041 (19.14)</td>
<td>279 (21.99)</td>
<td></td>
</tr>
<tr>
<td>Weight (kg), n; mean (SD)</td>
<td>11,919; 83.9 (22.1)</td>
<td>10,656; 82.6 (21.6)</td>
<td>1263; 93.0 (24.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change in weight (kg), n; mean (SD)</td>
<td>7934; –0.4 (7.5)</td>
<td>7111; –0.4 (7.3)</td>
<td>726; –0.7 (8.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI category, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Normal</td>
<td>3621 (30.34)</td>
<td>3418 (32.05)</td>
<td>203 (16.00)</td>
<td></td>
</tr>
<tr>
<td>Overweight</td>
<td>3691 (30.93)</td>
<td>3339 (31.31)</td>
<td>352 (27.74)</td>
<td></td>
</tr>
<tr>
<td>Obese</td>
<td>4479 (37.53)</td>
<td>3803 (35.66)</td>
<td>676 (53.27)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>143 (1.20)</td>
<td>105 (0.98)</td>
<td>38 (2.99)</td>
<td></td>
</tr>
<tr>
<td>Baseline systolic blood pressure (mmHg), n; mean (SD)</td>
<td>11,934; 120 (13.0)</td>
<td>10,665; 118 (9.8)</td>
<td>1269; 140 (19.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline diastolic blood pressure (mmHg), n; mean (SD)</td>
<td>11,934; 76.0 (9.6)</td>
<td>10,665; 74.4 (7.6)</td>
<td>1269; 89.5 (13.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Follow-up duration (months), n; mean (SD)</td>
<td>11,934; 8.8 (9.5)</td>
<td>10,665; 8.7 (9.3)</td>
<td>1269; 9.8 (10.9)</td>
<td>.03</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>2124 (17.80)</td>
<td>1787 (16.76)</td>
<td>337 (26.56)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High cholesterol, n (%)</td>
<td>4254 (35.65)</td>
<td>3701 (34.70)</td>
<td>553 (43.58)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline Nutriscore (0-70), n; mean (SD)</td>
<td>11,934; 33.8 (8.5)</td>
<td>10,665; 34.2 (8.5)</td>
<td>1269; 31.3 (8.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change in Nutriscore, n; mean (SD)</td>
<td>11,551; 1.7 (7.1)</td>
<td>10,335; 1.6 (7.1)</td>
<td>1196; 1.9 (7.3)</td>
<td>.28</td>
</tr>
</tbody>
</table>

$^a$Chi-square tests and 2-sample t tests (paired) were used to test differences for categorical and continuous variables, respectively.
Table 2. Association between predictors and likelihood of blood pressure categories at the end of follow-up in the univariate and multivariable ordinal logistic regression models.

<table>
<thead>
<tr>
<th>Association</th>
<th>Univariate odds ratio (95% CI)</th>
<th>P value</th>
<th>Multivariable odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female)</td>
<td>0.75 (0.59-0.96)</td>
<td>.02</td>
<td>0.82 (0.60-1.12)</td>
<td>.22</td>
</tr>
</tbody>
</table>

**Age**

<table>
<thead>
<tr>
<th>Age</th>
<th>Univariate odds ratio (95% CI)</th>
<th>P value</th>
<th>Multivariable odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;40</td>
<td>1 (reference)</td>
<td></td>
<td>1 (reference)</td>
<td></td>
</tr>
<tr>
<td>40-59</td>
<td>0.76 (0.55-1.05)</td>
<td>.09</td>
<td>0.79 (0.53-1.18)</td>
<td>.24</td>
</tr>
<tr>
<td>≥60</td>
<td>0.61 (0.42-0.88)</td>
<td>.009</td>
<td>0.68 (0.42-1.09)</td>
<td>.11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Baseline Nutriscore (0-70; per 2 points)</th>
<th>Univariate odds ratio (95% CI)</th>
<th>P value</th>
<th>Multivariable odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline Nutriscore (0-70; per 2 points)</td>
<td>0.97 (0.94-0.99)</td>
<td>.01</td>
<td>0.96 (0.92-0.99)</td>
<td>.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Baseline BMI category</th>
<th>Univariate odds ratio (95% CI)</th>
<th>P value</th>
<th>Multivariable odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>1 (reference)</td>
<td></td>
<td>1 (reference)</td>
<td></td>
</tr>
<tr>
<td>Overweight</td>
<td>0.96 (0.66-1.37)</td>
<td>.81</td>
<td>0.90 (0.56-1.45)</td>
<td>.67</td>
</tr>
<tr>
<td>Obese</td>
<td>0.93 (0.67-1.30)</td>
<td>.69</td>
<td>0.78 (0.50-1.23)</td>
<td>.29</td>
</tr>
<tr>
<td>Change in weight (kg)</td>
<td>1.02 (1.01-1.04)</td>
<td>.004</td>
<td>1.02 (1.00-1.04)</td>
<td>.04</td>
</tr>
<tr>
<td>Length of follow-up (per 6 months)</td>
<td>0.91 (0.86-0.97)</td>
<td>.002</td>
<td>0.97 (0.90-1.04)</td>
<td>.40</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.91 (0.71-1.18)</td>
<td>.50</td>
<td>1.14 (0.81-1.59)</td>
<td>.46</td>
</tr>
<tr>
<td>High cholesterol</td>
<td>0.84 (0.66-1.05)</td>
<td>.13</td>
<td>0.80 (0.59-1.08)</td>
<td>.15</td>
</tr>
<tr>
<td>Baseline systolic (per 5 mmHg)</td>
<td>0.98 (0.95-1.01)</td>
<td>.17</td>
<td>1.00 (0.96-1.05)</td>
<td>.96</td>
</tr>
<tr>
<td>Baseline diastolic (per 5 mmHg)</td>
<td>1.04 (1.00-1.09)</td>
<td>.07</td>
<td>1.05 (0.99-1.12)</td>
<td>.12</td>
</tr>
</tbody>
</table>

After adjusting for all other covariates in the multivariable ordinal logistic regression model, change in Nutriscore was inversely associated with ending with elevated blood pressure, stage 1 hypertension, or stage 2 hypertension (OR 0.93, 95% CI 0.89-0.97; P=.001); for every 2-point increase in Nutriscore, a participant was 7% less likely to end in the elevated blood pressure or higher categories versus the normotensive category on average. Change in weight was positively associated with ending in the elevated blood pressure or higher categories versus the normotensive category on average. Change in weight was positively associated with ending in the elevated blood pressure or higher categories (OR 1.02, 95% CI 1.00-1.04; P=.04). For every 1-kg increase in weight, a participant was 2% more likely to end with elevated blood pressure or higher versus normotensive, on average.

We further examined the association between baseline characteristics and odds of achieving a blood pressure category below stage 2 hypertension in the univariate and multivariable logistic regression models (Table 3). In the univariate regression models, participants who were female were 30% more likely to achieve an end blood pressure category below stage 2 hypertension than participants who were male (OR 1.30, 95% CI 1.02-1.67; P=.04). Participants classified in the age group 60 years and older were 68% more likely to achieve an end blood pressure category below stage 2 hypertension than participants classified in the less than 40-year-old group (OR 1.68, 95% CI 1.15-2.46; P=.007). Participants with a higher baseline Nutriscore were more likely to achieve an end blood pressure category below stage 2 hypertension (OR 1.04, 95% CI 1.01-1.06; P=.01). Participants with an increase in Nutriscore were more likely to achieve an end blood pressure category below stage 2 hypertension (OR 1.04, 95% CI 1.01-1.08; P=.01). Participants with a decrease in weight were more likely to achieve an end blood pressure category below stage 2 hypertension (OR 0.98, 95% CI 0.96-0.99; P=.003). Participants with a longer length of follow-up were more likely to achieve an end blood pressure category below stage 2 hypertension (OR 1.11, 95% CI 1.05-1.19; P=.001).
After adjusting for all other covariates in the multivariable logistic regression model, we found that for every 2-point increase in baseline Nutriscore, a user would be 2% more likely to achieve an end blood pressure category below stage 2 hypertension (OR 1.05, 95% CI 0.96-1.00; \( P = .003 \)). Adjusting for all other covariates, for every 1-kg increase in change in weight, a participant would be 2% less likely to achieve an end blood pressure category below stage 2 hypertension (OR 0.98, 95% CI 0.96-1.00; \( P = .03 \)).

### Changes in SBP and DBP

Multimedia Appendices 1 and 2 show the mean and percent change in SBP and DBP, respectively, for participants who had stage 2 hypertension at baseline. Changes were calculated overall and by length of follow-up, at ≥6, ≥12, and ≥24 months. The mean changes in SBP for overall and subsetting to length of follow-up ≥6, ≥12, and ≥24 months were −2.3% (SD 7.5%), −2.7% (SD 8.1%), and −2.6% (SD 7.6%) for systolic and −1.9% (SD 7.4%), −2.5% (SD 7.3), and −2.4% (SD 7.1) mmHg, respectively.

### Table 3. Odds of achieving blood pressure below stage 2 hypertension for users with stage 2 hypertension at baseline in univariate and multivariable logistic regression analyses.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Univariate odds ratio (95% CI)</th>
<th>( P ) value</th>
<th>Multivariable odds ratio (95%)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female)</td>
<td>1.30 (1.02-1.67)</td>
<td>.04</td>
<td>1.16 (0.85-1.61)</td>
<td>.36</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>1 (reference)</td>
<td></td>
<td>1 (reference)</td>
<td></td>
</tr>
<tr>
<td>40-59</td>
<td>1.36 (0.98-1.89)</td>
<td>.07</td>
<td>1.34 (0.89-2.03)</td>
<td>.17</td>
</tr>
<tr>
<td>≥60</td>
<td>1.68 (1.15-2.46)</td>
<td>.007</td>
<td>1.58 (0.96-2.61)</td>
<td>.07</td>
</tr>
<tr>
<td>Baseline Nutriscore (0-70; per 2 points)</td>
<td>1.04 (1.01-1.06)</td>
<td>.01</td>
<td>1.05 (1.01-1.10)</td>
<td>.01</td>
</tr>
<tr>
<td>Change in Nutriscore (per 2 points)</td>
<td>1.04 (1.01-1.08)</td>
<td>.01</td>
<td>1.07 (1.03-1.12)</td>
<td>.003</td>
</tr>
<tr>
<td>Baseline BMI category</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>1 (reference)</td>
<td></td>
<td>1 (reference)</td>
<td></td>
</tr>
<tr>
<td>Overweight</td>
<td>1.14 (0.79-1.67)</td>
<td>.48</td>
<td>1.21 (0.74-2.00)</td>
<td>.45</td>
</tr>
<tr>
<td>Obese</td>
<td>1.19 (0.85-1.68)</td>
<td>.31</td>
<td>1.43 (0.89-2.31)</td>
<td>.14</td>
</tr>
<tr>
<td>Change in weight (kg)</td>
<td>0.98 (0.96-0.99)</td>
<td>.003</td>
<td>0.98 (0.96-1.00)</td>
<td>.03</td>
</tr>
<tr>
<td>Length of follow-up (per 6 months)</td>
<td>1.11 (1.05-1.19)</td>
<td>.001</td>
<td>1.04 (0.97-1.13)</td>
<td>.26</td>
</tr>
<tr>
<td>Diabetes</td>
<td>1.15 (0.88-1.49)</td>
<td>.30</td>
<td>0.92 (0.64-1.30)</td>
<td>.62</td>
</tr>
<tr>
<td>High cholesterol</td>
<td>1.21 (0.96-1.54)</td>
<td>.11</td>
<td>1.23 (0.90-1.68)</td>
<td>.20</td>
</tr>
<tr>
<td>Baseline systolic (per 5 mmHg)</td>
<td>1.02 (0.99-1.06)</td>
<td>.14</td>
<td>1.01 (0.96-1.05)</td>
<td>.78</td>
</tr>
<tr>
<td>Baseline diastolic (per 5 mmHg)</td>
<td>0.96 (0.92-1.01)</td>
<td>.12</td>
<td>0.96 (0.90-1.02)</td>
<td>.23</td>
</tr>
</tbody>
</table>

For participants who had stage 1 hypertension at baseline, the mean changes in SBP for overall and subsetting to length of follow-up ≥6, ≥12, and ≥24 months were −2.0 (SD 9.4), −2.4 (SD 10.1), −3.0 (SD 10.3), and −2.7 (SD 9.9) mmHg, respectively. Mean percentage changes in SBP were −1.3% (SD 6.9%), −1.6% (SD 7.2%), −2.0% (SD 7.4%), and −1.8% (SD 7.1%) for overall, ≥6, ≥12, and ≥24 months, respectively. The mean changes in DBP for overall and subsetting to length of follow-up ≥6, ≥12, and ≥24 months were −1.8 (SD 6.9), −2.1 (SD 6.9), −2.5 (SD 7.3), and −2.4 (SD 7.1) mmHg, respectively. The mean percentage changes in DBP were −1.9% (SD 7.4%), −2.3% (SD 7.5%), −2.7% (SD 8.1%), and −2.6% (SD 7.6%) for overall, ≥6, ≥12, and ≥24 months, respectively.

We evaluated the percentage of participants who had stage 2 hypertension at baseline who achieved blood pressure levels below stage 2 hypertension, systolic reading <140 mmHg and diastolic reading <90 mmHg, at the end of follow-up (Multimedia Appendix 3). Across all length-of-follow-up periods, 33.02% (419/1269) of participants with stage 2 hypertension at baseline lowered their blood pressure to below stage 2 hypertension, systolic reading <140 mmHg and diastolic BP for overall, ≥6, ≥12, and ≥24 months were statistically significant at the \( P < .05 \) level. Systolic and diastolic BP for overall, ≥6, ≥12, and ≥24 months were all \( P < .001 \).
(66/172) of participants achieved blood pressure levels below stage 2 hypertension by the end of follow-up.

We examined the change in weight and Nutriscore for participants who lowered their blood pressure levels to below stage 2 hypertension versus those who remained in the stage 2 hypertension category (Multimedia Appendix 4). Participants who changed from stage 2 hypertension to below stage 2 hypertension lost 1.8 more kilograms in weight (0.0 kg versus 1.8 kg lost) and had 1.2 points higher (1.5-point increase versus 2.7-point increase) in their diet quality (Nutriscore) than those who remained in the stage 2 hypertension category.

**Discussion**

In this study, we found that 10.63% (1269/11,934) of Foodsmart participants had stage 2 hypertension at baseline. Foodsmart participants with stage 2 hypertension at baseline were more likely to be male, older, have a higher weight and BMI, have additional comorbidities (diabetes, high cholesterol), have a lower Nutriscore, and have a longer follow-up. For participants with stage 2 hypertension, blood pressure reduced by 5.7 mmHg/4.0 mmHg on average over a follow-up of 9.8 (SD 10.9) months. Among participants with stage 2 hypertension at baseline, 33.02% (419/1269) lowered their blood pressure to stage 1 hypertension or below. Furthermore, there were greater reductions in weight changes and increases in Nutriscores among those with stage 2 hypertension at baseline who achieved blood pressure levels below stage 2 hypertension. Our findings suggest that participant use of Foodsmart may be associated with reductions in blood pressure for patients with stage 2 hypertension.

Previous research confirms several of our findings. Through Korea’s National Health and Nutrition Examination Survey, Noh et al [15] confirmed that, in line with our baseline analysis, those with hypertension are more likely to have additional comorbidities, noting that these comorbidities (obesity, dyslipidemia, and impaired fasting glucose) are also likely to be associated with age and male sex. Additional studies have provided further context to these findings. Weight, in particular, has been long-established to increase the risk of hypertension [16]. Having a BMI greater than or equal to 30 kg/m² (categorized as obese) has been associated with a 3.5 times higher likelihood of developing hypertension. In addition, previous research has shown that diabetes and hypertension often occur together because they are mediated by similar physiologic conditions, such as impaired circadian blood pressure rhythm, renin-angiotensin-aldosterone blood pressure system dysregulation, microvascular and macrovascular damage, and more [17,18]. Finally, prior research also suggests that dyslipidemia may be a risk factor for hypertension [19]. Dyslipidemia is known to cause endothelial damage, which results in the constriction of cardiovascular vessels as opposed to their dilation. This damage may consequently result in hypertension. In line with our findings, Neter et al [20] found a dose-response relationship between weight change and blood pressure reduction. They found a reduction in blood pressure of −1.05 mmHg/−0.92 mmHg per kilogram of weight loss. In addition, a meta-analysis on the DASH diet found that improved nutrition is associated with greater decreases in blood pressure, with the mean difference of SBP and DBP being −3.2 and −2.5 mmHg, respectively, from a systematic review of 30 randomized clinical trials [5].

Individuals with hypertension are estimated to incur US $1920 higher incremental health care expenditures and nearly triple the medication expenditures compared with individuals without hypertension [4]. Drugs such as angiotensin-converting enzyme (ACE) inhibitors and calcium channel blockers account for a large proportion of these expenditures. Given the high cost of medications, prevention and management of hypertension through healthier eating could supplement hypertension drugs and potentially lower its usage. Unfortunately, we do not know whether participants were on blood pressure medications before or during enrollment on the Foodsmart platform. Despite this, we can estimate the difference in costs between prescription medications and Foodsmart. As of 2021, the Foodsmart platform on average costs US $12.30 per eligible member annually. Using the results above, a 5-mmHg reduction in SBP and DBP would cost US $12.30 on average for participants on the Foodsmart platform for at least a year. Using lisinopril (ACE inhibitor), by contrast, would cost US $48 on average to reduce SBP/DBP by 21.4/15.7 mmHg [21]. The Foodsmart platform could be a cost-effective program to complement the use of standard hypertension medications.

There are some important limitations to note for this study. The first is that blood pressure values were self-reported and not clinically validated. Given that only blood pressure values were reported, we do not have information on which blood pressure devices were used or if standard protocol, such as the average of 3 consecutive measurements, was used. We assumed participants inputted their last recorded blood pressure values from a clinical setting. Nevertheless, we have reason to believe these values should still be approximately accurate, because blood pressure is not a required input for the app, and therefore those who did input blood pressure were most likely motivated by personal tracking. In addition, because values were self-reported, follow-up time was based on when the biometrics were entered as opposed to when blood pressure was measured. Therefore, the first measurements of SBP and DBP recorded may not necessarily align with the beginning of Foodsmart enrollment. Another possible issue is selection bias for individuals with hypertension who use Foodsmart. Those with hypertension who use the app may be more likely to make lifestyle changes because they are using the app for the purposes of improving their nutrition. These users may also be working to make lifestyle changes outside of the app that affect their blood pressure. Therefore, we cannot state that Foodsmart caused these changes in blood pressure. To make statements about causation, a randomized controlled trial must be conducted. Next, we were not able to collect data on other factors that might affect hypertension status. For instance, participants’ personal or family medical histories may have an influence on hypertension status. We lack information on whether participants were taking blood pressure medications before or during usage of the Foodsmart platform or if participants changed blood pressure medication during enrollment. Finally, we did not have data on socioeconomic...
factors, such as education, which may confound the associations. Further research is necessary to understand these additional variables. We also did not examine the frequency of Foodsmart app use, which may affect the associations found in our analyses.

Our analysis also has many strengths. This is the first study to examine the real-life impact of behavioral change as a result of online food ordering, dietary education, and meal planning through a digital intervention and its impact on hypertension. Through analyzing data from Foodsmart’s large user base, we were able to gather information about real-world associations between changes in diet and blood pressure levels. Furthermore, Foodsmart participants had a wide range of enrollment lengths, which allowed us to evaluate changes in blood pressure over different lengths of time, including follow-up time of more than 2 years.

In summary, this study assessed changes in self-reported SBP and DBP for participants using a digital nutrition platform that offers personalized meal planning, food ordering, grocery discounts, and price comparisons. Further research through a randomized clinical trial is warranted to evaluate the causal effect between the use of the Foodsmart platform and changes in blood pressure among participants.
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Abstract

Background: The rapid increase in the number of people who are overweight and obese is a worldwide health problem. Obesity is often associated with physiological and mental health burdens. Owing to several barriers to face-to-face psychotherapy, a promising approach is to exploit recent developments and implement innovative e–mental health interventions that offer various benefits to patients with obesity and to the health care system.

Objective: This study aims to assess the acceptance of e–mental health interventions in patients with obesity and explore its influencing predictors. In addition, the well-established Unified Theory of Acceptance and Use of Technology (UTAUT) model is compared with an extended UTAUT model in terms of variance explanation of acceptance.

Methods: A cross-sectional web-based survey study was conducted from July 2020 to January 2021 in Germany. Eligibility requirements were adult age (≥18 years), internet access, good command of the German language, and BMI >30 kg/m² (obesity). A total of 448 patients with obesity (grades I, II, and III) were recruited via specialized social media platforms. The impact of various sociodemographic, medical, and mental health characteristics was assessed. eHealth-related data and acceptance of e–mental health interventions were examined using a modified questionnaire based on the UTAUT.

Results: Overall, the acceptance of e–mental health interventions in patients with obesity was moderate (mean 3.18, SD 1.11). Significant differences in the acceptance of e–mental health interventions among patients with obesity exist, depending on the grade of obesity, age, sex, occupational status, and mental health status. In an extended UTAUT regression model, acceptance was significantly predicted by the depression score (Patient Health Questionnaire-8; β=.07; P=.03), stress owing to constant availability via mobile phone or email (β=.06; P=.02), and confidence in using digital media (β=−0.058; P=.04) and by the UTAUT core predictors performance expectancy (β=.45; P<.001), effort expectancy (β=.22; P<.001), and social influence (β=.27; P<.001). The comparison between an extended UTAUT model (16 predictors) and the restrictive UTAUT model (performance expectancy, effort expectancy, and social influence) revealed a significant difference in explained variance (F₁₃,₄₃₁=2.366; P=.005).

Conclusions: The UTAUT model has proven to be a valuable instrument to predict the acceptance of e–mental health interventions in patients with obesity. The extended UTAUT model explained a significantly high percentage of variance in acceptance (in total 73.6%). On the basis of the strong association between acceptance and future use, new interventions should focus on these UTAUT predictors to promote the establishment of effective e–mental health interventions for patients with obesity who experience mental health burdens.
Introduction

Background

The prevalence of people who are overweight and obese has approximately tripled since 1975, resulting in >1.9 billion adults worldwide being obese in 2016 [1]. Taking this figure and the association of obesity with serious health complications into account, obesity is considered to be a global public health crisis [2]. Obesity increases the risk of noncommunicable diseases, such as cardiovascular disease, type 2 diabetes, and even some types of cancer [3,4] and increases the chance of remaining dependent on care in nursing homes [5]. Besides several physical comorbidities, obesity is also associated with psychological distress. It elevates the risk of mental health disorders, including depression, adjustment disorders, and anxiety disorders [6-8]. For instance, previous research found that more than half of the patients with obesity experienced at least one mental disorder, resulting in low quality of life and reduced self-esteem [9,10]. Furthermore, it was shown that a high number of people with obesity have an increased risk of developing depressive disorders [11] and show symptoms of major depression [12]. In particular, discrimination against patients with obesity and weight-related stigmatization play a central role and mediate the connection to negative mental and physical health outcomes and often lead to low quality of life and poor well-being [13]. It is important to note that distress and depression inversely increase the incidence of obesity again. A very central reason for this is that individuals with obesity are often blamed for their weight and a perception among the general population is that weight stigma is justified and can motivate individuals to adopt healthy behaviors [13]. Indeed, and speaking in terms of money, obesity causes large economic burdens for health care systems [14].

However, effective interventions for obesity management are scarce because they are often impractical to implement in the health care system [15]. The social stigma that accompanies obesity and the impediments in mobility of older patients with obesity are only 2 of many barriers preventing good professional patient care [15]. In particular, long-term psychotherapeutic and psychosocial care of people with obesity are often not possible owing to limited health care opportunities. As a result, the development and implementation of cost-effective and low-threshold approaches to handle elevated psychological distress and existing mental health disorders are essential.

E–mental health interventions are an effective and innovative approach that can circumvent the aforementioned barriers hindering the health care system. Especially during the COVID-19 pandemic, the need for contact-free, low-threshold, and easily accessible approaches in health care has become increasingly evident [16]. During this crisis, many institutions in the health care system tried to develop possibilities to serve their patients via videoconferencing or other digital methods [17,18]. Innovative e–mental health interventions offer a low-threshold, time- and location-flexible, and often anonymous alternative to traditional face-to-face therapy. Although the implementation of e–mental health interventions in Germany is in its early stage [19], multiple studies have shown effects comparable with that of face-to-face therapy [19,20]. Existing e–mental health interventions for patients with a variety of mental disorders mostly include psychoeducational interventions and web-based tasks designed for cognitive behavioral, psychodynamic, or acceptance and commitment therapy [21].

Acceptance of participants who participated in such interventions and their satisfaction with such interventions has often been considerable [21,22]. A recent study revealed that patients who had undergone bariatric surgery were very positive about eHealth interventions in their follow-up care [23]. Particularly after bariatric surgery, eHealth interventions can be effective in postoperative weight maintenance and in the reduction of eating disorder symptoms [24]. Although the proven user acceptance for e–mental health interventions [25] and the reasonable assumption that patients with obesity affected by mental health disorders would benefit from easily accessible and effective e–mental health interventions to support their mental well-being, the current opportunities are still in their infancy. Therefore, it is important to explore the patient-specific needs because newly developed interventions need to be tailored to these needs to foster user acceptance and treatment adherence [26].

Besides the advantages and resources described above, there are barriers to using eHealth interventions that should not be neglected, which will now be examined in more detail. In addition, previous research has shown that various predictors seem to influence patient acceptance of e–mental health interventions. A cross-sectional survey in 2016 demonstrated that the acceptance of web-based aftercare among inpatients (groups mentioned below) is low [21]. The highlighted factors that were able to significantly predict acceptance were social influence (SI), performance expectancy (PE), and effort expectancy (EE; 3 predictors of the Unified Theory of Acceptance and Use of Technology [UTAUT] model, which will be described in more detail in the following sections). Although high acceptance correlated with (young) age, (high) education, (high) level of information, and experience, the stress caused by permanent availability was associated with low acceptance; however, the effect was very small. Other factors influencing the acceptance of web-based aftercare were different patient groups (psychosomatic, cardiologic, orthopedic, pediatric, and substance-related disorders) [21] and current employment status [27].

In addition, 2 research studies focusing on the patient’s perspective explored the following barriers of e–mental health interventions reported by health care providers: the lack of guidance through therapeutic relationship, limitation of communication, and control or concerns about data security [28,29]. To minimize the supposed disadvantages of e–mental
Researchers have pointed out that the UTAUT model needs to be explored and validated in different target groups [21]. A study using the UTAUT model for acceptance measurement conducted by Hennemann, Beutel, and Zwerenz in 2017 [30] revealed that acceptance of e–mental health interventions was quite low and acceptance of web-based aftercare was moderate and did not differ between age groups. Significant predictors of high acceptance are PE, SI, and treatment-related internet and mobile use [30]. A further study in 2019 found that FCs and perceived usefulness were associated with increased eHealth activity, whereas SI was not associated with eHealth use [35]. In 2015, de Veer et al [36] found that 63.1% of elderly people (aged between 57 and 77 years) included in their study would use an eHealth app (moderate acceptance) by using the UTAUT model. In this case, the model showed that PE, EE, and self-efficacy were highly related to acceptance of eHealth intervention, whereas SI was not [36]. Although previous research has focused on the acceptance of e–mental health interventions, it has rarely measured acceptance using validated constructs, making it important to use the UTAUT model in future research. In addition, because of the various findings to date on the different variables that might predict acceptance, more research with the UTAUT model is necessary. Research studies are needed, on the one hand, to establish relationships between the individual components, the use behavior, and the acceptance of e–mental health interventions in patients with obesity and, on the other hand, to validate the UTAUT model in other patient cohorts than the ones studied so far.

**Figure 1.** Unified Theory of Acceptance and Use of Technology (UTAUT) model and the extended model predictors including hypotheses (H) 1-5.

**Objectives**

This study aims to assess the acceptance of e–mental health interventions in patients with obesity (grades I, II, and III) and to explore the underlying, influencing factors determining the acceptance. We use the established UTAUT model and extend it to accomplish the abovementioned goal. Previous studies have already shown that acceptance is associated with sociodemographic variables such as age and sex [21,37]. In addition, there were differences in acceptance depending on the
mental health status of the patients [37,38] and evidence that patients who have already undergone bariatric surgery show high acceptance of eHealth interventions [21]. Previous research has not yet addressed patients with obesity and their acceptance of e–mental health interventions. To identify additional variables associated with acceptance of e–mental health interventions, this study includes several obesity-specific factors (eg, bariatric surgery and the grade of obesity). Previous research has examined acceptance and various predictors in other patient groups, leading us to propose the following assumptions for our study:

• Hypothesis 1: In accordance with previous research in other patient groups [21,30,38], it is assumed that the overall acceptance of e–mental health interventions in patients with obesity is moderate.

• Hypothesis 2: Moreover, we assume that we will find group differences in the acceptance of e–mental health interventions depending on sex, age, grade of obesity, occupational status, mental disorder, outpatient psychotherapy, and previously performed bariatric surgery [21,25,27].

• Hypothesis 3: We postulate a positive relation between the UTAUT factors (SI, PE, and EE) and the acceptance of e–mental health interventions for people with obesity [21,33,35,36] (Figure 1).

• Hypothesis 4: Furthermore, we assume that, in addition to sociodemographic and medical factors, psychometric data and eHealth-related data, for example, internet anxiety (negative) and experience with e–mental health interventions (positive), significantly explain variance in the acceptance of e–mental health interventions among patients with obesity [21].

• Hypothesis 5: In a comparison between the restrictive UTAUT model and our extended UTAUT model, we hypothesize a significant difference in the explanation of variance.

The results of this study could significantly accelerate the process of implementing and adapting e–mental health interventions for specific patient groups, such as patients with obesity. Especially considering how the current pandemic has caused additional mental health burdens, more efficient and easily available ways to provide psychological support should be developed.

Methods

Study Design and Participants

A cross-sectional approach was implemented to measure the acceptance of e–mental health interventions and its underlying predictors in a sample of patients with obesity based on the UTAUT.

Participants were recruited from July 2020 to January 2021 at the Obesity Center of Alfried Krupp Hospital and via social media platform groups such as Facebook, exclusively directed toward patients who are seeking, undergoing, or have already undergone bariatric surgery and were aged ≥18 years. Other eligibility requirements were good command of the German language, internet access, and BMI >30 kg/m² (diagnosis of obesity). The classification of obesity grades according to the World Health Organization is as follows: (1) obesity grade I (BMI 30-34.9 kg/m²), (2) obesity grade II (BMI 35-39.9 kg/m²), and (3) obesity grade III (BMI ≥40 kg/m²) [39]. The processing time of the web-based survey, consisting of 68 items in total, was approximately 18 minutes. No financial compensation was offered. Electronic informed consent was obtained before the survey began, and participation was completely anonymous and voluntary. Of 996 participants who started the survey, 643 (64.6%) participants completed it. A total of 30.3% (195/643) of participants were underweight, normal weight, or overweight but not with BMI >30 kg/m²; thus, they were excluded from this study. This resulted in a total sample of 69.7% (448/643) of participants, with no one being excluded owing to additional criteria.

Ethics Approval

The survey was conducted in accordance with the Declaration of Helsinki, and the Ethics Committee of the Essen Medical Faculty (19-89-47-BO) agreed to conduct the study.

Measures

Overview

The survey contained items of sociodemographic, medical, and mental health data. In addition, we used a modified UTAUT questionnaire (based on previous adaptations) to assess the acceptance of e–mental health interventions and the resources of and barriers to eHealth use. The exact questionnaire is presented inTextbox 1. To assess the mental health of the participants, we used validated instruments such as the Eating Disorder Inventory-2–Bulimia (EDI-2–B), Eating Disorder Examination-Questionnaire 8 (EDE-Q8), and Patient Health Questionnaire-8 (PHQ-8).
Table 1. Scales and adapted items of Unified Theory of Acceptance and Use of Technology and references of original studies (italicized verbalizations have been adapted).

**Behavioral intention (acceptance)**
- “I would like to try a psychological online intervention.” [26,40]
- “I would use a psychological online intervention if offered to me.” [26,40]
- “I would recommend a psychological online intervention to my friends.” [38]

**Social influence**
- “People close to me would approve the use of a psychological online intervention.” [26,34,40]
- “My general practitioner would approve of a psychological online intervention.” [26,40]
- “My friends would approve of a psychological online intervention.” [21]

**Performance expectancy**
- “A psychological online intervention could improve my general well-being.” [26,40]
- “A psychological online intervention could help me with stress.” [26,40]
- “A psychological online intervention could help me improve my personal (psychological) health.” [26,40]

**Effort expectancy**
- “The use of a psychological online intervention would not be an additional burden to me.” (self-constructed)
- “A psychological online intervention would be easy to operate and comprehend.” [26,33,40,41]
- “I could arrange using a psychological online intervention in my everyday life.” [21]

**Sociodemographic and Medical Data**
Sociodemographic and medical data were assessed using items on age, sex, marital status, having children, occupational status, educational level, physical illness, mental disorder, and medication. In addition, there were items on data related to obesity and its management (weight, height, BMI, grade of obesity, comorbidities, and bariatric surgery).

**Acceptance, eHealth Use, and UTAUT Predictors**
To assess the acceptance of e-mental health interventions and its underlying factors, a modified version of the UTAUT model (Table 1) and several items for the measurement of internet use, internet anxiety, and attitudes toward and experiences with web-based interventions were used. The UTAUT questionnaire consists of 12 items and answers are given on a 5-point Likert scale (ranging from 1=totally disagree to 5=totally agree). Three items measure the underlying predictors of acceptance and acceptance itself, which are operationalized as intention to use (BI). Cronbach α values in this study were .88 for acceptance (BI), .84 for SI, .93 for PE, and .82 for EE, proving high internal consistency.

To assess the eHealth use of the participants, items such as the duration of use of media such their smartphone or tablet and previous experiences with eHealth interventions were asked. To record how confident the participants felt in using digital media, they were asked to rate their confidence on a scale of 1 (very unsafe) to 5 (very safe). The perceived stress caused by permanent availability via mobile phone or email was surveyed on a scale of 1 (strongly disagree) to 5 (strongly agree). The participants’ internet anxiety was assessed using a set of 3 items (already used in previous studies), of which a mean value was calculated on a scale from 1 to 5, with 5 indicating very high internet anxiety. Cronbach α for this instrument in this study was .76, which indicates a sufficient internal consistency.

**Assessment Using EDI-2-B**
The EDI-2–B consists of 7 items assessing symptoms of bulimia (especially binge eating) on a 6-point Likert scale (1=never to 6=always) [42]. The sum score has a minimum of 7 points and a maximum of 42 points. Cronbach α in this study was .81, indicating high internal consistency.

**Assessment Using EDE-Q8**
The EDE-Q8 is a short version of the EDE-Q and comprises four subscales: restraint, eating concern, shape concern, and weight concern [43]. In this abbreviated version, 2 items refer to each scale (8 items in total), thus ensuring optimal internal consistency, one-dimensionality, and even coverage of the EDE-Q subscales. It consists of 5 items assessing eating disorder psychopathology in the past 28 days on a 7-point Likert scale (ranging from 0=not any day to 6=every day) and 3 items assessing the occurrence and frequency of core eating disorder behavior on a scale (from 0=never to 6=every time). Cronbach α in this study was .78, which indicates a sufficient internal consistency.
Assessment Using PHQ-8

The PHQ-8 measures depression symptoms via 8 items on a 4-point Likert scale (0=not at all to 3=nearly every day) [44]. A score ≥10 indicates major depression symptoms. Cronbach α in this study was .85, indicating high internal consistency.

Statistical Analyses

Data analysis was performed using SPSS Statistics 26 software (IBM). First, the sum scores and mean scores for scales PHQ-8, EDE-Q-8, and EDI-2-B were computed. Second, the internal consistencies for the different psychometric questionnaires were calculated and descriptive statistics were performed. Third, the acceptance was computed (mean value) and its distribution was assessed.

Acceptance (BI) of the UTAUT model (scale 1-5) was categorized by mean as low (1-2.34), moderate (2.35-3.67), and high (3.68-5) acceptance. Percentage and absolute count in categories were calculated. To highlight group differences in age, four age categories were formed before analysis: (1) 18-34 years, (2) 35-44 years, (3) 45-54 years, and (4) 55-69 years. The BMI of the participants was calculated by dividing their body weight by their height in meters squared. The means of acceptance (BI) were compared between groups regarding sociodemographic and medical data with 2-tailed t tests and analyses of variance (ANOVA) to also include variables with multiple categories. The normal distribution of acceptance was examined using the Kolmogorov-Smirnov test, skewness, and kurtosis and graphically via a histogram including a normal distribution curve. All measures detected violations against normal distribution. However, we still used parametric tests for various reasons. According to the central limit theorem, the sampling distribution of the mean of a variable can be safely assumed to be normal if the variable and its mean are normally distributed in the population and the sample size is sufficiently large. We consider our sample size of 448 as sufficient because some studies suggest that such an effect already emerges at the sample size of 30 [45]. Moreover, other researchers found that acceptance distributions in general did not differ from normal distribution, which indicates that the variable acceptance might be normally distributed in the population [38]. In addition, 2-tailed t tests and ANOVAs are considered to be robust against violations, assuming normal distribution [46].

Using multiple hierarchical regression, the predictive model of acceptance was tested by using the enter method. The following predictors were included blockwise: (1) sociodemographic and medical data, (2) psychometric data, (3) eHealth-related data, and (4) UTAUT predictors (Figure 1). In addition, the full model was tested against the restricted UTAUT model with the UTAUT predictors (PE, EE, and SI) only. No multicollinearity could be detected because all the variance inflation factor values for testing multicollinearity were <5. The QQ plots of the residuals were visually inspected and showed no signs of violations against normality; therefore, normal distribution of the residuals can be assumed. Homoscedasticity was proven based on a scatter plot of the standardized residuals and adjusted predicted values.

Results

Sociodemographic, Medical, and Psychometric Data

A total of 448 individuals participated in this study, of which 403 (89.9%) were women and 45 (10%) were men. The mean age was 44.69 years and age ranged from 18 to 69 years. Marital status for most participants was married (246/448, 54.9%) or living in a partnership (77/448, 17.2%). Of the 448 participants, 67 (14.9%) participants reported being single. Of the 448 participants, 98 (21.9%) participants had graduated from high school, 55 (12.3%) had graduated from college, and 210 (46.9%) had graduated from junior high school. In all, 66.3% (297/448) of the participants were employed at the time of participation and 33.7% (151/448) of the participants were unemployed.

A mental disorder was reported by 37.5% (168/448) of the participants. The diagnosis of depression was mentioned most frequently (58/168, 34.5%). There were 20.5% (92/448) of participants in outpatient psychotherapy owing to a mental disorder. In all, 22.8% (102/448) of the participants reported currently taking a psychiatric medication. The presence of a physical disease (other than obesity) was reported by 64.9% (291/448) of the participants. Frequently mentioned diseases (other than obesity) were diabetes, hypertension, and joint pain (182/448, 40.6%). Of the 448 participants with obesity, a total of 82 (18.3%) participants had obesity grade I, 88 (19.6%) participants had obesity grade II, and 278 (62.1%) participants had obesity grade III. Totally, 44.6% (200/448) of the participants had already undergone bariatric surgery. Of these 200 participants, 80 (40%) participants were part of the grade III obesity group. Of the 448 participants, 170 (37.9%) participants indicated that they planned to have bariatric surgery. Only 17.4% (78/448) participants neither had surgery nor planned to do so. Of the 200 participants who had already undergone surgery, 107 (53.5%) had opted for a gastric tube.

Of the 448 participants, 31 (6.9%) participants reported using the internet for private use for 0-1 hour per day, 94 (20.9%) participants used the internet for 1-2 hours per day, 119 (26.6%) participants reported a use time of 2-3 hours per day, 88 (19.6%) participants reported a use time of 3-4 hours per day, and approximately 116 (25.9%) people used the internet for >4 hours per day for private needs. The mean score for confidence in using digital media in this study was high (mean 4.08, SD 0.97). The stress experienced by the participants owing to permanent availability via mobile phone or email was moderate (mean 2.59, SD 1.24). Internet anxiety among participants in the study was low (mean 1.60, SD 0.76). Experience with e-mental health interventions was reported by 19.6% (88/448) of participants, whereas the remaining 80.4% (360/448) of the participants had no experience with such interventions.

The sum score of the EDI-2-B scale (mean 15.62, SD 0.87) was high compared with the norm values defined by Thiel and Paul [42], with a sample of 40.8% (183/448) of the participants (mean 11.59, SD 4.00) [43]. The sum score of EDE-Q8 (mean
3.89, SD 1.22) was also relatively high compared with healthy control patients from previous study by Hilbert et al [43] with a sample of 91.3% (409/448; mean 1.44, SD 1.22) and indicated eating disorder symptoms [44]. Using the recommended cutoff in the literature of ≥10, analyses of PHQ-8 (mean 10.10, SD 5.64) showed, that 49.6% (222/448) of the participants in this study might experience symptoms of major depression. In a very large random comparison sample (N=198,678) from a study in 2009, 8.6% of the participants experienced depressive symptoms (PHQ-8 sum score >10) [44].

Hypotheses 1 and 2: Acceptance as a Function of Sociodemographic and Medical Data

The general acceptance of e–mental health interventions was moderate (mean 3.18, SD 1.11). We divided the sample of 448 participants into groups by their degree of acceptance, with the results being as follows: 116 (25.9%) participants showed low acceptance, 199 (44.4%) showed moderate acceptance, and 133 (29.7%) showed high acceptance. Table 1 contains the acceptance scores as a function of sociodemographic and medical data. Acceptance differed significantly between sexes (t_{446}=2.35; P=.02), with higher acceptance among women than among men. In addition, there were significant differences in acceptance by the different age groups (F_{3,444}=2.75; P=.04), with the highest acceptance in the middle-age group (35-44 years) and the lowest acceptance in the oldest group (55-69 years). However, the post hoc test of ANOVA showed that only age group II (35-44 years) and age group IV (55-69 years) differed significantly (P=.03). There was a significant difference in acceptance among the 3 obesity groups, with high acceptance level among people with obesity grade II (F_{2,445}=6.59; P=.002). The post hoc test of ANOVA revealed that the obesity grade I group was significantly different from grades II (P=.004) and III (P=.003). There was no significant difference in acceptance between grade II and grade III (P=.99). The occupational status (employed) was also significantly associated with higher acceptance ratings (t_{446}=2.40; P=.02) compared with those participants who were currently unemployed. In addition, participants with a mental disorder displayed significantly higher acceptance than those without a mental disorder (t_{446}=2.02; P=.02). There were no significant differences in acceptance regarding the variables such as bariatric surgery and outpatient psychotherapy.
Table 1. Differences in acceptance by sociodemographic and medical data (N=448).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values, n (%)</th>
<th>Values, mean (SD)</th>
<th>t test (df)</th>
<th>F test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>403 (89.9)</td>
<td>3.23 (1.09)</td>
<td>2.35 (446)</td>
<td>N/A</td>
<td>.02</td>
</tr>
<tr>
<td>Men</td>
<td>45 (10)</td>
<td>2.78 (1.24)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>86 (19.1)</td>
<td>3.15 (1.12)</td>
<td>N/A</td>
<td>2.75 (3,444)</td>
<td>.04</td>
</tr>
<tr>
<td>35-44</td>
<td>131 (29.2)</td>
<td>3.39 (1.12)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-54</td>
<td>140 (31.3)</td>
<td>3.16 (1.14)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-69</td>
<td>91 (20.3)</td>
<td>2.96 (1.03)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grade of obesity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>82 (18.3)</td>
<td>2.79 (1.06)</td>
<td>N/A</td>
<td>6.59 (2,445)</td>
<td>.002</td>
</tr>
<tr>
<td>II</td>
<td>88 (19.6)</td>
<td>3.34 (1.06)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>278 (62.1)</td>
<td>3.25 (1.12)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupational status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>297 (66.3)</td>
<td>3.28 (1.11)</td>
<td>2.40 (446)</td>
<td>N/A</td>
<td>.02</td>
</tr>
<tr>
<td>Unemployed</td>
<td>151 (33.7)</td>
<td>3.01 (1.11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental disorder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>168 (37.5)</td>
<td>3.35 (1.05)</td>
<td>2.02 (446)</td>
<td>N/A</td>
<td>.02</td>
</tr>
<tr>
<td>No</td>
<td>280 (62.5)</td>
<td>3.09 (1.14)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bariatric surgery</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, executed</td>
<td>200 (44.6)</td>
<td>3.11 (1.10)</td>
<td>N/A</td>
<td>1.04 (2,445)</td>
<td>.35</td>
</tr>
<tr>
<td>Already planned</td>
<td>170 (37.9)</td>
<td>3.28 (1.16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>78 (17.4)</td>
<td>3.19 (1.07)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outpatient psychotherapy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>92 (20.5)</td>
<td>3.21 (1.16)</td>
<td>0.795 (446)</td>
<td>N/A</td>
<td>.78</td>
</tr>
<tr>
<td>No</td>
<td>356 (79.5)</td>
<td>3.11 (1.16)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Hypotheses 3 and 4: Predictors of Acceptance

The multiple hierarchical regression analysis revealed that the sociodemographic and medical predictors included in the first step explained 7.1% ($R^2=0.071; F_{5,442}=6.74; P<.001$) of the variance in acceptance. Thereby, sex ($\beta=-0.13; P=.006$), BMI ($\beta=0.13; P=.007$), presence of a mental disorder ($\beta=0.16; P<.001$), and occupational status ($\beta=-0.18; P<.001$) significantly predicted acceptance. The psychometric predictors included in the second step ($R^2=0.127; F_{8,439}=7.98; P<.001$) increased the explained variance significantly ($\Delta R^2=0.056; F_{3,439}=9.431; P<.001$), whereby the depression sum score (PHQ-8; $\beta=12; P=.04$) and the EDE-Q8 score ($\beta=13; P=.02$) significantly predicted acceptance. In the third step, when entering the eHealth-related predictors, the explained variance in acceptance increased significantly to 15.4% ($R^2=0.154; F_{13,434}=6.094; P<.001$), but only the stress owing to constant availability on the mobile phone or via email was a significant predictor in this step ($\beta=12; P=.02$). The UTAUT predictors included in the last step ($R^2=0.736; F_{16,431}=75.26; P<.001$) changed the explained variance significantly by 58.2% ($\Delta R^2=0.582; F_{3,431}=317.28; P<.001$), resulting in a total percentage of 73.6% for the explained variance. PE ($\beta=45; P<.001$), EE ($\beta=22; P<.001$), and SI ($\beta=27; P<.001$) significantly predicted acceptance. In the overall model (step 4), in addition to the 3 UTAUT predictors, 3 additional variables from the extended model can be established as significant predictors of the acceptance of e–mental health interventions in people with obesity: depression sum score (PHQ-8; $\beta=0.07; P=.03$), stress owing to constant availability via mobile phone or email ($\beta=0.06; P=.02$), and confidence in using digital media ($\beta=-0.06; P=.04$). Table 2 presents the regression parameters of the hierarchical regression model of acceptance. Multimedia Appendix 1 illustrates the full model of the hierarchical regression.

Table 2 presents the regression parameters of the hierarchical regression model of acceptance.
<table>
<thead>
<tr>
<th>Predictor</th>
<th>β</th>
<th>B</th>
<th>T</th>
<th>R²d</th>
<th>ΔR²e</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1: sociodemographic and medical variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>−0.130</td>
<td>−0.480</td>
<td>−2.788</td>
<td>0.071</td>
<td>0.071</td>
<td>.006</td>
</tr>
<tr>
<td>Age</td>
<td>−0.058</td>
<td>−0.006</td>
<td>−1.257</td>
<td>.171</td>
<td>.171</td>
<td>.21</td>
</tr>
<tr>
<td>Mental disorder</td>
<td>.156</td>
<td>.179</td>
<td>3.235</td>
<td>.007</td>
<td>.007</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI</td>
<td>.126</td>
<td>.017</td>
<td>2.760</td>
<td>.079</td>
<td>.079</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Occupational status</td>
<td>−0.182</td>
<td>−0.430</td>
<td>−3.760</td>
<td>.022</td>
<td>.022</td>
<td>.17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Step 2: psychometric variables</strong></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EDI-2–Bf</td>
<td>.072</td>
<td>.013</td>
<td>1.384</td>
<td>.17</td>
<td>.17</td>
<td>.17</td>
</tr>
<tr>
<td>EDE-Q8g</td>
<td>.126</td>
<td>.115</td>
<td>2.293</td>
<td>.02</td>
<td>.02</td>
<td>.02</td>
</tr>
<tr>
<td>PHQ-8h</td>
<td>.124</td>
<td>.025</td>
<td>2.080</td>
<td>.04</td>
<td>.04</td>
<td>.04</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Step 3: eHealth-related variables</strong></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress owing to permanent availability</td>
<td>.112</td>
<td>.100</td>
<td>2.285</td>
<td>.02</td>
<td>.02</td>
<td>.02</td>
</tr>
<tr>
<td>Internet anxiety</td>
<td>−0.045</td>
<td>−0.067</td>
<td>−.884</td>
<td>.38</td>
<td>.38</td>
<td>.38</td>
</tr>
<tr>
<td>Information about eHealth interventions</td>
<td>.083</td>
<td>.088</td>
<td>1.664</td>
<td>.10</td>
<td>.10</td>
<td>.10</td>
</tr>
<tr>
<td>Experience with eHealth interventions</td>
<td>.092</td>
<td>.257</td>
<td>1.854</td>
<td>.06</td>
<td>.06</td>
<td>.06</td>
</tr>
<tr>
<td>Confidence in using digital media</td>
<td>.069</td>
<td>.079</td>
<td>1.368</td>
<td>.17</td>
<td>.17</td>
<td>.17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Step 4: UTAUTi predictors</strong></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy</td>
<td>.454</td>
<td>.484</td>
<td>11.683</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>.219</td>
<td>.268</td>
<td>5.913</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social influence</td>
<td>.271</td>
<td>.361</td>
<td>7.956</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Hypothesis 5: UTAUT Versus Extended UTAUT Model**

For hypothesis 5, we aimed to determine whether our full model (R²=0.736) is better in explaining the variance in acceptance of e–mental health interventions than a restricted model (R²=0.718), including only the UTAUT predictors of acceptance (PE, EE, and SI). Comparison of both models revealed a significant difference in the explained variance (F₁₃,431=2.366; P=.005), which means that the extended UTAUT model provides high variance explanation in the acceptance of e–mental health interventions owing to the additional included variables.

**Discussion**

**Principal Findings**

This study assessed the acceptance of e–mental health interventions among patients with obesity and explored the factors influencing acceptance. First, it is important to note that all hypotheses (1-5) were confirmed in this study. The overall acceptance of e–mental health interventions among people with obesity was moderate, with 29.7% (133/448) of participants indicating high acceptance, 44.4% (199/448) indicating moderate acceptance, and only 25.9% (116/448) indicating low acceptance of e–mental health interventions. Regarding the second hypothesis, the data yielded evidence for small but significant differences in acceptance depending on the obesity grade, with the highest acceptance in the grade II obesity group. Participants with obesity grade I differed significantly from those with obesity grades II and III in terms of their acceptance. For hypothesis 5, it was found that the extended UTAUT model provided a better fit in explaining the variance in acceptance of e–mental health interventions, indicating the importance of additional variables in influencing acceptance.
of e–mental health interventions, with patients with obesity grade I exhibiting significantly low acceptance. Employed participants had a significantly higher acceptance of e–mental health interventions than unemployed participants, and participants with a mental disorder also showed significantly high acceptance; however, these differences were mostly slight. Regarding the third and fourth hypotheses, the following can be reported. In the extended regression model, the acceptance of e–mental health interventions was significantly predicted by depressive symptoms (PHQ-8). In addition, the stress caused by permanent availability via mobile phone or email was found to be a significant predictor of acceptance. Moreover, in the second step of the hierarchical regression, we used psychometric data that already explained a small part of the variance. This was different in previous research, which neglected the inclusion of psychometric data and only included eHealth-related data [21]. In addition to the 3 UTAUT predictors, confidence in using digital media was identified as a significant predictor in the regression model. Regarding the fifth hypothesis, the evidence is that the UTAUT predictors (restricted model with UTAUT predictors only) reached a high level in explained variance, whereas the extended UTAUT model (16 predictors) clarified slightly but with significantly more variance in patients with obesity (Table 2).

**Comparison With Previous Work**

Although previous studies have highlighted the mental health burden among patients with obesity, research regarding the acceptance and use of specific e–mental health interventions, especially with validated measures (eg, UTAUT), is still very scarce for the examined patient group [19]. The general acceptance of e–mental health interventions shown by participants was higher in this study than in previous studies [21,47,48], which also did not exclusively survey patients with obesity, who are a special patient group owing to their psychological and physical problems. We conducted a well-powered study comparable with previous research efforts, which often had a small sample, lacked valid measurement instruments, and captured very few variables that could be important for the acceptance of e–mental health interventions. We aimed to rectify these shortcomings, especially by using the validated measurement of acceptance of e–mental health interventions using the UTAUT model; adding sociodemographic, psychometric, and eHealth-related variables; and recruiting a substantial sample.

Studies that have previously examined the acceptance of e–mental health interventions in general or in specific patient groups have been able to identify the following variables to be significantly associated with acceptance: in addition to age [21,37,48], there is evidence of sex [37,48], anxiety [38], internet anxiety [38], experience with e–mental health interventions [21,37,47], education [21,37,48], experiencing a mental illness [37], and duration of type 2 diabetes [48]. Similar to previous research, the acceptance ratings in this study were significantly associated with sex. However, contrary to previous research by Hennemann et al [21] and Roelofs en et al [49], the acceptance ratings in this study were significantly higher for women than for men. We attribute this finding particularly to the topic of losing weight, dealing with their own bodies, and the psychological factors in this regard, which more often plays a major role in the lives of women [50]. Age was also significantly associated with acceptance [21,49], whereby the middle-age group (35–44 years) differed significantly from the oldest group (55–69 years) in their acceptance, which could be because older people are less familiar with the internet and digital media. In addition, this study was successful in detecting the associations of the grade of obesity and experiencing a mental disorder with the acceptance of e–mental health interventions. According to previous research, it can be assumed that patients with a high BMI are more psychologically burdened; thus, it can be hypothesized that patient’s acceptance of digital interventions also increases with higher weight (eg, owing to the immobility of the patient group), as these patients are more likely to be searching for psychological interventions and experiencing high levels of distress [51-53]. In this study, the level of distress and associated openness to psychological interventions among people with mental disorders also could possibly lead people who are currently experiencing a mental disorder to report high acceptance of e–mental health interventions. This could be in part because people with mental disorders are directly affected by the lack of psychosocial treatment possibilities and are more likely to be grateful to receive any low-threshold interventions to improve their symptoms. A practical implication that arises from this is the tailoring of specific eHealth interventions, especially to the psychological distress of these patients. Previous studies have used the UTAUT model to identify predictors of acceptance and use of internet-based interventions so that the following significant predictors could be identified: PE [21,48,54,55], EE [21,48,54,55], and SI [21,54,55].

The fourth core predictor of UTAUT has been named as FCs and is supposed to significantly predict the actual use. However, it does not predict the BI (or acceptance), which is why it was not included in our regression model [33]. The results of this study supported the viability of UTAUT in determining the acceptance of e–mental health interventions. The three UTAUT predictors, PE, EE, and SI, achieved a total of 71.8% at the variance explanation of the acceptance of e–mental health interventions, and this is comparable with those of the original UTAUT validation study (70%) [33]. This study found that PE was the key predictor of acceptance [21,33,54-56], which is consistent with previous research suggesting that PE is also a predictor of treatment outcome in psychotherapy [57]. The implications of the strong relationship between PE and acceptance of e–mental health interventions are that there must be transparent eHealth education in which misunderstandings or false expectations are openly addressed.

Beyond the 3 UTAUT predictors, previous research has identified the following factors as predictors of e–mental health acceptance: perceived reliability [55], stress owing to permanent availability [21], perceived security [48], technology anxiety [54], and resistance to change [54]. The overall model in this study (with 16 predictors) was significantly better than the restrictive UTAUT model, but ultimately explained only slightly more variance in acceptance. In this study, complementing previous research on this topic, we could also find the sum score of the psychometric instrument PHQ-8 (indicator for symptoms of depression), the confidence in using digital media as
predictors of acceptance, and the perceived stress through permanent availability. In contrast to previous research, the regression coefficient of perceived stress through permanent availability in the overall model has a positive sign, which means that greater the stress perceived owing to constant accessibility, higher the acceptance was of e–mental health interventions. We explain this result as follows: people who report a high level of stress owing to permanent availability through their mobile phone use it very frequently, appreciate it, and use it for many different things in their everyday life. We assume that people who report a high level of stress from their mobile phone are particularly familiar with the functions and possibilities of their smartphone owing to the daily use. Therefore, they presumably exhibit a low inhibition threshold in the use of additional apps via smartphone and are more willing to use such technology for newly developed interventions or apps. People who reported low levels of stress from being available on their smartphone in the survey would also be unlikely to use their phone for e–mental health interventions because the smartphone does not have a significant role in their lives. This is a discovered difference from previous research, as, for example, Donkin and Glozier [58] identified technology fatigue as an important barrier to acceptance of e–mental health interventions and other findings, which also highlight that digital communication load is associated with psychological disorders such as burnout, anxiety, and depression [59]. Confidence in using digital media can be an influential variable concerning the acceptance of e–mental health interventions, as already shown by several studies related to internet use and internet literacy [60,61]. Again, the sign of the regression coefficient of confidence in using digital media is unexpected (negative), which, in interpretation first means that the more confident people are in using digital media, the less accepting they are of e–mental health interventions. However, when considering the entire regression model, it is noticeable that the sign of the regression coefficient for the predictor changes, which means that suppression effects might have occurred in the last step owing to the inclusion of the UTAUT factors. A practical implication resulting from this is to make as many patients as possible from different vulnerable patient groups familiar with the use of digital media and eHealth interventions so that they will be more widely accepted and used in the future.

Another new and important finding of this study is that psychometrics also contributes significantly to the variance explanation of acceptance of eHealth interventions among patients with obesity. Therefore, as a theoretical implication, this result should be included in the analysis of future research. The depression score (PHQ-8) is a significant predictor of the acceptance of e–mental health interventions in the overall regression model. As discussed above regarding mental disorders, we can assume that people with high depression scores and more prominent psychological symptoms generally experience more distress. This can lead to the finding that the acceptance of e–mental health interventions seems to be high among patients who are currently experiencing psychological distress.

The evaluation of the psychometric data (EDI-2–B, EDE-Q8, and PHQ-8) shows that the current sample of patients with obesity is noticeably psychologically burdened. The two kinds of psychological symptoms are eating disorders, such as binge eating, and depressive symptoms. A large review of obesity and psychiatric disorders from 2017 shows a very strong association between obesity and depression, especially in longitudinal studies, where the correlation was stronger for women. In addition, multiple studies have also shown an association between eating disorder symptoms and obesity [8]. This leads to the practical implication that eHealth interventions should be particularly targeted at restoring mental health, especially in patients with obesity.

In general, this study confirms recent findings (owing to high variance explanation of the 3 UTAUT factors in the acceptance of e–mental health interventions) and supplements them with further predictors (depression, stress caused by permanent availability, and confidence in using digital media).

However, it can be assumed that further factors influence the results of acceptance, especially the use of e–mental health interventions, and these must be taken into account when looking retrospectively at the results of previous research. In the evaluation of previous findings on acceptance and use of e–mental health interventions, we should consider whether the researchers used the UTAUT model or another measurement instrument to describe acceptance, the type and duration of the patient’s illness, the type of eHealth service, and whether patients or health care workers were surveyed.

**Limitations**

The following limitations should be considered when interpreting the results of this study. As our study was exclusively web-based, it was mandatory that participants had internet access. As the spread of internet access varies, particularly between age groups, our sample of patients with obesity tends to be younger than the average in the general population (only 5 people older than 65 years). Moreover, the sex distribution is not representative of the overall population. As we recruited participants widely through social media groups (obesity surgery–related groups, which are almost exclusively composed of female members), a large number of women participated (403/448, 89.9% women and 45/448, 10% men), which restricts the generalizability of the results. In addition, we had varying numbers of patients in each obesity grade group: obesity grade I (82/448, 18.3%), obesity grade II (88/448, 19.6%), and obesity grade III (278/448, 62.1%). Thus, a significantly high number of persons are in obesity grade III, which also does not correspond to the distribution in society [62]. The BMI bias in this study (with 278/448, 62.1% of the participants with a BMI >40 kg/m²) is particularly important, as eHealth interventions often have preventive functions and could be valuable for patients in obesity groups I or II. Owing to these sampling biases, the generalizability of our results may once again be reduced. In addition to the unbalanced distribution of participants from the different obesity groups, we recruited a very high number of participants who had already undergone bariatric surgery (200/448, 44.6%) or were in the process of planning to undergo the surgery (170/448, 37.9%), which could...
also limit the generalizability of our results. Similarly, a considerable number of participants did not have a diagnosed mental health disorder at the time of the survey (which makes comparability difficult), whereby acceptance of e-mental health interventions was high among individuals with a mental health disorder. Nevertheless, the general psychological distress of the participants in this study was high, as measured by the valid psychometric instruments.

Owing to the recruitment of participants via the internet (in particular, via social media), we can assume that they might already have been more willing and interested in internet-related topics than random participants from different social backgrounds; therefore, we cannot rule out a selection bias. It is important to note that all the data collected were self-reported. Thus, accuracy of the results may be limited by the fact that participants may respond in a very socially elicited manner. Self-reporting can lead to a phenomenon known as common method bias [63]. To counteract this limitation, the instruments used in the study had sufficient reliability, the survey had a defensible length and was anonymous and web-based, and the patients were well educated, as these points are known to mitigate common method bias.

It is important to mention that this study, similar to most of the previous studies, determined the acceptance of e-mental health interventions among patients with obesity only by using the BI. A direct inference from the intention to use an e-mental health intervention to the actual use is not possible owing to the intention–behavior gap. However, further research should take the limitations of this study into account and include the actual use (behavior) of e-mental health interventions in patients with obesity and not focus only on acceptance.

As a theoretical implication for future research that also focuses on capturing the acceptance of e-mental health interventions, it would be particularly important to observe the distribution of sex, age, and the different obesity groups, to keep it as representative as possible. In addition, it would be beneficial to conduct a longitudinal study in which barriers and predictors for the actual use behavior of e-mental health services would be identified because no causality can be determined by cross-sectional studies. In addition, it would certainly be conceivable to survey other special patient groups, who, similar to patients with obesity (owing to stigma, physical illness, comorbidities, and immobility), have specific barriers that make the implementation of e-mental health interventions particularly important. This would facilitate the identification of the specific needs and demands of these patient groups and, as a practical implication, the development and implementation of e-health interventions that specifically target the improvement of mental and physical health.

Conclusions
Although the measured acceptance in patients with obesity could be determined as moderate, this study highlights that the acceptance of e-mental health interventions differs significantly depending on the following variables: age, grade of obesity, occupational status, sex, and mental health status.

The UTAUT model with its three core predictors (PE, EE, and SI) has proven to be a valuable instrument to predict the acceptance of e-mental health interventions in patients with obesity. The variance explained by acceptance in the restrictive UTAUT model (the 3 core predictors) was high, but the extended UTAUT model is slightly but significantly better in comparison and highlighted three additional significant predictors (depression, stress owing to constant availability via mobile phone or email, and confidence in using digital media). Owing to the close association between acceptance and use, acceptance-facilitating interventions should be fostered to enhance the establishment of effective e-mental health interventions for patients with obesity. Low-threshold, location-flexible, and efficient e-mental health interventions are more important than ever before, especially with regard to the ongoing pandemic and in light of the high psychological vulnerability of patients with obesity. Especially because many patients with obesity decide to undergo bariatric surgery, such interventions could be very relevant in the preoperative phase (for psychological support) and in the postoperative follow-up. In addition, further research should be conducted to determine the detailed expectations, needs, and demands of patients with obesity regarding such tailor-made interventions to further increase motivation and acceptance.
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Abstract

Background: Health care delivery continues to evolve, with an effort being made to create patient-centered care models using patient-reported outcomes (PROs) data. Collecting PROs has remained challenging and an expanding landscape of digital health offers a variety of methods to engage patients.

Objective: The aim of this study is to prospectively investigate two common methods of remote PRO data collection. The study sought to compare response and engagement rates for bidirectional SMS text messaging and mobile surveys following orthopedic surgery.

Methods: The study was a prospective, block randomized trial of adults undergoing elective orthopedic procedures over 6 weeks. The primary objective was to determine if the method of digital patient engagement would impact response and completion rates. The primary outcome was response rate and total completion of PRO questionnaires.

Results: A total of 127 participants were block randomized into receiving a mobile survey (n=63) delivered as a hyperlink or responding to the same questions through an automated bidirectional SMS text messaging system (n=64). Gender, age, number of comorbidities, and opioid prescriptions were similar across messaging arms. Patients receiving the mobile survey were more likely to have had a knee-related surgery (n=50, 83.3% vs n=40, 62.5%; P=.02) but less likely to have had an invasive procedure (n=26, 41.3% vs n=39, 60.9%; P=.03). Overall engagement over the immediate postoperative period was similar. Prolonged engagement for patients taking opioids past postoperative day 4 was higher in the mobile survey arm at day 7 (18/19, 94.7% vs 9/16, 56.3%). Patients with more invasive procedures showed a trend toward being responsive at day 4 as compared to not responding (n=41, 59.4% vs n=24, 41.4%; P=.05).

Conclusions: As mobile patient engagement becomes more common in health care, testing the various options to engage patients to gather data is crucial to inform future care and research. We found that bidirectional SMS text messaging and mobile surveys were comparable in response and engagement rates; however, mobile surveys may trend toward higher response rates over longer periods of time.

Trial Registration: ClinicalTrials.gov NCT03532256; https://clinicaltrials.gov/ct2/show/NCT03532256
Introduction

Health care delivery continues to evolve, with an effort being made to create patient-centered care models. Learning health systems engage patients and elicit patient-reported outcomes (PROs) data to continuously improve and drive clinical practice [1,2]. Incorporating PROs into clinical decision-making has led to improvements in patients’ quality of life, improved communication, and reductions in unscheduled care [3-5]. Collecting PROs has remained challenging and their integration into clinical decisions remains understudied [6].

The use of mobile technology (cell phones, smartphones, tablets) continues to increase in society and health [7,8]. Engaging patients to capture PROs may provide clinicians with additional understanding to support care and motivate behavior remotely [9,10]. As digital strategies continue to expand, there has been limited research on the optimal ways to reach patients and capture PROs. Research using mobile health has grown in the past decade [11-13]. Clinicians have attempted to use mobile technology to track medication adherence [14,15], encourage healthy behaviors [16], improve home monitoring [17], and institute automated “hovering” to track chronic diseases [18]. However, less is known about the various mobile methods of engaging with patients and collecting and monitoring patient-reported data.

Within the context of the opioid epidemic and in an effort to promote opioid prescribing stewardship, surgical studies have collected PROs focused on pain intensity and opioid prescribing and use through surveys to reduce excessive prescribing [19-22]. These studies have revealed a mismatch between prescribing and patient-reported use, but are limited by their retrospective design, recall bias, and limited response rates. PROs have been used in orthopedic surgery to help guide preoperative decision-making and improve patient satisfaction [9,23]. To overcome the limitations of prior research, the existing gap regarding prospective PRO data on pain, function, and opioid consumption must be addressed. The rapid evolution of mobile technology may provide an opportunity for clinicians to assess trends in patients’ self-reported pain and use of prescription analogesics, test methods to support safe and effective pain management, and translate data into clinical protocols [24].

The purpose of this study was to prospectively investigate two mobile patient engagement strategies to collect PRO data. Surgeons seek PRO data on acute pain management to inform safe opioid prescribing and to effectively manage acute pain. We compared response and completion rates of postoperative PROs among patients using bidirectional SMS text messaging versus mobile hyperlink surveys. To our knowledge, this is the first study to compare two distinct mobile engagement approaches in this context. The hypothesis of this study was that conversational SMS text messaging would result in higher response and completion rates as compared to mobile survey hyperlinks.

Methods

Overview

This was a prospective, block randomized trial of adult patients (aged 18 years or older) undergoing elective orthopedic procedures (ClinicalTrials.gov NCT03532256). The study took place over 6 weeks between July 1, 2019, and August 12, 2019. The primary objective was to determine if the method of patient engagement would impact response and completion rates. The primary outcome was response rate and total completion of PRO questionnaires.

Eligible patients included adult patients undergoing an elective outpatient orthopedic surgery (including knee, hip, shoulder, and elbow) and prescribed an acute opioid for postoperative pain. Acute opioid pain medications included oxycodone, oxycodone/acetaminophen, hydromorphone, or hydrocodone. Exclusion criteria included no access to an SMS-capable device or no opioid prescription. These inclusion and exclusion criteria were consistent with prior published research protocols using an established automated postoperative messaging program [24,25]. All patients were recruited from the University of Pennsylvania Health System Department of Orthopedics, which performs approximately 13,000 surgeries per year. In addition to general procedures (~3500 annual surgeries), the department consists of the following divisions: (1) Sports Medicine (~1700 annual surgeries), (2) Hand (~1900), (3) Joints (~4500), and (4) Trauma (~1500).

The research team had previously worked with the institution’s legal, privacy, and patient safety departments to obtain remote, SMS text message–based consent for data collection [25]. This was an intentional design of a larger institutional program aimed at improving acute opioid prescribing. The approach allows for remote consent in an attempt to reduce clinical providers’ workload and improve the scale of engaging eligible patients.

Following an elective outpatient surgery within the Department of Orthopedics, patients who underwent surgery received an initial SMS text message on the second day after the procedure. This message informed the patient of safe SMS text messaging or no opioid prescription. These inclusion and exclusion criteria were consistent with prior published research protocols using an established automated postoperative messaging program [24,25]. All patients were recruited from the University of Pennsylvania Health System Department of Orthopedics, which performs approximately 13,000 surgeries per year. In addition to general procedures (~3500 annual surgeries), the department consists of the following divisions: (1) Sports Medicine (~1700 annual surgeries), (2) Hand (~1900), (3) Joints (~4500), and (4) Trauma (~1500).

The research team had previously worked with the institution’s legal, privacy, and patient safety departments to obtain remote, SMS text message–based consent for data collection [25]. This was an intentional design of a larger institutional program aimed at improving acute opioid prescribing. The approach allows for remote consent in an attempt to reduce clinical providers’ workload and improve the scale of engaging eligible patients.

Following an elective outpatient surgery within the Department of Orthopedics, patients who underwent surgery received an initial SMS text message on the second day after the procedure. This message informed the patient of safe SMS text messaging or no opioid prescription. These inclusion and exclusion criteria were consistent with prior published research protocols using an established automated postoperative messaging program [24,25]. All patients were recruited from the University of Pennsylvania Health System Department of Orthopedics, which performs approximately 13,000 surgeries per year. In addition to general procedures (~3500 annual surgeries), the department consists of the following divisions: (1) Sports Medicine (~1700 annual surgeries), (2) Hand (~1900), (3) Joints (~4500), and (4) Trauma (~1500).

The research team had previously worked with the institution’s legal, privacy, and patient safety departments to obtain remote, SMS text message–based consent for data collection [25]. This was an intentional design of a larger institutional program aimed at improving acute opioid prescribing. The approach allows for remote consent in an attempt to reduce clinical providers’ workload and improve the scale of engaging eligible patients.

Following an elective outpatient surgery within the Department of Orthopedics, patients who underwent surgery received an initial SMS text message on the second day after the procedure. This message informed the patient of safe SMS text messaging or no opioid prescription. These inclusion and exclusion criteria were consistent with prior published research protocols using an established automated postoperative messaging program [24,25]. All patients were recruited from the University of Pennsylvania Health System Department of Orthopedics, which performs approximately 13,000 surgeries per year. In addition to general procedures (~3500 annual surgeries), the department consists of the following divisions: (1) Sports Medicine (~1700 annual surgeries), (2) Hand (~1900), (3) Joints (~4500), and (4) Trauma (~1500).
manage pain, use of prescribed medications, and ability to control pain. Block randomization was used to achieve balance in the two groups across demographics, procedure date, and dates of mobile engagement.

Individuals who either did not respond, opted out, or self-reported no further planned use of acute opioid medications were not subsequently messaged. For example, if a participant completed the mobile survey or replied to the bidirectional SMS text messaging on postoperative day 4 and indicated they were no longer planning on using their opioid prescription, no further messaging was sent on day 7, 14, 21, or 28. Participants who did not respond to any messaging would receive a reminder message within 30 minutes; if participants did not respond, then no further messaging was sent. The follow-up intervals were determined with input from a key clinician and surgeon and were in line with prior studies that evaluated PROs at 1 or 2 weeks postoperation.

Descriptive summary statistics were used to characterize the study population, using mean and standard deviation for age, and frequencies and percentages for categorical variables including gender, type of surgery, opioid tablet quantity, comorbidities, and invasiveness of the procedure (open surgical approach vs laparoscopic). To determine differences in the primary outcome of response rate at day 4 between the messaging arms and categorical demographic variables, Fisher exact test was used. To determine the difference in response at day 4 by age, Student t test was used. To determine if there were differences in secondary outcomes such as opioid use over time, Kaplan-Meier product-limit method with a log-rank test was used. A 2-sided α of .025 was considered statistically significant. All opioid prescription types were converted to equivalent doses of 5 mg oxycodone tablets [26]. All analyses were performed using SAS statistical software (version 9.4; SAS Institute).

**Ethics Approval**
The Institutional Review Board of the University of Pennsylvania approved this study (number 827461).

**Results**
Over 6 weeks, 127 participants were block randomized into either receiving a mobile survey (n=63) delivered as a hyperlink or responding to the same questions through an automated system—a chatbot using bidirectional SMS text messaging (n=64). Overall, 57.4% (n=73) of participants were male, the mean age was 38.5 (SD 13.9) years, and 70.8% (n=90) had had a knee procedure. Gender, age, number of comorbidities, and number of opioid tablets prescribed were similar across arms (Table 1). Patients receiving the mobile survey were more likely to have had a knee procedure (n=50, 83.3% vs n=40, 62.5%; P=.02) but less likely to have had an invasive or open procedure (n=26, 41.3% vs n=39, 60.9%; P=.03).

Overall engagement over the immediate postoperative period was similar between the messaging arms (Table 2). Using automated bidirectional SMS text messaging, the overall response rate was 45.3% (29/64) versus 49.2% (31/63) using a hyperlink to a mobile survey. For those patients using opioids in the past 4 days, prolonged future engagement was higher in the mobile survey arm at day 7 (18/19, 94.7% vs 9/15, 60%). Among nonresponders, the majority of patient drop-off occurred at day 4. Patients with more invasive or hip procedures showed a trend toward being responsive at day 4 as compared to those not responding (Table 3).
<table>
<thead>
<tr>
<th>Demographic</th>
<th>Bidirectional SMS text messaging (N=64)</th>
<th>Mobile survey (N=63)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td>.72</td>
</tr>
<tr>
<td>Female</td>
<td>26 (40.6)</td>
<td>28 (44.4)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>38 (59.4)</td>
<td>35 (55.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
<td></td>
<td>.58</td>
</tr>
<tr>
<td></td>
<td>37.8 (14.2)</td>
<td>39.2 (13.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Comorbidities, n (%)</strong></td>
<td></td>
<td></td>
<td>.49</td>
</tr>
<tr>
<td>0</td>
<td>29 (45.3)</td>
<td>22 (34.9)</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>13 (20.3)</td>
<td>16 (25.4)</td>
<td></td>
</tr>
<tr>
<td>&gt;2</td>
<td>22 (34.4)</td>
<td>25 (39.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Type of surgery, n (%)</strong></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Knee</td>
<td>40 (62.5)</td>
<td>50 (83.3)</td>
<td></td>
</tr>
<tr>
<td>Shoulder</td>
<td>19 (29.7)</td>
<td>6 (10)</td>
<td></td>
</tr>
<tr>
<td>Hip</td>
<td>5 (7.8)</td>
<td>4 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Elbow</td>
<td>0 (0)</td>
<td>2 (3.2)</td>
<td></td>
</tr>
<tr>
<td>Invasive procedure (open or nonlaparoscopic), n (%)</td>
<td>39 (60.9)</td>
<td>26 (41.3)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Quantity of opioid tabletsa prescribed, n (%)</strong></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>&lt;11</td>
<td>15 (23.4)</td>
<td>23 (36.5)</td>
<td></td>
</tr>
<tr>
<td>11-20</td>
<td>25 (39.1)</td>
<td>28 (44.4)</td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>19 (29.7)</td>
<td>8 (12.7)</td>
<td></td>
</tr>
<tr>
<td>&gt;30</td>
<td>5 (7.8)</td>
<td>4 (6.4)</td>
<td></td>
</tr>
</tbody>
</table>

*aOpioid tablet in 5 mg oxycodone equivalents.

<table>
<thead>
<tr>
<th>Day</th>
<th>Total, n</th>
<th>No response, n</th>
<th>Completeda, n</th>
<th>Continue onb, n</th>
<th>Response rate, %</th>
<th>Total, n</th>
<th>No response, n</th>
<th>Completeda, n</th>
<th>Continue onb, n</th>
<th>Response rate, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 4</td>
<td>64</td>
<td>28</td>
<td>21</td>
<td>15</td>
<td>56.3</td>
<td>63</td>
<td>30</td>
<td>14</td>
<td>19</td>
<td>52.4</td>
</tr>
<tr>
<td>Day 7</td>
<td>16</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>56.3</td>
<td>19</td>
<td>1</td>
<td>10</td>
<td>8</td>
<td>94.7</td>
</tr>
<tr>
<td>Day 14</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>100</td>
<td>8</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>87.5</td>
</tr>
<tr>
<td>Day 21</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Day 28</td>
<td>0</td>
<td>N/Ac</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Final response</td>
<td>N/A</td>
<td>34</td>
<td>30</td>
<td>N/A</td>
<td>N/A</td>
<td>31</td>
<td>N/A</td>
<td>46.9</td>
<td>N/A</td>
<td>49.2</td>
</tr>
</tbody>
</table>

*aNo longer taking opioids or no longer planning to take them.

bParticipants indicating continued or planned use of opioids, who were thus sent additional surveys on subsequent days.

*N/A: not applicable.
Table 3. Response at day 4 by demographics.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>No response (N=58)</th>
<th>Responded day 4 (N=69)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arm, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bidirectional messaging</td>
<td>28 (48.3)</td>
<td>36 (52.2)</td>
<td>.72</td>
</tr>
<tr>
<td>Mobile survey</td>
<td>30 (51.7)</td>
<td>33 (47.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>22 (37.9)</td>
<td>32 (46.4)</td>
<td>.37</td>
</tr>
<tr>
<td>Male</td>
<td>36 (61.1)</td>
<td>37 (53.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>38.1 (13.8)</td>
<td>38.9 (14)</td>
<td>.76</td>
</tr>
<tr>
<td><strong>Comorbidities, n (%)</strong></td>
<td></td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>0</td>
<td>23 (39.7)</td>
<td>28 (40.6)</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>15 (25.9)</td>
<td>14 (20.3)</td>
<td></td>
</tr>
<tr>
<td>&gt;2</td>
<td>20 (34.5)</td>
<td>27 (39.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Type of surgery, n (%)</strong></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Knee</td>
<td>44 (75.9)</td>
<td>46 (66.7)</td>
<td></td>
</tr>
<tr>
<td>Shoulder</td>
<td>12 (20.7)</td>
<td>13 (18.8)</td>
<td></td>
</tr>
<tr>
<td>Hip</td>
<td>1 (1.7)</td>
<td>9 (13)</td>
<td></td>
</tr>
<tr>
<td>Elbow</td>
<td>1 (1.7)</td>
<td>1 (1.5)</td>
<td></td>
</tr>
<tr>
<td>Invasive procedure (open or nonlaparoscopic), n (%)</td>
<td>24 (41.4)</td>
<td>41 (59.4)</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Quantity of opioid tablets&lt;sup&gt;a&lt;/sup&gt; prescribed, n (%)</strong></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>&lt;11</td>
<td>20 (34.5)</td>
<td>18 (26.1)</td>
<td></td>
</tr>
<tr>
<td>11-20</td>
<td>24 (41.4)</td>
<td>29 (42)</td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>11 (19)</td>
<td>16 (23.2)</td>
<td></td>
</tr>
<tr>
<td>&gt;30</td>
<td>3 (5.2)</td>
<td>6 (8.7)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Opioid tablet in 5 mg oxycodone equivalents.

**Discussion**

**Principal Findings**

This study has two key findings within the context of mobile patient engagement and data capture. First, immediate postoperative patient engagement and research consent are feasible using digital methods. Second, there were no significant differences in the overall response rates between the modalities of bidirectional SMS text messaging and mobile surveys. We deployed a direct-to-patient approach in obtaining mobile consent to prospectively capture PROs for postoperative pain and pain management. Prior studies aiming to understand patients’ pain and use of prescription opioids following surgeries have been limited by retrospective design, telephone or paper surveys, and recall bias [19,22,27]. We worked collaboratively within the health system to develop an approach that offloads clinical providers from obtaining written consent during preoperative visits and reaches out to patients following their procedure through SMS text messaging. This mobile consent process may be further studied to decrease in-person time, allow for researchers to link important research and other patient information, and offer patients the ability to opt out.

Second, the method and approach used to capture patient-reported data may not significantly impact initial response rates and overall completion rates. The ways in which patients use digital technology and mobile apps continue to change [28]. This study begins to analyze direct-to-patient methods that capture patient-reported data [29]. These early results indicate mobile methods can be used to engage postoperative patients and may provide a scalable approach for engaging larger patient populations. Traditional paper-based surveys rely on mail services and may introduce time delays and recall bias, whereas digital methods allow patients to respond in the moment [30]. Though not statistically significant, we found that patients undergoing more invasive procedures (ie, open surgeries and nonlaparoscopic surgeries) or any procedure on the hip were more likely to respond and remain engaged. This suggests an opportunity to provide tailored content and messaging as more procedures become outpatient and more recovery is based in the home. Ultimately, we describe similar and consistent completion rates as the weeks passed following patients’ surgeries.

**Limitations**

This study has limitations. First, the study and data collection were performed at a single academic medical center and thus the study is not generalizable. Second, selection bias may be
present as patients needed to have a mobile device and opt to answer questions through either the mobile survey or the bidirectional SMS text messaging system. Those patients receiving a mobile link to the survey must have a smartphone and may represent a select population. Third, patients were undergoing elective outpatient procedures and may represent a population that is not generalizable to all procedures. This study compares two techniques that have been rapidly adopted; it does not compare these directly to paper methods, which have more traditionally been used.

**Conclusion**

This study demonstrates the early feasibility of PRO capture using two methods of patient engagement following orthopedic surgery. The findings suggest no major differences between bidirectional SMS text messaging and mobile surveys to collect PRO data. In an increasingly digital era, clinicians and researchers may employ digital surveys as a tool for rapid collection of PROs, which can inform research and a learning health system. Future studies will need to investigate larger scale programs and generalizability outside of surgical settings and for broader populations.
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Abstract

Background: Chronic obstructive pulmonary disease (COPD) affects millions of Americans and has a high economic impact partially due to frequent emergency room visits and hospitalizations. Advances in digital health have made it possible to collect data remotely from multiple devices to assist in managing chronic diseases such as COPD.

Objective: In this pilot study, we evaluated the ability of patients with COPD to use the Wellinks mHealth platform to collect information from multiple modalities important to the management of COPD. We also assessed patient satisfaction and engagement with the platform.

Methods: A single-site, observational, prospective pilot study (N=19) was conducted using the Wellinks platform in adults with COPD. All patients were aged over 30 years at screening, owned an iPhone, and were currently undergoing a treatment regimen that included nebulized therapy. Enrolled patients received a study kit consisting of the Flyp nebulizer, Smart One spirometer, the Nonin pulse oximeter, plus the Wellinks mHealth app, and training for all devices. For 8 weeks, participants were to enter daily symptoms and medication use manually; spirometry, nebulizer, and pulse oximeter data were automatically recorded. Data were sent to the attending physician in a monthly report. Patient satisfaction was measured via a 5-point scale and the Net Promoter Score (NPS) captured in interviews at the end of the observation period.

Results: Average age of the patients was 79.6 (range 65-95) years. Participants (10 female; 9 male) had an average FEV1 (% forced expiratory volume in 1 second as % of predicted for the patient) of 56.2% of predicted (range 23%-113%) and FEV1/forced vital capacity of 65%. COPD severity, as assessed by the Global Initiative for Chronic Obstructive Lung Disease (GOLD) classification, was mild in 2 patients, moderate in 6, and severe/very severe in 11; 9 patients were on home oxygen. During this 8-week study, average use of the spirometer was 2.5 times/week, and the pulse oximeter 4.2 times/week. Medication use was manually documented 9.0 times/week, nebulizer use 1.9 times/week, and symptoms recorded 1.2 times/week on average. The correlation coefficients of home to office measurements for peak flow and FEV1 were high (r=0.94 and 0.96, respectively). Patients found the app valuable (13/16, 81%) and easy to use (15/16, 94%). The NPS was 59.

Conclusions: This study demonstrates that our cohort of patients with COPD engaged with the Wellinks mHealth platform avidly and consistently over the 8-week period, and that patient satisfaction was high, as indicated by the satisfaction survey and the NPS of 59. In this small, selected sample, patients were both willing to use the technology and capable of doing so successfully regardless of disease severity, age, or gender. The Wellinks mHealth platform was considered useful and valuable by patients, and can assist clinicians in improved, timely decision making for better COPD management.

(JMIR Form Res 2022;6(3):e34758) doi:10.2196/34758
KEYWORDS
COPD; patient engagement; mHealth; digital health; mobile phone; telemedicine; mobile apps; remote monitoring; spirometry; pulse oximetry

Introduction

Chronic obstructive pulmonary disease (COPD) is a respiratory disorder characterized by persistent symptoms such as shortness of breath, coughing, excess mucus production, and irreversible expiratory airflow obstruction. It primarily affects people aged 65 and over and is often a result of exposure to risk factors such as tobacco smoke or air pollutants [1]. In 2018 in the United States, 16.4 million people reported having a diagnosis of COPD, chronic bronchitis, or emphysema, according to the Centers for Disease Control and Prevention’s National Health Interview Survey [2] and COPD was the fourth leading cause of death in the United States [3].

COPD has a high financial impact. COPD-related costs in the United States were projected to be US $49.0 billion in 2020, including direct health care expenditures and indirect morbidity and mortality costs [4]. COPD exacerbations, during which symptoms of coughing and shortness of breath acutely worsen, are a significant driver of these expenditures, due to emergency room visits, hospital admissions, relapses, and readmissions [5]. COPD has a 30-day readmission rate of approximately 20% and is a target condition in the Medicare Hospital Readmission Reduction Program [6]. Frequent COPD exacerbations can lead to a decline in lung function and quality of life and may significantly affect a patient’s prognosis [7,8].

The current standard of care for COPD includes medications, smoking cessation, oxygen supplementation (when indicated), and pulmonary rehabilitation [9]. At each office visit, patient biometric data are collected (eg, pulse oximetry and spirometry) and the COPD care plan is communicated. Between office visits, however, it is difficult for the physician to gather insights into patient behavior and adherence to the care plan; significant clinical deterioration or noncompliance can go undetected. Furthermore, many patients with COPD have limited mobility due to the debilitating nature of their lung disease, making office visits challenging or not possible at all. Currently there are few comprehensive and reliable tracking solutions to assess patient adherence to the care plan or the impact of medication and other interventions on a more frequent basis [8,10,11].

Advances in digital health have now made it possible to share medical information in real time, thus enabling more immediate management of chronic diseases. Remote patient monitoring solutions have been successfully developed in other chronic diseases, such as congestive heart failure and diabetes [12,13]. During the COVID-19 epidemic, patients of all demographic groups quickly adopted some form of technology to access medical care [14,15]. Monitoring modalities are now being measured adherence, and ease of use for both the patient and the clinician, including incorporation into existing electronic medical records [8,11,17].

In this pilot study, we evaluated the Wellinks mHealth platform in a small cohort of patients with COPD. Our objective was to, within a trial setting, determine the feasibility of the platform to track information important to the management of COPD, collected via Bluetooth from multiple modalities including spirometry and pulse oximetry, medication adherence, and patient input of symptoms and medication use. This small-scale study was performed to obtain feedback on patient satisfaction and engagement with the platform, and to inform modifications needed for larger clinical studies.

Methods

Study Design

This prospective observational pilot study of the Wellinks mHealth Platform was conducted from January to May 2021 at a single outpatient pulmonary practice. A sample size of 20 patients was planned. Monitoring data were collected over an 8-week-per-study-patient observation period. Informed consent was obtained from each participant, and the study was conducted according to the principles stated in the Declaration of Helsinki (2013). Patients were deidentified of protected health information according to the Safe Harbor method of the Health Insurance Portability and Accountability Act (HIPAA). Each patient was assigned a unique study ID number and the principal investigator maintained sole access to reidentification codes.

Ethical Approval

This study was approved by the Institutional Review Board (IRB) (IRB#:20-WELL-101) with respect to the scientific content and ethical treatment of human research participants.

Recruitment

Participants were recruited by the principal investigator within the clinical setting. Inclusion criteria specified male or female patients with COPD over 30 years of age with English language literacy who were prescribed a treatment regimen that included nebulized therapy. All patients had access to an iPhone running iOS version 13.4 or later.

Exclusion criteria were acute or chronic conditions that might interfere with patients’ ability to participate in the study, or comorbidities that might interfere with data collection and interpretation (eg, renal, cardiac, hepatic, central nervous system, or psychiatric conditions).

Participation in this study was completely voluntary. Participants were permitted to keep the items in the study kit. No additional financial inducements were offered, and no patient recruitment materials were used.
Patient Use of the Intervention

After informed consent was obtained, participants received the study kit, which consisted of 3 devices: the Flyp nebulizer, MIR Smart One spirometer, and Nonin pulse oximeter, plus instructions for use (Figure 1). In addition, participants received instructions for downloading the Wellinks mHealth iOS app. The physician or another member of the research team explained the function of all devices and the app. Participants were considered enrolled once the app was downloaded and the participant had logged in.

Figure 1. Components of the Wellinks mHealth Kit, including the Flyp nebulizer, MIR Smart One spirometer, and Nonin pulse oximeter, are pictured here from left to right. Patients used their own phones to download the Wellinks mHealth App.

Patients were asked to perform forced expiratory volume in 1 second (FEV₁) and pulse oximetry measurements (peripheral oxygen saturation or SpO₂) at least once weekly; these data were automatically recorded in the app via Bluetooth. Patients’ use of the Flyp nebulizer was also automatically recorded; most patients were prescribed nebulizer treatments as rescue therapy only.

Daily medication usage and symptoms were entered into the app manually by the patient (Figure 2). The app was prepopulated with a customized list of medications prescribed to each patient for COPD, including dosing intervals; patients were able to check off when the dose of each prescribed medication was taken. Patients could also enter the use of additional medications, such as rescue inhalers or nebulizer treatments. A list of symptoms (mucus production, shortness of breath, chest tightness, wheezing, coughing, low energy, and trouble sleeping) allowed patients to either check the symptom boxes or to check a “no symptoms” box if they were not having symptoms. Patients were not prompted by the app or the clinical research team to use the devices or to enter information into the app.

Figure 2. The app displays content that guides the patient while recording pulse oximetry, or inputting medications taken and symptoms experienced from a list. The medication list was prepopulated with each patient’s prescribed medications.
The Wellinks app collects and stores data related to treatment and respiratory status of the patient on a secure, HIPAA-compliant, cloud-hosted database. Monthly reports containing a summary of the collected medication adherence data, FEV₁ and SpO₂ measurements, and symptoms or notes were sent to the clinician via secure email. Any subsequent visits or treatment were to be consistent with current standard of care (Figure 3).

**Figure 3.** The Wellinks mHealth platform recorded spirometry, pulse oximetry, and nebulizer use automatically by bluetooth. The patient manually input medications taken and symptoms experienced (if any) using the app. Data were stored securely and compiled into a summary Portable Document Format (PDF) report for the clinician monthly. API: application programming interface, HIPAA: Health Insurance Portability and Accountability Act.

---

**Patient Engagement and Satisfaction**

Patient engagement was evaluated by assessing how often patients used the various features of the Wellinks mHealth platform over the 8-week study period. For spirometry and pulse oximetry, the baseline case was 1 use/week. Use of the medication and symptoms recording feature was left to the patient’s discretion.

At the end of the observation period, patients’ overall attitudes about and perception of the Wellinks mHealth solution were assessed using a 9-question 5-point Likert scale (responses ranged from 1=strongly disagree to 5=strongly agree). In addition, patients had the opportunity to provide qualitative feedback to the interviewer regarding their experience and the intervention.

The Net Promoter Score (NPS) was used to gauge patient satisfaction overall with the Wellinks mHealth solution. The NPS is derived from the answer to just 1 question: “On a scale of 0-10, how likely is it that you would recommend using the Wellinks app to friends, family members, or associates also living with COPD?”. The score is determined by subtracting the percentage of “Detractors” (those who gave a score of ≤6) from the “Promoters” (those who gave a score of 9 or 10). The “Passives” (those who gave a score of 7 or 8) are thought to be satisfied with the product, but not to the point of recommending the product or “promoting” it to others [18,19]. With the methodology used here, the total score (tallied from all responses) will fall between –100 and 100, with –100 being the worst outcome and 100 being the best. This survey was administered to the patient by video call or telephone by a member of the Wellinks research team.

The Wellinks mHealth platform generated a physician report monthly (Figure 4). Each report was customized for each patient, and provided the following summary of that patient’s activity in the preceding month:

- Scheduled medications (name and dosage): adherence percentage and medication most commonly missed;
- As-needed (pro re nata [PRN]) medications (name and dosage): how often and how much taken;
- SpO₂% over time;
- Pulse (beats/minute) over time;
- Spirometry (peak flow and FEV₁) over time; and
- Symptoms: list of symptoms experienced and when entered (date and time).
Figure 4. The physician report supplied monthly summarizes prescribed scheduled medications, PRN medications and adherence, pulse oximetry and spirometry readings over time, and symptoms. PRN: pro re nata.

Adverse Events

Adverse events occurring during the study period were documented by the investigator; these were not reported to the device manufacturer unless they were considered serious and related to the device. Serious adverse events were to be reported using an unanticipated device effects form and were to be reported to the sponsor and to the IRB.

Analysis

Data were summarized with means and ranges for quantitative variables with normal distribution (eg, age, spirometry values). The Pearson correlation coefficients were calculated to compare concordance between home and office spirometry; mean values from the Smart One spirometer were compared with FEV₁ values collected at the closest patient visit date (office spirometry was performed on a Vyaire Vmax Encore).
Correlations between office and home pulse oximetry were not conducted because of the narrow range of values. The t tests were performed to compare differences between subgroups using Microsoft Excel. P values are given for subgroup analyses, with a threshold of .05 considered statistically significant.

**Results**

**Demographics**

A total of 19 patients were enrolled in the study. The average age was 79.6 years, and the patient group was almost equally divided by gender (10 female, 9 male). Patients’ FEV$_1$% (forced expiratory volume in 1 second as % of predicted for the patient) at study entry averaged 56.2% of predicted (range 23%-113%), and FEV$_1$/forced vital capacity averaged 65%. The majority of patients (n=10, 53%) fell into the severe disease category, as indicated by the Global Initiative for Chronic Obstructive Lung Disease (GOLD) criteria [9]. A total of 6 patients (32%) were in the GOLD 2, or moderate category, and 2 (11%) were in the mild category; 1 patient (5%) was categorized as GOLD 4, or very severe. This distribution is not surprising as patients were required to be using nebulizers, which are not typically prescribed for mild disease. A total of 5 patients had a caregiver assist them with many of the activities, including equipment use and symptom/medication input (Table 1).

**Table 1.** Demographics and baseline characteristics of the study population.

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Value (N=19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (range)</td>
<td>79.6 (65-95)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9 (47)</td>
</tr>
<tr>
<td>Female</td>
<td>10 (53)</td>
</tr>
<tr>
<td>GOLD$^a$ category, n (%)$^b$</td>
<td></td>
</tr>
<tr>
<td>GOLD 1: mild (FEV$_1$$^c$$\geq$80% predicted)</td>
<td>2 (11)</td>
</tr>
<tr>
<td>GOLD 2: moderate (FEV$_1$$\geq$50-79%)</td>
<td>6 (32)</td>
</tr>
<tr>
<td>GOLD 3: severe (FEV$_1$$\geq$30-49%)</td>
<td>10 (53)</td>
</tr>
<tr>
<td>GOLD 4: very severe (FEV$_1$$&lt;$30%)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>FEV$_1$%$^d$, mean (range)</td>
<td>56.2 (23-113)</td>
</tr>
<tr>
<td>FEV$_1$/forced vital capacity, mean</td>
<td>65.3</td>
</tr>
<tr>
<td>Home oxygen use, n (%)</td>
<td>9 (47)</td>
</tr>
<tr>
<td>Pack years, mean (range)</td>
<td>51.6 (10-100)</td>
</tr>
</tbody>
</table>

**Independent versus assisted use of Wellinks mHealth solution, n (%)**

- Independent use: 14 (74)
- Assisted use (with help from a caregiver or home health aide): 5 (26)

$^a$GOLD: Global Initiative for Chronic Obstructive Lung Disease.

$^b$All patients with FEV$_1$/forced vital capacity <0.70.

$^c$FEV$_1$: forced expiratory volume in 1 second.

$^d$FEV$_1$%: forced expiratory volume in 1 second as % of predicted for the patient.

**Patient Use of the Intervention**

Participants used the pulse oximeter 4.2 times/week and the spirometer 2.5 times per week on average (Table 2). All 19 patients achieved the weekly goal of at least one pulse oximetry reading per week over 8 weeks, and 15 patients met or exceeded the goal of 1 spirometry reading per week. On average, patients’ medication use was entered into the app 9 times/week, and symptoms entered 1.2 times/week.

Differences in participation did not significantly differ by COPD severity, age, or gender (Table 3).

There was a strong correlation between the FEV$_1$ (r=0.96) and peak flow (r=0.94) measurements recorded by the spirometer compared with the measurements recorded by the physician during the office visit closest in time to the at-home collected information (Figure 5).
Table 2. Study participant interaction with the mobile health platform.

<table>
<thead>
<tr>
<th>Data collected</th>
<th>Mean number of app entries/week (range of number of app entries/week)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEV\textsubscript{1} by spirometer</td>
<td>2.5 (1-7)</td>
</tr>
<tr>
<td>Blood oxygenation by pulse oximeter</td>
<td>4.2 (1-12)</td>
</tr>
<tr>
<td>Medication use</td>
<td>9.0 (1-25.1)</td>
</tr>
<tr>
<td>Nebulizer use</td>
<td>1.9 (0-11.9)</td>
</tr>
<tr>
<td>Symptoms</td>
<td>1.2 (0-5.6)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}FEV\textsubscript{1}: forced expiratory volume in 1 second.

Table 3. Participation by gender, age, and COPD\textsuperscript{a} severity.

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>n</th>
<th>Spirometry\textsuperscript{b}</th>
<th>Pulse oximetry\textsuperscript{b}</th>
<th>Medications\textsuperscript{c}</th>
<th>Symptoms\textsuperscript{c}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9</td>
<td>19.3</td>
<td>35.2</td>
<td>10.3</td>
<td>6.5</td>
</tr>
<tr>
<td>Female</td>
<td>10</td>
<td>21.1</td>
<td>32.6</td>
<td>21.1</td>
<td>12.2</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td>.81</td>
<td>.84</td>
<td>.37</td>
<td>.22</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;80</td>
<td>11</td>
<td>25.4</td>
<td>41.6</td>
<td>22.8</td>
<td>11.6</td>
</tr>
<tr>
<td>≥80</td>
<td>8</td>
<td>13.0</td>
<td>23.5</td>
<td>5.3</td>
<td>5.8</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td>.09</td>
<td>.15</td>
<td>.14</td>
<td>.22</td>
</tr>
<tr>
<td>COPD severity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild + moderate</td>
<td>8</td>
<td>19.8</td>
<td>28.5</td>
<td>17.1</td>
<td>5.5</td>
</tr>
<tr>
<td>Severe + very severe</td>
<td>11</td>
<td>20.5</td>
<td>37.9</td>
<td>14.1</td>
<td>11.9</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td>.93</td>
<td>.46</td>
<td>.81</td>
<td>.17</td>
</tr>
</tbody>
</table>

\textsuperscript{a}COPD: chronic obstructive pulmonary disease.  
\textsuperscript{b}Data are presented as mean number of uses/week.  
\textsuperscript{c}Data are presented as mean number of times reported.

Figure 5. The correlation of home versus office assessments of (A) peak flow and (B) FEV\textsubscript{1}. FEV\textsubscript{1}: forced expiratory volume in 1 second.

Patient Engagement and Satisfaction

The average number of recordings for spirometry, oximetry, and medication usage declined over the 8-week interval by varying degrees (Figure 6). Medication use entries fell from 7.8 times/week to 3.7 times/week (a reduction of 52.3%), oximetry recordings from 5.5 times/week to 2.5 times/week (a reduction of 54.2%), and spirometry recordings from 3.4 times/week to 1.8 times/week (a reduction of 45.4%).
The satisfaction survey administered is presented as Multimedia Appendix 1. A total of 16 patients were available to take this survey. Most patients (15/16, 94%) either agreed or strongly agreed that the Wellinks app was easy to use and valuable (13/16, 81%). Most (15/16, 94%) found that it was valuable to be able to take spirometry and pulse oximetry measurements at home. The symptom logging function was found to be moderately valuable (11/16, 69%) as was the medication schedule (10/16, 63%). Patients expressed interest (12/16, 75%) in adding a physician or care team messaging component to the app. In general, the patients did not feel that the app enhanced their knowledge of COPD or the connection with their doctor. The NPS generated by the patients in this study was 59.

**Adverse Events**

There were no issues reported by either patients or the principal investigator related to the safety of the patients or the performance of the devices.

**Discussion**

**Principal Findings**

COPD is a chronic condition where the potential for rapid deterioration due to exacerbations is an ever-present danger [6,7,9]. For this reason, it can be a very difficult condition to manage as adjustments in care are dependent on the patient recognizing and reporting changes from baseline. While various devices exist to enable monitoring of specific individual parameters, an app that allows patients and physicians to track multiple modalities simultaneously, and remotely, would result in the most complete clinical picture available from the patient’s daily life.

In this pilot study, we observed that study participants were both willing to use the Wellinks mHealth solution and able to do so effectively, performing both spirometry and oximetry measurements far more often than requested, and logging medication use and symptoms frequently without being prompted. Patients engaged with the Wellinks platform regardless of disease severity, gender, or age. Notably, the correlations of peak flow and FEV\textsubscript{1} measurements taken by the patient at home and those performed in the office were very high. This has been a technical failure in prior studies, where use of the spirometer in an outpatient setting and without the assistance of a health care practitioner has resulted in inaccurate results [20,21].

Age may be a concern in the adoption of an mHealth system in patients with COPD, as COPD is largely a disease of the elderly who may have a lower digital literacy level, less access to smart devices, and overall, a lower comfort level with technology. A 2018 study of 638,330 Medicare beneficiaries found that 40.9% lacked a smartphone with a wireless data plan, and 26.3% lacked any type of digital access (either a smartphone or a home desktop or laptop computer with a high-speed internet connection) [22].

However, the COVID-19 pandemic has changed the way the elderly view technology. In a recent study conducted by the American Association for Retired People (AARP), 45% of individuals over 60 years viewed technology far more positively than they did prior to COVID. Among those 70 and over, 73% reported having high-speed internet access at home. Ownership of smart technology, including smartphones, continues to increase among those over age 70, and accessing health care services and health information is among the top 10 activities conducted on their smartphones. This represents a significant increase over 2019 [15].

When surveyed in this study, patients found the Wellinks platform to be both easy to use and valuable. These 2 factors have been found to be among the highest predictors of intent to use a medical app within a senior population, as found in a recent study of 364 older adults with an average age of 75 years [23]. In our study, the 2 factors with the lowest scores were the...
ability to learn about COPD via the app, and enhanced connection to the physician. While access to educational content and 2-way communication are planned for the next-generation Wellinks platform, the study version of the app did not provide any educational material, nor was there any provision for direct communication between the patient and the physician. Patients or their caregivers had the opportunity to give the interviewer feedback about the Wellinks Platform at the end of the study period. Some patients reported technical difficulties, or the need for more clear instructions; others suggested ideas for improvement, such as integration of educational content to teach patients about the device readings and what the numbers meant. Several patients expressed an appreciation for the ability to track spirometry and oximetry values in real time.

NPS has proven to be a remarkably powerful assessment of customer satisfaction across multiple industries [24] and is now increasingly used in the health care setting due to its ease of administration and higher response rates. NPS surveys can be readied more quickly than email or phone surveys and are less time-consuming for patients, and thus more likely to garner a response [25]. NPS methodology is based on research that cross-references survey responses with actual consumer behavior, demonstrating that a strong personal recommendation of a company or a service to one’s family and friends was a key measure of satisfaction [26], and directly correlated with uptake in the market [19]. An NPS of 59, as seen with the Wellinks platform, indicates a very high level of patient satisfaction [19].

Limitations
First, it must be noted that mobile and eHealth innovations are often subject to a high rate of attrition, for various reasons; for example, the novelty wears off over time, or patients have difficulty fitting the technology into their everyday lives. This can make it difficult to assess these types of technologies [27,28]. In the case of the Wellinks platform, the base requirement for spirometry and oximetry was only 1 use/week. Therefore, we believe the decline in usage for these 2 parameters is more reflective of hyperutilization toward the beginning of the study which then reverted to the anticipated baseline. The reduction in use of the medications feature may be reflective of the high medication burden for patients with COPD in general. Yet, even the reduced usage rate represents more information than would normally be available to clinicians.

Second, this study was a small pilot with all patients selected by 1 physician at 1 pulmonology practice. Certain study parameters limited our study population, for example, the requirements of access to an iPhone and of patient nebulizer use. The fact that the study recruited from 1 small geographic area limits its generalizability as it may not reflect a diverse population.

Third, patient engagement may be artificially higher than expected in a real-world situation due to the Hawthorne effect (where individuals modify their behavior because they are being observed) [29]. In this study, patients were recruited by the principal investigator and were aware that their use of apps and monitoring devices was being recorded. This may have motivated the patients to use the app more consistently than if they were not aware that they were being observed. The slow decline in usage over 8 weeks may reflect that effect over time.

Lastly, while useful data regarding patient health status were provided via the patient report, there was no formal requirement for ongoing physician assessment of the data provided. The study was not designed to show improvement in COPD, only that patients would utilize the Wellinks system. Consequently, there were no interventions taken, and the study was not powered to show improvement in clinical outcomes or pharmacoeconomic impact.

Future Directions
This important pilot study proves that the multimodal nature of the Wellinks Platform is feasible and that appropriate utilization and engagement by the target population is possible. The information collected will direct the continued development of the Wellinks Platform, including features such as virtual pulmonary rehabilitation and health coaching, and has the potential to create value for patients and the health care system. Important questions remain: can this platform improve the quality of care for patients with COPD? Can it improve clinical outcomes such as a reduction of hospital readmissions and cost and improving patient quality of life? These questions will be addressed in a planned future clinical study.

Conclusions
The Wellinks platform is a novel platform designed for patients with COPD that consolidates multimodal biometric data and patient entries into a single, streamlined source of data including trends over time and is intended for use by both patients and providers. Patients were eager to engage with the platform and found it to be useful and valuable. Patient engagement was high across disease severity, age, and gender groupings. Given the difficulty of managing this complex, chronic disease, the Wellinks platform has the potential to improve patient engagement and outcomes, ultimately reducing COPD-related events and expenses.
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Responses to the Patient Satisfaction questionnaire (n=16). Patients submitted an answer on a 5-point scale ranging from strongly disagree to strongly agree.
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Abstract

Background: Patient-centered measurement (PCM) aims to improve the overall quality of care through the collection and sharing of patient values, outcomes, and perspectives. However, the use of PCM in care team decisions remains limited. Integrated knowledge translation (IKT) offers a collaborative, adaptive approach to explore best practices for incorporating PCM into primary care practices by involving knowledge users, including patients and providers, in the exploratory process.

Objective: This study aims to test the feasibility of using patient-generated data in team-based care; describe the use of these data for team-based mental health care; and summarize patient and provider care experiences with PCM.

Methods: We conducted a multi-method exploratory study in a rural team-based primary care clinic using IKT to co-design, implement, and evaluate the use of PCM in team-based mental health care. Care pathways, workflows, and quality improvement activities were adjusted iteratively to improve integration efforts. Patient and provider experiences were evaluated using individual interviews relating to the use of PCM and patient portals in practice. All meeting notes, interview summaries, and emails were analyzed to create a narrative evaluation.

Results: During co-design, a care workflow was developed to incorporate electronically collected patient-generated data from the patient portal into the electronic medical record, and customized educational tools and resources were added. During implementation, care pathways and patient workflows for PCM were developed. Patients found portal use easy, educational, and validating, but data entries were not used during care visits. Providers saw the portal as extra work, and the lack of portal and electronic medical record integration was a major barrier. The IKT approach was invaluable for addressing workflow changes and understanding the ongoing barriers to PCM use and quality improvement.

Conclusions: Although the culture toward using PCM is changing, the use of PCM during care has not been successful. Patients felt validated and supported through portal use and could be empowered to bring these data to their visits. Training, modeling, and adaptable PCM methods are required before PCM can be integrated into routine care.

(JMIR Form Res 2022;6(3):e33584) doi:10.2196/33584)
patient-centered measurement; patient-centered care; primary health care; team-based care; knowledge translation; patient-oriented research; patient portals; patient-generated health data; patient-reported experience measures; patient-reported outcome measures; rural health services; patient data; digital health; electronic data; patient portal; mental health

Introduction

Background

Seminal work in the 1960s and 1970s, supporting the combination of the concepts of a medical home with attributes of patient-centered care [1], provided the foundation for research that demonstrated the benefits of this care model (eg, comprehensive, coordinated care within a primary care team). Benefits linked to patient-centered medical home models include improved health-related quality of life, self-management, and depression; reduced hospital admissions; and improved clinical measures such as blood pressure and glycated hemoglobin [2]. However, the concept of patient-centeredness has been poorly theorized and operationalized, although several papers have identified key attributes such as patient and family being respected; given complete health information; being involved in decision-making; and supported in their physical, psychological, and social needs [3,4]. Newly realized in British Columbia (BC), the patient’s medical home is a community practice that operates at an ideal level to provide longitudinal patient-centered, team-based primary care [5].

To assess these attributes, measures are needed to capture patient-centered care in a form that can be used to rate care quality and quality improvement (QI). Patient-centered measurement (PCM) has the potential to capture data to improve patient care experiences, care quality, communication, and trust. To this end, the BC Ministry of Health and the 7 health authorities established the BC PCM Steering Committee [6] in 2021 to implement scientifically rigorous approaches to collect and report patient-generated data (PGD). Examples of sources of these data include patient-reported experience measures (PREMs) and patient-reported outcome measures (PROMs).

However, the integration of PCM into regular care visits and decisions presents major conceptual, methodological, and logistical challenges in translating this body of knowledge into routine clinical practice [7-9]. A systematic review found that PGD improved patient health awareness and communication with providers but that difficulties arose when patients wanted greater provider involvement with their data during clinic visits [10]. Lordon et al [10] found that providers had difficulty accommodating patient requests for engagement with PGD because of the perceived lack of value, time constraints, and lack of workflow integration. Even with access to patient portals for data entry, the ability to incorporate and track these data varies across systems because of organizational, practice, workflow, resource, and technological challenges [11-13].

There is an unprecedented opportunity to develop and test best practices for incorporating PCM into clinical care because of the rapid uptake of virtual care and enhanced digital literacy for both patients and providers during the COVID-19 pandemic. This requires planning to determine which strategies to use, selection considerations about which patient populations to target for PREMs and PROMs, choice of specific measures, and engagement considerations, including how clinical care teams will incorporate and act on the data [14]. Given the complexity of implementing PCM in clinical practice, multilevel implementation science frameworks are effective, with the choice of framework or theory based on fit for purpose [15,16]. Iterative knowledge sharing, or integrated knowledge translation (IKT), was identified for our research, whereby planning, implementing, and evaluating team-based care performance could be optimally developed through the lens of providers, patients, and the research team [17]. Synergies derived from this IKT approach enhance the understanding of patients’ and providers’ context and needs, thereby enhancing the relevance of the generated research and increasing user knowledge and understanding of the research process, awareness of the research, and appreciation for how and when it can be applied [18].

For this research, we partnered with the regional district of Kootenay Boundary (KB) Division of Family Practice [19], whose mission is to help rural practitioners meet patient and practice needs and lead change as part of a province-wide initiative to strengthen health care in BC. The focus on people living in rural and remote communities is critical to address limited access to providers and services, and the resulting health disparities of higher chronic disease multimorbidity and all-cause mortality [20-22]. In this context, digital health solutions have great potential to address these health disparities [23]. The study team assessed priority areas for rural clinical care and identified mental health care as a high-needs area based on BC Community Health Data [24]. Mental illness is a common and disabling health problem in Canada, affecting 1 in 5 Canadians, and has become of even greater importance during the COVID-19 pandemic [25]. Care team–based patient-centered planning strategies have important potential in the treatment of mental illnesses, such as anxiety and depression [26]. Mental health concerns have worsened during the pandemic; based on the 2019 Community Health Survey, almost 5 million Canadians aged ≥12 years (16%) had seen or spoken to a health care professional in the previous year about their mental health, an increase of 2% since 2015 [27].

Objectives

The overall research aim was to develop new methods to incorporate patient-generated mental health and experience data for team-based in-clinic and virtual care. The new methods for PCM that emerged from this study are reported in another publication (M Antonio et al, unpublished data, December 2021). This paper reports on the IKT approach that was used in the multi-method study with the following objectives: (1) to explore the feasibility of integrating PGD using a patient portal in team-based care; (2) to describe the use of these data for team-based mental health care; and (3) to summarize patient and provider care experiences with PCM.
Methods

Setting
The study took place in a rural team-based care practice in the southern interior of BC, Canada, between February 2020 and April 2021. The private, multi-provider primary care clinic served as the patient’s medical home [5]. The study received institutional ethical approval (protocol number: BC H19-03855). Notably, the first stage began at the onset of the COVID-19 pandemic, and the study was completed during the pandemic. As such, the research was conducted virtually, including regular interactions with providers, patients, and the research team.

Study Design
The research used a multi-method, IKT approach with interconnected stages of study (Figure 1). In line with the directive in a scoping review on IKT in health care [28], we created a protocol, timeline, and IKT plan to guide our efforts, and the analysis of continuous and documented feedback offered the research team the ability to report findings with sufficient detail to reveal how IKT was associated with outcomes. Stage 1 of the study involved co-design during which the research team worked with the care team to identify relevant PCMs and optimize the use of the patient portal in the context of the team’s clinical needs, roles and responsibilities, and workflow. Stage 2 included the implementation of the portal and care workflows with adaptation based on feedback and evaluation of its use and impact on clinical care. Implementation and evaluation occurred concurrently so that feedback could be incorporated and further evaluated.

Figure 1. Multi-method, integrated knowledge translation approach for the integration of patient-generated data.

The research team included patient partners, researchers, subject-matter expert scholars, and our industry partner. The patient partners (PB and MS) and two researchers (MA and SD) met regularly with clinic staff and care providers recruited to the study and with other knowledge users at various points within the study, including local professionals from our study collaborators, KB Division of Family Practice and General Practice Service Committee Practice Support Program [29]. Monthly research meetings were held with the entire research team to discuss and apply what we had learned to date.

Recruitment and Composition of the Provider Practice
A pragmatic approach and convenience sampling were used to recruit a community team-based clinic. The KB Division of Family Practice invited one of the early adopter clinics of a patient medical home care model to participate in both study stages. The enrolled clinic included 2 physicians, 2 medical office assistants, and a newly hired social worker and registered nurse (RN). The practice used an electronic medical record (EMR) but had no experience with the use of a patient portal, and their EMR did not have an embedded portal. The practice had an identified patient panel within the EMR and received summary patient data from the KB Patient Experience Survey (a questionnaire currently in use by the Divisions of Family Practice to understand patient experience with care) and the Canadian Primary Care Sentinel Surveillance Network [30], a primary care research network that offers a web-based data presentation tool to improve primary health care delivery outcomes across the country. However, these data were not used to practice QI.

One of the initial joint decisions was the identification of the clinical domain of study for this intervention—mental health care. The factors considered in this decision included the limited number of mental health providers in rural primary care, the high prevalence of mental illness [25], and the providers’ current familiarity with and routine use (including at the point of care) of two patient-generated mental health measures—the Patient Health Questionnaire-9 (PHQ-9) depression measure [31] and the Generalized Anxiety Disorder 7 item (GAD-7) [32].
Co-design Stage 1

Overview

This stage involved coproducing the implementation and evaluation plans. The components are shown in Figure 1. Methods for data collection included team mapping, care workflow, portal development, emails, and summary meeting notes. Outputs of this stage included mapping the care team’s roles and responsibilities, identifying relevant PCMs, detailing the office and clinical care workflows to enable PCM use, optimizing the use of the patient portal, and documenting learnings to understand issues and generate solutions.

Team-Based Care Mapping

Team roles and responsibilities were mapped using the team mapping method, a facilitated cocreation workshop designed to help groups explore how to work together in a primary care team [33] and informed by the circle of care modeling [34], an analytical technique to develop the PCM adoption methods and create and validate patient use cases. A 2-hour-long team mapping session, using patient personas focused on mental health concerns, was held over Zoom (Zoom Video Communications) with all providers and staff from the clinical practice and members of the research team. The mapping session explored and defined team roles and responsibilities in caring for the simulated patients and how PCMs could support care decisions. This exercise also explored the use of technology, such as patient portals outside of regular visits to engage patients, and workflow associated with monitoring the data. Following the session, facilitators generated a summary report that included images of the patient-centered maps that were created, as well as summaries of the PCM gaps and potential solutions, categorized for discussion with the care team.

Patient-Centered Measurements

Discussions with providers led to the following selected PREM and PROMs: (1) a multipart question from the KB Patient Experience Survey that contained subitems about whether someone from the care team talked with patients about difficulties taking care of their health, main health goals and priorities, stressors, needed support, medication review, and offer of preventive care; (2) Patient-Reported Outcomes Measurement Information System Item Bank (version 1.0)—General Self-Efficacy Short Form 4a—a general population measure with demonstrated good convergent validity, internal consistency reliability, model fit, and sufficient unidimensionality [35,36]; (3) PHQ-9 depression measure; (4) GAD-7; and (5) self-action plan for depression [37]. The PHQ-9 and GAD-7 are validated measures already in use by the practice.

Care Workflow

A group session, held with the clinic after the team mapping exercise, focused on reviewing the mapping report and how PCM gaps could be addressed through alternative workflows [38]. An electronic patient-reported outcomes toolkit [39] guided discussions related to improvements in office efficiency and integration of electronic PGD. Iterations of care workflow were brought forward as a flow diagram for feedback at the next meeting. In consultation with patient partners and co-designed with the care providers and clinic staff, an initial workflow was identified for the implementation stage.

Patient Portal

The research team selected a commercial vendor portal that had a patient-centered perspective (eg, patients could select who they want to share data within their care team). The web-based portal was used as a stand-alone system during the study (ie, was not interoperable with the clinic’s EMR system) as no current tethered or interoperable patient portal was available for use in this study, and the industry partner was amenable to adding selected PCMs and tailoring to study needs (eg, education and resources). Ongoing adjustments to the user interface were gathered and provided to the industry partner for implementation.

The portal had a user interface for patients and a separate one for the clinic staff and care providers. The researchers had access to both the interfaces. Of the 7 functionalities assessed in a recent Cochrane review on patient access to EMRs [40], this portal provided for PCM, including tracking, education, and a reminder feature that was sent if a requested patient questionnaire was not completed within 3 months. The portal did not provide the ability to request other information, bidirectional communication and sharing, or the ability of patients to manage their care. The materials provided in the portal included selected PCMs and educational resources.

Preparing for Implementation and Evaluation

Preparing for stage 2 encompassed patient recruitment, change management support, portal deployment, and development of the evaluation.

Recruitment of Patient Participants

Clinic staff and care providers contacted patients who had been living with a mental health diagnosis for many years to inform them about the study. Interested patients were provided with a flyer that included contact information for a researcher (MA) who provided study information and a consent form before enrollment. Four patients agreed to participate in the study. Participation involved using the patient portal over 4 months and interviews to discuss how PCM and educational materials within the portal were used during their care. Owing to the COVID-19 pandemic, most clinical visits between patients and providers were held over phone.

Implementation—Stage 2

This stage comprised activities to operationalize the intervention and adapt design components based on iterative feedback. The components of this stage are shown in Figure 1.

Patient Workflow and Portal Use

The use of the portal was presented to patients at the start of the intervention as a part of their workflow. Iterative patient workflow adaptations were made based on patient feedback during the implementation and evaluation stages.

One researcher (MA) provided training in portal use for all patients, clinic staff, and care providers. The patient user interface allowed patients to see messages from their provider, complete the PREM and PROMs, and explore educational
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materials. The portal was set up to send an email to inform patients that there was an invite in their portal account. Both patient and provider portal interfaces allowed completed PCMs to be viewed on the computer device screen or downloaded as a document that clinic staff could upload into the patient’s record in their EMR. Patients and providers could also view data trends of these measures (eg, scores on PHQ-9) if more than one was completed.

**Care Workflow for Providers**

The care workflow, finalized in the previous stage, was used as the initial care workflow for the study implementation. Individual discussions with providers and clinic staff during the intervention focused on changes to the care workflow specific to care pathways such as screening, monitoring, and follow-up resulting from the addition of PCM to team-based care processes. For example, the RN took responsibility for sending PROMs and educational materials to patients biweekly to complete through the portal. The PREM was sent at the beginning and end of the portal-use period.

We recognized that because of the lack of interoperability between the portal and EMR, we would have to simulate some embedded portal functions, such as sending reminders and data entry. For example, the portal-completed PROMs were intended to be reviewed during clinic visits. To achieve this, the RN and a researcher (MA) shared responsibility for checking for upcoming appointments, deploying the PROM and checking for completion and transferring the PROM score into the EMR encounter notes section, attaching the document, and entering the score into the existing PROM sections of the EMR. The researchers met periodically with the RN to adjust the implementation efforts.

**Evaluation Plan—Stage 2**

**Interviews**

A general interview guide approach was used for the patients (Multimedia Appendix 1) and providers (Multimedia Appendix 2). Patient interview questions included interactions with the portal, use of questionnaire results and educational materials by themselves and with the provider, and how other tools could be used to complement communication with the portal. Interviews were scheduled within 1-5 days after a virtual or phone visit with their provider. A total of 13 patient interviews with 4 patients were conducted, and the number of interviews with each patient was dependent on the number of care visits (2-4 visits) during the study period. Provider questions included visit information, use of patient questionnaires during the visit, whether educational materials prompted discussion, and whether the questionnaire results/educational materials influenced the visit or team interactions. An individual interview was conducted with all 4 care providers and 2 clinic staff members at a convenient time following a patient visit (timing varied between 1 week and 1 month). To gain immediate insights, a web-based survey was provided to physicians immediately after a patient visit (Multimedia Appendix 3).

All interviews were conducted virtually (phone or video) by two researchers (SD and MA) and lasted 10 to 30 minutes. Both researchers had experience with qualitative research. Notes were taken by both interviewers and combined as summary notes. The summary interview notes were coded by one researcher (MA) using ATLAS.ti (ATLAS.ti Scientific Software Development GmbH), and the coding reports and original data were reviewed by 2 additional team members with experience in the analysis of qualitative data (MS and SD). The final interview coding reports were confirmed by the research team.

**PCM Data Analysis**

The framework method for the analysis of qualitative PCM data was used. The framework method applies a matrix structure to facilitate the recognition of patterns and has been used effectively under the leadership of experienced qualitative researchers [41]. Data analyses involved looking across interview coding reports, team mapping reports, portal use, and care workflow diagrams to determine areas of convergence or divergence and develop a narrative of the evaluation of the implementation. Our reflective practice comprised the development of new care workflow diagrams, iterative writing, and discussion among the research team at monthly analysis meetings.

**Results**

**Co-design—Stage 1**

The collective results of stage 1 were used to inform stage 2.

**Team Mapping to Inform Care Workflow**

The team mapping exercise focused on two areas: care of patients with mental health concerns and how PCM could be used in practice. The session produced circle of care maps with defined team roles and responsibilities in caring for the simulated patients (Figure 2). The session’s discussion focused on PCM integration and how PCM could influence care.
Following the mapping session, co-designing efforts produced an initial care workflow for incorporating PREM and PROMs into routine care, before, during, and in between a patient’s clinic visits, using a patient portal. Five key activities were identified: (1) deploying PCM, (2) collecting electronic patient data, (3) tracking completion, (4) reviewing data, and (5) documentation. Workflow changes were then designed to incorporate these activities, and a final workflow diagram was developed (Figure 3 [42]). Before the visit, the patient or clinic staff may initiate a visit appointment, the care team may tailor resources and PCM questionnaires in the portal, the patient would receive notifications and review the resources, and then complete the questionnaires. The nurse would track and triage the PCM scores and initiate urgent responses if needed. During the virtual or in-person visit, the physician might review the PCM scores with the patient, document appropriate actions, and refer the patient to other providers as needed. In between visits, the care team would comanage the patient.
Figure 3. Final team-based care workflow with electronic patient-generated data [42]. GAD-7: Generalized Anxiety Disorder 7-item; PHQ-9: Patient Health Questionnaire-9; PROM: patient-reported outcome measure; PROMIS: Patient-Reported Outcomes Measurement Information System.

Strategies and Concerns About Integrating PCM

On the basis of team mapping and care workflow sessions, we constructed Table 1 with learnings and potential solutions to care gaps and team limitations, strategies needed to allow the use of PCM, constraints in the current workflow including restrictions because of the COVID-19 pandemic, and modifications needed to the patient portal to enhance care. Providers commented that the mapping and workflow sessions mirrored clinical practice well. The major concerns expressed included the practice’s limited capacity for incorporating PCM gathered outside the clinic visit (both electronic and paper-based), patient expectations for review of their data, and the provider’s knowledge and clinic capacity that limited engagement in QI. Providers expressed concerns about the rural context with lack of access to high-speed internet, insufficient resources to manage practice workload, and current fee-for-service structures that did not provide an allowance for the collection and use of PCM.
Table 1. Stage 1—gaps, learnings, and potential solutions before implementation.

<table>
<thead>
<tr>
<th>Co-design step</th>
<th>Learnings</th>
<th>Potential solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Team roles and responsibilities</td>
<td>Patients do not know about roles or access to a RN(^a) or social worker</td>
<td>Information about staff and other resources in portal</td>
</tr>
<tr>
<td></td>
<td>No individual was trained in using data for QI(^b)</td>
<td>Engage with training resources (eg, future staff training)</td>
</tr>
<tr>
<td></td>
<td>The stigma around mental health care and access to community program</td>
<td>Improve connections so these are part of team</td>
</tr>
<tr>
<td></td>
<td>No ability to track medications or change in PGD(^c) scores</td>
<td>Expand team: pharmacist</td>
</tr>
<tr>
<td>Strategies (what needs to be in place to use PGD)</td>
<td>Patients and providers need access to data and tracking; best if integrated</td>
<td>Make PGD available through the portal; EMR(^d) link-age; explore ways to document</td>
</tr>
<tr>
<td></td>
<td>Patients may need reminders: bring data or trigger discussion</td>
<td>Consider reminders in the portal</td>
</tr>
<tr>
<td></td>
<td>Increase the level of patient engagement</td>
<td>Provide resources in the portal</td>
</tr>
<tr>
<td>Care workflow</td>
<td>No capacity or training to use patient experience data for QI</td>
<td>Begin with joint selection of an experience measure</td>
</tr>
<tr>
<td></td>
<td>COVID-19 pandemic restrictions prevent hallway conversations</td>
<td>Schedule brief virtual work huddles at the start of each day</td>
</tr>
<tr>
<td></td>
<td>There is no way to trigger follow-up (eg, significant change in PGD score)</td>
<td>Plan to explore options in stage 2</td>
</tr>
<tr>
<td>Patient portal</td>
<td>There was concern regarding limited digital literacy</td>
<td>Patient interview data to understand needs</td>
</tr>
<tr>
<td></td>
<td>There was concern regarding patient expectations for review of data</td>
<td>Careful use of language and messages to patients on expected follow-up</td>
</tr>
<tr>
<td></td>
<td>Patient knowledge gaps around depression and anxiety</td>
<td>Add educational resources to portal and delivery plan</td>
</tr>
</tbody>
</table>

\(^a\)RN: registered nurse.  
\(^b\)QI: quality index.  
\(^c\)PGD: patient-generated data.  
\(^d\)EMR: electronic medical record.

**Customization of the Patient Portal**

The patient portal was collaboratively prepared with selected mental health questionnaires, patient experience measures, depression self-action planning tool, and educational resources, and comprised a feature for trending data such as the anxiety questionnaire, GAD-7, in Figure 4. An appraisal guide was created to select the educational and resource material to ensure that the material was evidence-based, used patient-oriented language, and was adaptable to local contexts (eg, local community resources). Examples of the educational materials are provided in Multimedia Appendix 4.

**Figure 4.** The patient portal—patient-centered measurement questionnaires, resources, and functions.

Before deployment, the portal underwent initial testing by patient partners and an undergraduate student who simulated the role of the patient. Through discussions with the practice and research team, the type, timing of deployment, quantity of educational material, messaging, and notifications within the portal were determined before launching portal use.
Implementation and Evaluation—Stage 2

Care Pathways and Portal Use

On the basis of workflow discussions with care providers and patient partners, a clinical care pathways diagram was produced (Figure 5 [42]) to identify the opportunities for care team members to integrate PCM (eg, asynchronous screening or follow-up or during an encounter). There are 7 PCM-related clinical care activities performed by different care team members to screen, triage, assess, diagnose, treat, monitor, and follow up with the patient, which can be guided by their PCM data. Nurses and social workers may initiate screening, monitoring, and triage of patients, or when triggered by web-based notifications and reminders from the portal. Physicians may refer to PCM data when assessing, diagnosing, and treating the patient during an in-person or virtual visit. In between visits, the nurse could follow up with the patient to provide resources and PCM questionnaires within the portal, monitor for completed PCM data, and schedule notifications as reminders to complete them.

Figure 5. Clinical care pathways with electronic patient-generated data [42]. EMR: electronic medical record; GAD-7: Generalized Anxiety Disorder 7-item; PHQ-9: Patient Health Questionnaire-9; PROM: patient-reported outcome measure.

A patient workflow based on patient feedback was created to incorporate real and potential actions related to PCM (Figure 6 [42]). PCM-related activities for patients are to review resources in the portal and evaluate their relevance, respond to notifications, complete PCM questionnaires indicated by the provider or on their own initiative, and take actions in response to new learnings. These actions include reflecting on their condition in response to new information, initiating self-care, tracking trends over time, sharing information with family or care network, reviewing additional resources, following up with the care team, and preparing for a visit. Considerations included delivery-method notification, the timing for completion of questionnaires and resources, tailoring efforts of educational materials, and visit type (in-person or virtual). A video was created [43] to illustrate study results relating to the use and integration of PGD into clinical care from the patient’s perspective.
Table 2 provides excerpts from the summary notes that demonstrate our key learnings from stage 2. The qualitative synthesis of 13 patient interviews indicated that the portal was easy to use and valued. Two patients noted the inability to use the portal during times of severe depression and fatigue. Providers saw benefits in patients’ use of the portal for information and to give them a sense that care was nearby. The major problems identified with provider use of the portal were lack of portal integration with the EMR and lack of alerts for changes in questionnaire scores that should trigger action. For providers, to limit the extra work across the team, 1 team member (RN) oversaw the PCM data in the portal and transferred it into the EMR. Even with the simulated integration of data transfer into the EMR by the RN, the process of reviewing those data elements in the EMR was often overlooked during a care visit.

All patients read at least some of the educational material provided, with skill-building workbooks being the most appreciated. One patient stated that “knowledge of our illness is vital to taking steps to live with illness and attain victory as often as possible.” Getting information over time rather than all at once was useful to avoid overwhelming the participant. Most patient participants had been living with a mental health diagnosis for many years and reported that the initial educational materials offered would have been helpful earlier in their diagnosis and illness. At their request for more advanced information, patient-friendly abstracts of scientific papers were added to the portal. Patients also wanted the ability to rate articles for their usefulness. Providers appreciated the potential for educational resources to be tailored to the patient’s stage and needs. However, they recognized that they would not have the resources or domain expertise needed to sustain ongoing educational material development or deployment in the portal.
### Table 2. Stage 2: learnings from patient-centered measurement (PCM) and portal implementation.

<table>
<thead>
<tr>
<th>Learnings</th>
<th>Patients</th>
<th>Providers</th>
</tr>
</thead>
</table>
| Use of patient portal (not used during visits) | - View educational and community resources and complete PROMs<sup>a</sup> and PREMs<sup>b</sup>  
- A way to overcome isolation and focus on self  
- Unable to use during times of severe depression or fatigue | - Ways to provide information to the patient and impart “a feeling that care is nearby”  
- A lack of integration with EMR<sup>c</sup>  
- Resulted in use by a single nurse to manually transfer patient-generated data, which were rarely reviewed during a care visit  
- Lack of alerts to trigger action reduced portal usefulness |
| Value of educational resources             | - Knowledge is vital to overcoming illness  
- Provide credible information and avoid getting “lost in the abyss”  
- The initial educational materials provided would have been helpful earlier in their diagnosis and illness. Personalized material would be valuable | - Appreciated the potential for educational resources to be tailored to the patient’s stage and needs  
- “Not able to sustain ongoing educational material development or deployment” |
| Use of PCMs                                | - Completing PROMs was extremely “validating”  
- Sense of being heard and capturing more of the relevant information about their mental health  
- Tracking and trending scores using a portal “painted a picture of where I am”  
- Frustration that their providers were not asking about or reviewing PROMs during care visits  
- Unclear who was to bring up the PROM | Did not use within portal because of the following reasons:  
- Lack of integration of portal with EMR (only total score of PROMs were manually entered into the EMR)  
- Lack of alerts for changes in questionnaire scores that should trigger action  
- Belief that the PCM did not add to the existing relationship |
| Optimizing completion and use of PROMs     | - Timely reminders for PROM completion  
- PROMs needed that address function to aid “what created my responses” as part of the interpretation of a measure | - Timely customizable reminders for PROM completion  
- Interoperability of systems  
- Additional training on use of PROMs |

<sup>a</sup>PROM: patient-reported outcome measure.  
<sup>b</sup>PREM: patient-reported experience measure.  
<sup>c</sup>EMR: electronic medical record.

### PCM Use in Team-Based Mental Health Care

Three patients reported that the process of completing PROMs was extremely validating in that they learned more about themselves and gained confidence in reaching out for support. As one patient noted on reviewing the PHQ-9 with a resident physician, the experience was “unexpectedly rewarding and validating (same page together) and resulted in a treatment change.” Several patients noted that clinic visits in their current form are often used to revisit past appointments or begin with general questions that may not relate to a patient’s current status. As one patient, who was hesitant to talk with the physician about anxiety, noted, completing the questionnaire ensured that all pertinent aspects were covered, preventing communication disconnect. In addition, tracking scores were appreciated; 1 patient stated that the weekly trend “painted a picture of where I am.” However, 1 patient noted difficulty in interpreting depression scores in that they did not provide insight into “what created my responses.” Suggested additions by patients for PROMs included functional measures (eg, what is working now for or against you), more sophisticated graphics for tracking scores and more specific questions in the action plan based on depression scores. Patients wanted to be able to complete PROMs on their own and trend data over multiple years.

Patients expressed frustration that their providers did not review PROMs and did not ask about PCM at visits. One patient reported that she thought she was doing something wrong in not having questionnaire data at her visit. Providers noted that although PCM collected before a visit could make visits more efficient, they did not review them for reasons noted in Table 2.

As PGD in the portal was a new activity, there was also a lack of clarity when the PROM scores would be viewed and discussed. Patients were used for in-person visits and thus did not consider opening the portal during their virtual visit. Each provider had different preferences for where to view these data but had not established a practice of viewing them. The limited-time for visits meant that providers prioritized the purpose of the visit and planned to look at the PROM scores during the patient’s annual mental health check-up.

Concerning optimizing the use of PCMs, both patients and providers wanted to be able to set timely reminders for PROM completion. Patients sometimes logged into the portal to see an invite and start completing a PROM, and then realized that they wanted to return when they could give more focus or were less fatigued. The lack of reminders meant that patients often forgot to return and complete PROM. Similarly, providers wanted the ability to customize reminders (eg, 24 hours before a visit or a week after the initial invite). Providers also noted that they lacked education and training on PROMs’ limited use, including...
interpretation of a PCM score and what constituted a significant change.

Quality Improvement

Although QI activities were never completed, discussions were held to explore opportunities within workflow and care processes to carry it out. Examples of mental health care included PHQ-9 completion, counseling, and medication prescriptions for patients with a diagnosis of depression. The resultant QI process workflow is displayed in Figure 7 [42].

PCM-related QI activities for the care team are based on the plan-do-study-act cycle and documentation processes that can be informed by PCM. Planning is driven by clinic priorities and capacities and is further guided by community health profiles and the latest clinical practice guidelines. Doing involves running patient panel queries using the clinic EMR and related external databases or applications to identify areas for attention. Studying, acting, and documentation involves a detailed review of the panel query outputs, implementing specific actions, and documenting the actions and results when available. The PCM focus brings awareness to specific groups of patients that may require action depending on their health situation and PCM scores.

Figure 7. Quality improvement (QI) in team-based care workflow with electronic patient-generated data [42]. EMR: electronic medical record; PREM: patient-reported experience measure; PROM: patient-reported outcome measure.

To date, most QI efforts have been focused at the regional level, and the clinic does not know how to apply PREM results to clinical processes with multiple providers. An agreement was received around its value, but resistance was observed, and one provider commented on the lack of medical school training in QI. There was also a sense of technology overload, where providers had to remember multiple login codes and how to view data across more than 4 different systems. QI tools and resources available, delivery medium and type of PCM, timing and triggers for QI, and maintenance of patient anonymity when using PREMs were discussed.

Additional Learnings

Knowledge sharing (or IKT) throughout the study was invaluable to our process and learnings. Specifically, during all interactions and interviews with knowledge users, the researchers received productive feedback to questions like how we are doing and whether we hit the mark with iterations of (1) process descriptions; (2) design planning, implementation, and evaluation actions; and (3) documentation of identified issues and solutions.
missed the seriousness of their illness. However, patients also preferred to answer PROMs at home, as the answers seemed more honest than completion in a public waiting room. One clinic staff member noted a possible benefit of phone visits in a rural (small population) clinic in that patients could have a degree of anonymity by not having a face to recognize when seen out in the community.

**Discussion**

**Principal Findings**

IKT offered the research a continuous and rich understanding of patient and provider needs and current challenges in the context of team-based care and PCM, as well as potential best practices for integrating PGD using a patient portal. Providers were unable to incorporate the use of electronically generated mental health PROMs within team-based care during this study for several reasons including workload, need to prioritize issues to address during an encounter, lack of easy access to the data, lack of value placed on the data, and lack of education about and practice in its use. The absence of established provincial standards for interoperability between systems hampered the integration of electronic PCMs in team-based care. In a review of personal health record functionalities and implementation, Harahap et al [44] identified interoperability as a key implementation issue, as well as security and privacy, usability, data quality, and personalization as other important factors. Digital health transformation at the system level is needed to realize interoperability, providing standard definitions for data exchange and cooperation with the patient, provider, and organizational systems. Using an ontological information model, Plastiras and O’Sullivan [45] demonstrated the feasibility of transferring PGD using common standards from personal health records to EMRs. Interoperability must be addressed to ensure that electronic PROMs and PREMs from patient systems can be fully integrated within provider systems and readily available at the point of care. In addition to the issue of interoperability, the authors perceived that the limited experience of these newly formed primary care teams, and having to shift to virtual care during the pandemic made it less likely that any member could ensure delegation and use of the data provided.

Solutions to learnings from the co-design step that were acted upon (ie, engaging with the local Division of Family Practice around QI, patient reminders for the completion of questionnaires, research assistant tracking, and providing patient education and resources within the portal) were valued and demonstrative of the way forward. Ultimately, the gap in getting data viewed in the EMR and usable at the time of a visit was not accomplished. For digital tools to be successful in addressing provider workload, authors of a systematic review [40] identified a need for training, reducing documentation and task time, expanding the care team, and leveraging QI processes in workflows.

Although QI was an intended part of PCM advancement, it was discovered early in the study that providers felt that the practice could not engage in practice improvement using PREMs. An additional knowledge user with subject-matter expertise in QI was added to the team to present information on EMR panel report analysis, community profile, best practices, and clinical practice QI guidelines using PROMs. Although providers expressed interest in the future use of PCM for QI, because of the COVID-19 pandemic, frustrations expressed over prior poor quality QI data provided, and inexperience with use, the study shifted to provide an opportunity to explore QI and educate the practice on ways PCM could be used for QI. The QI activities were not implemented or evaluated.

PREMs are being collected through population surveys in the geographic area of this study, but QI efforts are still nascent, and there is no single best way to collect or use PCM for QI. Gleeson et al [46] systematically reviewed current QI efforts using PREMs and found that most practices attempted small, incremental changes to services that did not require a change in provider behavior and resulted in unclear impacts. They called for more attention to how PREM data can be used to inform practice changes that have a positive influence on the patient care experience. Translating new ideas into practice among early-career providers requires three considerations—credibility, practicality, and need [47]. Efforts to incorporate QI into routine practice will likely require attention to messaging and creating digital solutions to address these issues. In addition, simply providing PGD, even if entered into the EMR, has the potential to increase provider burnout. A review of health record-integrated PCM found that technostress (technological complexity, uncertainty, overload, insecurity, and invasion [higher patient expectations]), time pressure, and workflow-related issues need to be addressed to accelerate the integration of PCM into clinical care [48]. Therefore, future endeavors will need to consider the human and fiscal resources needed for QI in clinical practice and the integration of PGD into the digital health ecosystem.

To create primary care team-based practices that value and use PCM to improve care, a culture change is needed. This process, in the experience of one of the authors (MS) in teaching evidence-based medicine and research training, takes 3 to 5 years, with time for training and practice through targeted, small-scale projects. For example, the introduction of QI training of multidisciplinary teams in local health departments in North Carolina resulted in small but important changes in organizations’ cultures over 5 years, increasing engagement in future QI, and improving overall care and services [49]. Mandating QI may be problematic, with a before-and-after study of Foundation Year 1 doctors in the United Kingdom reporting less motivation to complete QI projects and placing less importance on QI for their professional development despite a significant increase in overall QI knowledge at the end of the year [50]. It remains to be seen if the BC support system approach to practice facilitation for QI is successful in this effort.

However, patients found the process of completing and tracking the results of mental health-related questionnaires on portal validation useful in capturing relevant aspects of their experiences, a unique feature of this study. The importance of portals as a communication tool and limited use of PGD was noted in an umbrella review [51], and lack of bidirectional communication was likely an additional barrier to PCM used in this study. Patients commented on how PROMs could provide a way to focus visits on what is of the greatest value for them.
at the moment. PCM may be particularly relevant for patients with illnesses for which there are no biomedical markers. For people living with mental health concerns, these measures can aid in communication when the illness makes it difficult to communicate the severity of their difficulties. Although evidence supports the use of patient medical home care models that include data-driven quality of care and patient engagement [2], what seems to be missing is the value placed on PCM by providers and an understanding and appreciation of ways in which the use of these data can advance communication, care quality and QI. To achieve the patient-centered potential of PCM requires a conceptual shift in workflows, where patients and providers are encouraged to bring PGD, particularly around function, into care discussions.

Study Limitations
As this was an exploratory study within a single clinic, the transferability of the findings to another context needs to be explored further. The study was carried out in a rural, early adopter patient medical home practice with a small care team and few patient participants, which may not be representative of other primary care models, larger clinics, or urban settings. As the study focused on mental health, the relevance of our findings to other health conditions is limited.

The researchers supported transferability by providing a detailed description of the context and location, and trustworthiness by being transparent about our methods for data collection and analysis. The study was conducted during the pandemic, which made recruitment of care teams and patients particularly challenging. We strove to address the limited sample size by adding richness to our data through multiple study methods and an iterative process of knowledge sharing between researchers, including patient partners and knowledge users. Being a transdisciplinary team of patient partners, providers, and researchers across multiple disciplines enabled us to bring in multiple perspectives during the analysis.

Limitations were introduced during the data collection and analysis. The persona image was selected to reflect how Dan may be dressed in an examination room. Upon reflection, we realize that Dan’s appearance would be quite different during a virtual visit and would have selected a persona image that does not reinforce power differentials or stereotyping [52]. Although we did not record interviews, we used 2 interviewers at each session, and summative interview reports were iteratively compared with all PCM study data by the research team. Memos in the summary notes were used to record when the interviewers had different interpretations. Each researcher established their process for reflection, and we did not have a standard way to record and review individual reflections.

Conclusions
The value of PGD and the need for PCM methods to collect, integrate, and use PGD in team-based care remain challenging. Through collaborative and adaptive efforts, this gap was narrowed by demonstrating ways in which PGD can be incorporated into clinical practice within a Canadian team-based primary care setting. The conceptualization of PCM methods to accomplish this goal is well served by an IKT approach. IKT offers a beneficial technique for addressing our knowledge of users’ needs related to the collection, integration, and use of PGD, bridging the knowledge to action gap and setting the stage for future success.
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Examining the Influence on Perceptions of Endometriosis via Analysis of Social Media Posts: Cross-sectional Study

Abstract

Background: Social media platforms, such as Facebook and Instagram, are increasingly being used to share health-related information by “influencers,” regular users, and institutions alike. While patients may benefit in various ways from these interactions, little is known about the types of endometriosis-related information published on social media. As digital opinion leaders influence the perceptions of their followers, physicians need to be aware about ideas and beliefs that are available online, in order to address possible misconceptions and provide optimal patient care.

Objective: The aim of this study was to identify and analyze frequent endometriosis-related discussion topics on social media in order to offer caregivers insight into commonly discussed subject matter and aspects.

Methods: We performed a systematic search using predefined parameters. Using the term “endometriosis” in Facebook’s search function and a social media search engine, a list of Facebook pages was generated. A list of Instagram accounts was generated using the terms “endometriosis” and “endo” in Instagram’s search function. Pages and accounts in English with 5000 or more followers or likes were included. Nonpublic, unrelated, or inactive pages and accounts were excluded. For each account, the most recent 10 posts were identified and categorized by two independent examiners using qualitative content analysis. User engagement was calculated using the numbers of interactions (ie, shares, likes, and comments) for each post, stratified by the number of followers.

Results: A total of 39 Facebook pages and 43 Instagram accounts with approximately 1.4 million followers were identified. Hospitals and medical centers made up 15% (6/39) of the Facebook pages and 5% (2/43) of the Instagram accounts. Top accounts had up to 111,600 (Facebook) and 41,400 (Instagram) followers. A total of 820 posts were analyzed. On Facebook, most posts were categorized as “awareness” (101/390, 25.9% of posts), “education and research” (71/390, 18.2%), and “promotion” (64/390, 16.4%). On Instagram, the top categories were “inspiration and support” (120/430, 27.9% of posts), “awareness” (72/430, 16.7%), and “personal story” (72/430, 16.7%). The frequency of most categories differed significantly between platforms. User engagement was higher on Instagram than on Facebook (3.20% vs 0.97% of followers per post). On Instagram, the highest percentage of users engaged with posts categorized as “humor” (mean 4.19%, SD 4.53%), “personal story” (mean 3.02%, SD 4.95%), and “inspiration and support” (mean 2.83%, SD 3.08%). On Facebook, posts in the categories “awareness” (mean 2.05%, SD 15.56%), “humor” (mean 0.91%, SD 1.07%), and “inspiration and support” (mean 0.56%, SD 1.37%) induced the most user engagement. Posts made by hospitals and medical centers generated higher user engagement than posts by regular accounts on Facebook (mean 1.44%, SD 1.11% vs mean 0.88%, SD 2.71% of followers per post) and Instagram (mean 3.33%, SD 1.21% vs mean 3.19%, SD 2.52% of followers per post).

Conclusions: Facebook and Instagram are widely used to share endometriosis-related information among a large number of users. Most posts offer inspiration or support, spread awareness about the disease, or cover personal issues. Followers mostly engage with posts with a humorous, supportive, and awareness-generating nature. Health care providers should be aware about the topics discussed online, as this may lead to an increased understanding of the needs and demands of digitally proficient patients with endometriosis.
**Introduction**

Endometriosis, defined as the occurrence of endometrium-like tissue outside the uterus, is a chronic, incurable disease affecting about 10% of women [1]. Main symptoms include dysmenorrhea, dyspareunia, chronic pelvic pain, and subfertility. Although it may lead to severe and sustained restrictions in women’s private, social, and professional lives, both men and women have little knowledge about the condition [2], and even general practitioners’ expertise about the disease is scarce [3]. This dilemma is further aggravated by the high prevalence of dysmenorrhea in adolescents, leading to a trivialization of pelvic pain. These factors mutually reinforce delayed diagnosis, withheld care, and lack of awareness. As women are dissatisfied with the public and medical aid they receive [4,5], it is understandable that they turn to other forms of support.

The internet has become the primary source for health information for people all over the world [6]. In addition to static websites, social media plays an increasing role as a channel for medical information [5]. Platforms such as Facebook and Instagram are used by the majority of US adults [7], and the number of health-focused social media accounts has been skyrocketing, with daily growth rates of up to 28% in 2020 [8]. Patients with endometriosis may benefit from this development in various ways. The process of informing oneself about health topics on social media platforms is private, yet personally tailored, allowing for sharing of personal anecdotes and interactions with others, if desired. Thereby, social and emotional support may be received [5,9]. Support in the form of disease management tips, experiences, and mental health support are valuable subjects among young adults with chronic disease as well as baby boomers and older adults [10,11].

On social media, content can be created by, and shared among, regular users, commercial companies, or nonprofit organizations alike. While any user can share personal or general health-related posts with their friends or with the public via their personal stream, other forms of information sharing have emerged in order to focus on specific topics. Two frequently observed variants are the creation of topic-specific Facebook pages and Instagram accounts. This allows for the promotion and distribution of topic-specific content and the dedicated recruitment of followers.

Regarding endometriosis, several hundred disease-related Facebook pages have been created so far [6]. Recently, “influencers” have increasingly gained importance on most social media channels, blurring the line between user-generated and advertorial content. It has been shown that these digital opinion leaders are able to change the attitudes of their followers, increase acceptance of the information provided, and even influence the intention to buy corresponding products [12].

Even though there is an abundance of endometriosis-related information online, filtering and assessing the quality of information can be challenging, as people make little use of source credibility [13]. Available information on endometriosis is often of low quality, inaccurate, or skewed toward the diagnosis or it conveys negative connotations, while high-quality information is challenging for a lay audience to comprehend [14,15]. These circumstances can induce feelings of fear and helplessness [16].

Nevertheless, internet health information seeking has become increasingly popular, and a growing number of patients with endometriosis can be expected to have acquired considerable knowledge on their condition before a consultation. While this may be challenging at first, it can improve the patient-physician relationship when the patient is able to discuss the information with the physician [17]. Naturally, this requires health care professionals to have an overview of the topics at hand.

While several studies have performed social media content analysis for different gynecological conditions on Instagram and Facebook [18-21], only few focused on endometriosis [5,22,23], and information about popular topics is scarce. Due to this paucity of data, it is unclear which topics prevail on both Instagram and Facebook and whether user engagement differs between platforms.

In this paper, we analyzed the nature of posts shared on endometriosis-related public Facebook pages and Instagram accounts and compared them between platforms, granting an additional tool to improve counseling, address possible misconceptions, and fulfill the patient’s expectations to be more engaged in health-related decision-making.

**Methods**

**Design**

We performed a cross-sectional analysis of public, endometriosis-related social media posts on Facebook and Instagram between August 3 and 5, 2020. The timing was selected with sufficient time distance from known events such as Endometriosis Awareness Month in March, which could have acted as a confounder. Facebook and Instagram were chosen as data sources for their high popularity [7]. The search was restricted to results in English and those publicly accessible to all Facebook and Instagram users.

**Data Selection**

In order to identify relevant Facebook pages, we performed a search using the term “endometriosis” in Facebook’s search function on August 3, 2020. We deliberately included only Facebook pages, as Facebook groups are often private and require approval by a moderator to gain access.

Additionally, we performed a search on BuzzSumo, a website offering tools and search utilities for content discovery, content research, and identification of influencers across different social media platforms. In contrast to regular popularity ranking by
likes, this website has the capability of ranking relevant Facebook pages by additional metrics such as “engagement,” an integrative score including reactions, comments, shares, and likes [24]. Results were structured by relevance and by likes in order to maximize the results.

Of all search results, the information section was screened together with the last 10 public posts to assess the scope and aim of each page. Pages were considered relevant when they covered endometriosis as their main topic. When endometriosis was not the main topic (eg, pages focusing on general health or nutrition), a minimum of 10 endometriosis-related posts within the last 2 years were considered necessary to qualify. Relevant pages in English with 5000 or more likes were included for further analysis. This cutoff was defined in order to limit analysis to content with a considerable reach and influence. Pages (ie, accounts) that did not meet the inclusion criteria (ie, endometriosis not the main topic, <10 endometriosis-related posts within 48 months, or <5000 followers) were excluded.

On Instagram, we searched for relevant accounts using the search terms “endometriosis” and “endo.” The search was conducted on August 5, 2020. Follower lists of relevant accounts were also screened in order to maximize search results. Account names and number of followers were extracted into a Microsoft Excel spreadsheet and sorted by number of followers. All relevant accounts in English with 5000 or more followers were included.

Of all eligible Facebook pages and Instagram accounts, the 10 most recent wall posts in Facebook or the 10 most recent posts in Instagram were analyzed further.

Content Analysis, Codebook, and Categories
A systematic qualitative content analysis approach was used, as this is a standard process in interactive media content analysis [25,26]. A codebook was developed in order to systematically analyze the content of all relevant posts and to file them into predefined groups. The codebook contained 10 categories or groups together with a short explanation about each category’s applicability. For example, the “inspiration and support” category was defined as “all posts containing tips, support (mental, moral, etc), and inspirational texts, quotes, and memes.” The 10 content categories were defined as follows: “education and research,” “awareness and outreach,” “nutrition, food, and diet,” “sport and lifestyle,” “inspiration and support,” “personal story,” “patient requests,” “scientific inquiries,” “humor,” and “promotion of product or service.” An 11th category (ie, “other”) was available if none of these 10 categories seemed suitable. The categories were selected based on a previously published study on social media usage [19]; they were adjusted in order to fit the formulated research questions and to be more aligned with the investigated social media services, since the cited study was performed on Twitter and not Facebook or Instagram. Therefore, the categories “nutrition, food, and diet,” “patient requests,” “scientific inquiries,” and “sport and lifestyle” were introduced to test their occurrence in the data sample, while the categories “celebrity story,” “political,” and “news” were omitted.

Of all included Facebook pages and Instagram accounts, the 10 most recent endometriosis-related wall posts on Facebook or the 10 most recent posts on Instagram, as of August 5, 2020, were analyzed according to the codebook. Each post was coded as a single topic by two independent coders. Coders received an introduction to the codebook and a training set of 10 posts. If results differed between coders, the content was examined by a third person, and each case was discussed until agreement could be reached. Facebook pages and Instagram accounts were classified as health care professionals or medical centers if (1) their bio or page information section declared this classification or (2) if the content of their posts made this classification explicit. This categorization was conducted by a single reviewer (Reviewer A).

Calculations and Metrics: User Engagement
To measure the impact of posts and the amount of interactions the content earned relative to reach, different metrics were calculated [27]. Total engagement was defined as the sum of all user interactions with a post. Likes, comments, and shares (Facebook only) were added together with equal weighting, as follows:

\[
\text{Total engagement per post} = \text{likes} \times 1 + \text{comments} \times 1 + \text{shares} \times 1
\]

As an example, a post with 100 likes, 20 comments, and 10 shares would result in a total engagement of 130. Next, the percentage of account followers engaging with that post was obtained by calculating the engagement rate by reach (ERR) using the following formula:

\[
\text{ERR} = \frac{\text{total engagement per post}}{\text{total followers}} \times 100
\]

Additionally, we calculated the percentage of followers liking, commenting, or sharing a post.

Statistical Analysis: Interobserver Reliability
Statistical analyses were performed with SPSS Statistics for Windows (version 27; IBM Corp). Data were presented as numbers and percentages. For categorical data, chi-square tests and analyses of variance were used. A P value below .05 was considered statistically significant.

Chance-adjusted measurement of interobserver reliability was calculated using the Randolph free-marginal multi-rater \(\kappa\) [28], with \(\kappa\) values less than 0.40 considered as “poor,” values from 0.40 to 0.75 considered as “intermediate to good,” and values above 0.75 considered as “excellent.”

Ethical Considerations
According to Swiss law, this is not a research project under the Swiss Human Research Act (Humanforschungsgesetz) and, therefore, no authorization is required.

Results
Pages, Accounts, and Posts
A total of 39 Facebook pages and 43 Instagram accounts were identified, with approximately 1.4 million followers. Top accounts had up to 111,600 (Facebook) and 41,400 (Instagram)
followers, with a median follower number for Facebook and Instagram of 11,800 (IQR 7450-19,750) and 10,200 (IQR 7420-16,900), respectively. Hospitals and medical centers made up 15% (6/39) of the Facebook pages and 5% (2/43) of the Instagram accounts. A total of 820 posts were included for categorization: 390 (47.6%) Facebook posts and 430 (52.4%) Instagram posts. Interrater agreement was 62.8% (245/390) for Facebook, with a free-marginal $\kappa$ of 0.59 (95% CI 0.54-0.64), showing substantial agreement. For Instagram posts, the interrater agreement was 57.9% (249/430), with a $\kappa$ of 0.54 (95% CI 0.49-0.59).

### Top Categories by Frequency

All pages (ie, accounts) covered more than one topic (ie, published posts in several categories). There was a significant difference in topics between platforms, as shown by categorization frequency. On Facebook, most posts were categorized as “awareness” (101/390, 25.9% of posts), “education and research” (71/390, 18.2%), and “promotion of product and service” (64/390, 16.4%), with only a few posts addressing “sport and lifestyle” (6/390, 1.5%). As a benchmark, only 1.8% (7/390) of posts were categorized as “other.”

On Instagram, the top categories were “inspiration and support” (120/430, 27.9% of posts), “awareness” (72/430, 16.7%), and “personal story” (72/430, 16.7%). Only 0.2% (1/430) of posts were patients asking specific health questions (ie, “patient requests”) or calls for scientific study participation (ie, “scientific inquiries”). A total of 6.7% (29/430) of posts were categorized as “other.”

Out of 11 categories, 9 (82%) differed significantly in the frequency of their occurrence on Facebook and Instagram, suggesting that different topics were posted depending on the platform. Posts concerning “nutrition, food, and diet” and “sport and lifestyle” were published on both platforms without a significant difference (Table 1).

### Table 1. Frequencies of post categories on Instagram as compared to Facebook.

<table>
<thead>
<tr>
<th>Category</th>
<th>Facebook</th>
<th></th>
<th>Instagram</th>
<th></th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Posts (n=390), n (%)</td>
<td>ERR$^a$ (likes), $%$</td>
<td>ERR (comments), $%$</td>
<td>ERR (shares)$^d$</td>
<td>ERR (likes), $%$</td>
</tr>
<tr>
<td>Awareness</td>
<td>101 (25.9)</td>
<td>0.93</td>
<td>0.28</td>
<td>0.84</td>
<td>2.05</td>
</tr>
<tr>
<td>Education and research</td>
<td>71 (18.2)</td>
<td>0.20</td>
<td>0.07</td>
<td>0.12</td>
<td>0.39</td>
</tr>
<tr>
<td>Promotion</td>
<td>64 (16.4)</td>
<td>0.27</td>
<td>0.03</td>
<td>0.03</td>
<td>0.33</td>
</tr>
<tr>
<td>Inspiration and support</td>
<td>54 (13.8)</td>
<td>0.38</td>
<td>0.05</td>
<td>0.13</td>
<td>0.56</td>
</tr>
<tr>
<td>Personal story</td>
<td>46 (11.8)</td>
<td>0.26</td>
<td>0.05</td>
<td>0.09</td>
<td>0.40</td>
</tr>
<tr>
<td>Nutrition, food, and diet</td>
<td>14 (3.6)</td>
<td>0.08</td>
<td>0.15</td>
<td>0.02</td>
<td>0.25</td>
</tr>
<tr>
<td>Patient requests</td>
<td>11 (2.8)</td>
<td>0.12</td>
<td>0.12</td>
<td>0.01</td>
<td>0.25</td>
</tr>
<tr>
<td>Scientific inquiries</td>
<td>8 (2.1)</td>
<td>0.08</td>
<td>0.02</td>
<td>0.01</td>
<td>0.11</td>
</tr>
<tr>
<td>Humor</td>
<td>8 (2.1)</td>
<td>0.54</td>
<td>0.11</td>
<td>0.26</td>
<td>0.91</td>
</tr>
<tr>
<td>Other</td>
<td>7 (1.8)</td>
<td>0.16</td>
<td>0.04</td>
<td>0.02</td>
<td>0.22</td>
</tr>
<tr>
<td>Sport and lifestyle</td>
<td>6 (1.5)</td>
<td>0.33</td>
<td>0.06</td>
<td>0.05</td>
<td>0.44</td>
</tr>
</tbody>
</table>

$^a$ERR: engagement rate by reach; ERR = total engagement per post / total followers $\times 100$.

$^b$The percentage of followers liking a post from a given category.

$^c$The percentage of followers commenting on a post from a given category.

$^d$The percentage of followers sharing a post from a given category.

$^e$ERR values in this row are mean values of the 11 rows above.

$^f$N/A: not applicable; P values in this column compare the category frequency between Facebook and Instagram; since the final row includes frequencies of 100% for both platforms, a P value was not calculated.

When combining both platforms, the top three categories were “inspiration and support” (174/820, 21.2% of all analyzed posts), “awareness” (173/820, 21.1%), and “personal story” (118/820, 14.4%). Infrequent categories included “sport and lifestyle” (13/820, 1.6%), “patient requests” (12/820, 1.5%), and “scientific requests” (9/820, 1.1%). Table 2 shows the combined frequency of all posts on Instagram and Facebook.
Table 2. Combined frequency of categories on Instagram and Facebook.

<table>
<thead>
<tr>
<th>Category</th>
<th>Posts (N=820), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inspiration and support</td>
<td>174 (21.2)</td>
</tr>
<tr>
<td>Awareness</td>
<td>173 (21.1)</td>
</tr>
<tr>
<td>Personal story</td>
<td>118 (14.4)</td>
</tr>
<tr>
<td>Promotion</td>
<td>113 (13.8)</td>
</tr>
<tr>
<td>Education and research</td>
<td>102 (12.4)</td>
</tr>
<tr>
<td>Humor</td>
<td>44 (5.4)</td>
</tr>
<tr>
<td>Other</td>
<td>36 (4.4)</td>
</tr>
<tr>
<td>Nutrition, food, and diet</td>
<td>26 (3.2)</td>
</tr>
<tr>
<td>Sport and lifestyle</td>
<td>13 (1.6)</td>
</tr>
<tr>
<td>Patient requests</td>
<td>12 (1.5)</td>
</tr>
<tr>
<td>Scientific inquiries</td>
<td>9 (1.1)</td>
</tr>
</tbody>
</table>

User Engagement

User engagement was assessed based on 430 Instagram posts from 43 accounts (563,500 total followers) and 390 Facebook posts from 39 pages (831,900 total followers).

On both platforms, posts were typically liked, shared, or commented on by less than 5% of the followers, with a higher percentage of users engaging on Instagram than on Facebook. Across all categories, followers were over 3 times as likely to share or like a post on Instagram as compared to Facebook. On average, 3.20% (SD 3.65%) of followers engaged with a post on Instagram (liking a post: mean 3.01%, SD 3.41%; commenting a post: mean 0.19%, SD 0.37%) as compared to 0.97% (SD 8.02%) on Facebook (liking a post: mean 0.53%, SD 3.18%; commenting a post: mean 0.12%, SD 1.23%; sharing a post: mean 0.31%, SD 3.65%). Posts made by hospitals and medical centers generated higher user engagement than posts by regular accounts on Facebook (mean 1.44%, SD 1.11% vs mean 0.88%, SD 2.71% of followers per post), and Instagram (mean 3.33%, SD 1.21% vs mean 3.19%, SD 2.52% of followers per post).

Top Categories by Engagement

Facebook

On Facebook, the top three categories by engagement were “awareness,” “humor,” and “inspiration and support.” Posts in these categories induced 2.05% (SD 15.56%), 0.91% (SD 1.07%), and 0.56% (SD 1.37%) of users to engage with that post, in contrast to only 0.11% (SD 0.13%) of followers engaging with calls to participate in scientific studies (i.e., “scientific inquiries”). Of note, certain categories, such as “humor” or “sport and lifestyle,” accounted for a low number of posts, yet generated a lot of engagement (Table 1).

Next, we compared the number of Facebook posts in each category with the engagement rate of each category. A weak correlation was found between category frequency and ERR ($R^2=39.2\%$), showing that posts that induced high engagement tended to be posted more often or vice versa. Posts addressing disease awareness not only made up for 25.9% (101/390) of posts but also generated over 3.8 times more engagement than the average posts, performing at 382% of the expected engagement rate. Table 3 shows the engagement-inducing performance of posts for all categories on Facebook.
Table 3. Performance of Facebook posts by category.

<table>
<thead>
<tr>
<th>Category</th>
<th>Proportion of mean performance (engagement), %&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overperforming posts</strong></td>
<td></td>
</tr>
<tr>
<td>Awareness</td>
<td>382</td>
</tr>
<tr>
<td>Humor</td>
<td>169</td>
</tr>
<tr>
<td>Inspiration and support</td>
<td>104</td>
</tr>
<tr>
<td><strong>Underperforming posts</strong></td>
<td></td>
</tr>
<tr>
<td>Sport and lifestyle</td>
<td>81</td>
</tr>
<tr>
<td>Personal story</td>
<td>75</td>
</tr>
<tr>
<td>Education and research</td>
<td>73</td>
</tr>
<tr>
<td>Promotion</td>
<td>61</td>
</tr>
<tr>
<td>Nutrition, food, and diet</td>
<td>46</td>
</tr>
<tr>
<td>Patient requests</td>
<td>46</td>
</tr>
<tr>
<td>Other</td>
<td>43</td>
</tr>
<tr>
<td>Scientific inquiries</td>
<td>20</td>
</tr>
</tbody>
</table>

*100% represents the expected mean engagement across all categories.

**Instagram**

On Instagram, the top categories were “humor,” “personal story,” and “inspiration and support,” inducing mean user engagement of 4.19% (SD 4.53%), 3.02% (SD 4.95%), and 2.83% (SD 3.08%) of followers, respectively. Interestingly, “sport and lifestyle” scored last, with a mean user engagement of 0.46% (SD 0.64%) of followers (Table 1). Of note, the mean user engagement across all categories (0.54%, SD 0.52% on Facebook; 2.26%, SD 0.99% on Instagram) differed from the ERR described in the User Engagement section, as the latter was weighted for post frequency. As noted before, categories generating higher engagement tended to be posted more frequently or vice versa, leading to a higher ERR in pages and accounts that pursued this strategy. For Instagram, this correlation was weaker than for Facebook (R²=14% vs 39%). For example, even though humorous posts induced the most engagement on Instagram, they only accounted for 8.4% (36/430) of all posts. Table 4 shows the engagement-inducing performance of posts for all categories on Instagram.

Table 4. Performance of Instagram posts by category.

<table>
<thead>
<tr>
<th>Category</th>
<th>Proportion of mean performance (engagement), %&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overperforming posts</strong></td>
<td></td>
</tr>
<tr>
<td>Humor</td>
<td>185</td>
</tr>
<tr>
<td>Personal story</td>
<td>134</td>
</tr>
<tr>
<td>Inspiration and support</td>
<td>125</td>
</tr>
<tr>
<td>Awareness</td>
<td>121</td>
</tr>
<tr>
<td>Other</td>
<td>113</td>
</tr>
<tr>
<td>Education and research</td>
<td>104</td>
</tr>
<tr>
<td><strong>Underperforming posts</strong></td>
<td></td>
</tr>
<tr>
<td>Scientific inquiries</td>
<td>96</td>
</tr>
<tr>
<td>Patient requests</td>
<td>94</td>
</tr>
<tr>
<td>Nutrition, food, and diet</td>
<td>75</td>
</tr>
<tr>
<td>Promotion</td>
<td>33</td>
</tr>
<tr>
<td>Sport and lifestyle</td>
<td>20</td>
</tr>
</tbody>
</table>

*100% represents the expected mean engagement across all categories.
Discussion

Principal Findings

In this paper, we were able to quantify Facebook’s and Instagram’s popularity with regard to endometriosis. Over 80 pages and accounts with approximately 1.4 million followers were included. By analyzing 820 posts, we were able to specify the diversity of endometriosis-related content that was shared and discussed among Instagram and Facebook users.

Facebook’s top three categories—“awareness,” “education and research,” and “promotion”—may be explained by the intended use of the Facebook pages. Similar to a personal profile, a page enables organizations and other entities to create a public presence, which is visible to everyone on the internet [29]; this makes it a viable tool to generate topic-specific awareness, broadcast educational content, and promote products or services.

Our results are mostly in line with what was recently reported by Towne et al [5]. Even though a direct comparison is limited due to partly different categories, we classified a similar percentage of Facebook posts as “research and education” (18.2%) in our study compared to “education” in Towne et al (21%), and we found a low percentage of posts in the categories “nutrition, food, and diet” (3.6%) in our study compared to “recipe” in Towne et al (0.83%), “humor” in our study (2.1%) compared to “humor” in Towne et al (4.70%), “scientific inquiries” in our study (2.1%) compared to “survey” in Towne et al (0.34%), and “other” in our study (1.8%) compared to “other” in Towne et al (1.10%).

Similarly, Wilson et al [23] found a high percentage of posts on their endometriosis-related Facebook page to have informational content.

As described, certain categories were found to be less common than others; for example, only a few posts contained disease-specific questions from users posed to their followers (“patient requests”: Facebook 2.8% of posts; Instagram 0.2% of posts). A possible explanation is that such intimate questions tended to be asked in closed groups and forums or via direct messages rather than publicly. Furthermore, some categories may be underrepresented because of the topics being discussed on different pages: an account’s main topic may differ depending on the number of followers. For every account with over 5000 followers, there were numerous accounts with 50 to 500 followers, highlighting that information is spread not only from the top down, but also between smaller groups of peers. Without being fully investigated in this study, these smaller Facebook pages often tended to focus on the personal history or story of a single patient. This may explain a relative underrepresentation of the category “personal story” in the study results.

This is the first study showing that content creators share different topics depending on the platform, as popularity and frequency of topics vary between Facebook and Instagram. While most posts on Facebook were creating educational or promotional awareness, on Instagram, the topics were found to be somewhat more “intimate,” with a focus on inspiration and support, awareness, and personal stories. This interpretation may be valid for different reproductive topics as well. When analyzing fertility-related accounts on Instagram, Blakemore et al [19] found a high percentage of posts containing inspiration and support (24% vs 27.9% in our work) as well as personal stories (32% vs 17.0%), while the topic of education and research appeared less frequently on Instagram posts (11% vs 7.2%). Of note, content may vary due to time or certain events; Gochi et al [22] found significant changes in topics during Endometriosis Awareness Month in March when compared to February in 2020.

Regarding engagement, our results showed that post category had a substantial effect on post engagement, a correlation that had been previously observed [5]. Furthermore, we were able to display major differences in engagement between Instagram and Facebook. It is commonly known that engagement rates vary between social media platforms; content marketing providers assume “good” engagement rates in the range of 1% to 2% for Facebook, and 2% to 3% on Instagram [30].

As expected, we noticed higher user engagement on Instagram than on Facebook throughout all categories. When compared with the benchmarks described above, humorous posts had exceptional engagement rates of more than 4% on Instagram, while many categories performed in the expected range of 2% to 3% (ie, “personal story,” “inspiration and support,” “awareness,” “other,” “education and research,” “scientific inquiries,” and “patient requests”). Instagram’s superiority in this regard has been explained as being caused by its format, as users only see one post per screen, urging them to either engage or scroll past [30]. Different mechanisms apply for Facebook. Due to the fact that posts originating from pages are broadcast to a targeted minority of followers, who are more likely to engage, it has been described that Facebook has reduced the reach of such posts over the last years [30], possibly resulting in reduced engagement. Typically, humorous or controversial content generates strong engagement, and other authors reported strong engagement with posts about oral contraceptives, intrauterine devices, or cancer [6].

Even though medical professionals only accounted for 15% of the Facebook pages and 5% of the Instagram accounts investigated, some of these physicians were able to connect and communicate with the community, rather than acting as passive bystanders [31]. As shown in our study, posts from health care professionals were able to generate high user engagement on Facebook. Although associated with a significant investment of mostly unpaid time as well as exposure, this additional information shared by medical professionals may lead to a more balanced and evidence-based presence of information.

Strengths

Several strengths of our study are noteworthy. Besides YouTube, which is mainly video based and was, therefore, not investigated, Facebook and Instagram are the two largest social media sites in the world, with around 50% of users being female. The approach of searching within Facebook’s and Instagram’s own search functions resembles a realistic user scenario when searching for endometriosis-related content on social media. In addition, a large number of posts that were shared with over 1 million followers were examined. By using a codebook, a profound and established method of categorizing posts was
applied, and the employment of two examiners, together with an arbitrator in case of disagreement, provided for additional objectivity. Lastly, analyzing data from two social media platforms with a partially overlapping user base allowed for identification of content-related differences between both services.

Limitations

Social media platforms are dynamic and ever-changing, limiting any attempt of mapping or categorizing their content. In this context, this study must be seen as a snapshot that provides insight but cannot adequately reflect the dynamic changes. Although we included two of the largest social media services, several other well-known social media sites, such as Twitter, LinkedIn, Snapchat, Pinterest, Reddit, and TikTok, have not been investigated. Therefore, no statement can be made about the distribution of topics on these services or on social media as a whole.

Facebook’s and Instagram’s proprietary search algorithms are noteworthy and have limited capabilities for end users. By presenting different search results depending on the user and location, certain pages (ie, accounts) that met the inclusion criteria may have been missed. On Instagram, sorting the results by the number of followers was not possible; this was addressed by screening the follower lists for further accounts with large follower numbers. On Facebook, sorting pages by the number of likes was possible at the time of data collection, a feature that has since been disabled. This allowed for identification of the largest Facebook pages down to 5000 followers.

Regarding participation bias, it is arguable that only a certain subgroup of patients with endometriosis, or people interested in endometriosis in general, were actively sharing, discussing, and following endometriosis-related content. Assuming this is the case, this study was a content analysis study that used a subset of available posts on two social media platforms on a given date; therefore, participation or nonresponse bias may influence any study’s findings in the first place, but it does not affect the veracity of this study’s results.

Conclusions

Instagram and Facebook are being used intensively to share endometriosis-related information with a large number of users. The most common topics varied between platforms. Most posts offered inspiration or support, spread awareness about the disease, or covered personal issues. User engagement was higher on Instagram than on Facebook. Followers mostly engaged with posts with humoristic, awareness-generating, or personal content. Health care providers should be aware of the topics discussed online, as this may lead to an increased understanding of the needs and demands of digitally proficient patients with endometriosis. Future research should focus on topics that are trending as well as the scientific accuracy of social media content, possibly highlighting underlying drivers and interests of endometriosis-related content creators.
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Abstract

Background: Mobile health strategies for smoking cessation (eg, SMS text messaging–based interventions) have been shown to be effective in helping smokers quit. However, further research is needed to better understand user experiences with these platforms.

Objective: This qualitative study aims to explore the experiences of real-world users of a publicly available smoking cessation program (SmokefreeTXT).

Methods: Semistructured phone interviews were conducted with 36 SmokefreeTXT users between March and July 2014. Of these 36 participants, 50% (18/36) of participants completed the SmokefreeTXT program (ie, did not opt out of the program before the 6- to 8-week completion period), and 50% (18/36) did not complete the program (ie, requested to opt out of the program before the completion period). Interview questions focused on smoking behaviors, quitting history, opinions on the program’s content and structure, answering assessment questions, using keywords, reasons for opting out, and perceived usefulness of the program for quitting smoking. A thematic content analysis was conducted, with a focus on themes to increase program engagement and optimization.

Results: The findings highlighted features of the program that participants found beneficial, as well as some elements that showed opportunities for improvement to boost program retention and successful cessation. Specifically, most participants found the SmokefreeTXT program to be convenient and supportive of cessation; however, some found the messages to be repetitive and reported a desire for more flexibility based on their readiness to quit and cessation progress. We also found that program completion did not necessarily indicate successful smoking cessation and that program opt out, which might be interpreted as a less positive outcome, may occur because of successful cessation. Finally, several participants reported using SmokefreeTXT together with other evidence-based cessation methods or non–evidence-based strategies.

Conclusions: Qualitative interviews with real-world SmokefreeTXT users showed high program acceptability, engagement with program features, and perceived utility for smoking cessation. Our findings directly informed several program updates, such as adding an adaptive quit date feature and offering supplemental information on live support services for users who prefer human interaction during the cessation process. The study has implications for other digital tobacco cessation interventions and highlights important topics that warrant future research, such as the relationship between program engagement (eg, opt out and retention) and successful cessation.

(JMIR Form Res 2022;6(3):e32342) doi: 10.2196/32342

KEYWORDS
smoking cessation; text messaging interventions; qualitative research; mobile phone
Introduction

Background
Although cigarette smoking rates have declined over time, smoking remains the leading preventable cause of death in the United States [1]. In 2019, the prevalence of cigarette smoking among US adults was 13.7% [2]. Although evidence-based approaches, such as smoking cessation counseling and pharmacological cessation aids, can support cessation, they are underused [3,4]. Mobile health (mHealth) smoking cessation platforms (eg, mobile phones, smartphones, and tablets) can be beneficial to the cessation process, as they can reduce barriers (eg, time commitment and access limitations) associated with traditional modalities and have been found to facilitate smoking abstinence [5-9]. mHealth interventions also provide anonymity and real-time support, reaching users from the convenience of their mobile devices at any place or time of day. A type of mHealth intervention with demonstrated efficacy for smoking cessation is an SMS text messaging–based cessation program [5,10,11]. Given the popularity of these programs, pervasive ownership and use of mobile phones in the United States (97% of US adults report owning a mobile phone) [12], and opportunities to reach underserved populations with mHealth smoking cessation programs, it is important to continually optimize these programs.

Despite the demonstrated efficacy of SMS text message–based smoking cessation programs in quantitative evaluations, qualitative studies of user experiences with SMS text message cessation programs are scarce [13-15]. The few qualitative studies that exist on this topic have found high levels of acceptability toward SMS text message–based cessation programs, and participants have reported that they appreciate the convenience and emotional support that these programs offer. However, these studies have primarily been conducted as part of existing cessation trials or with specific populations such as women with pregnancies [13-16]. Moreover, prior studies have been conducted with participants who remained in the cessation SMS text messaging program under study for the entirety of the program, and the experiences of users who opted out of the program before completion were not investigated [13-15].

To address these gaps, we explore the experiences of real-world users of a publicly available smoking cessation program (SmokefreeTXT). Specifically, we conducted qualitative interviews with real-world users (ie, who were not part of an existing research study) of the National Cancer Institute’s (NCI) publicly available SmokefreeTXT program to understand perceptions about program structure and content, engagement with specific program features, and perceived utility of the program for smoking cessation. We also investigate potential differences in program experience between users who completed the SmokefreeTXT program and those who opted out of the program before completion.

SmokefreeTXT Program
SmokefreeTXT is a free, publicly available, fully automated SMS text message–based smoking cessation program introduced in 2011 by the NCI [8]. The program was developed by a team of mobile technology specialists and clinical psychologists with expertise in tobacco cessation. In 2020, a total of 32,633 new users were enrolled in the SmokefreeTXT program designed for general adult smokers [7].

SmokefreeTXT comprises 6 to 8 weeks of SMS text messages that provide cessation motivation, tips on preparing to quit, advice on managing cravings, quit smoking facts, and recognition of cessation milestones. SmokefreeTXT also refers program users to Smokefree web resources for more detailed smoking cessation information, as well as to the National Network of Tobacco Cessation Quitlines and the NCI Cancer Information Service. Individuals can enroll in SmokefreeTXT through the Smokefree website or by texting a keyword to a short code (QUIT to 47848). At the time of enrollment, users are prompted to set a quit date within 2 weeks of enrollment. Depending on when users set their quit date, they can receive up to 2 weeks of preparation messages leading up to that date. Starting on the quit date, the 6-week intervention comprises 1 to 5 SMS text messages each day, including behavioral intervention and social support messages that target smoking cessation goals [7]. Messages also contain links to relevant pages on the Smokefree website and promote social support through Smokefree social media pages (eg, Facebook).

Throughout the program, users receive messages that ask their smoking status (eg, “Did you smoke today? Reply YES or NO”), craving level (eg, “What’s your craving level? Reply with: HI, MED, or LOW”), and mood status (eg, “How is your mood? Reply GOOD, OK, or BAD”). Users can receive additional messages on demand by texting specific keywords that signify their needs (eg, MOOD if they are experiencing a negative mood, CRAVE if they have a craving, or SLIP if they have smoked a cigarette). Users may also opt out of the program at any time by texting the word STOP or reset their quit date at any time by texting the word NEW [7]. Completion of the program was defined as not opting out of the program before the conclusion of the 6- to 8-week intervention. See Multimedia Appendix 1 for examples of the program messages.

Methods

Recruitment and Participants
Between January and June 2014, all users who completed the SmokefreeTXT program or requested to opt out of the SmokefreeTXT program before program completion were eligible for the study. Program completers (defined as users enrolled in SmokefreeTXT for the duration of the 6- to 8-week program)—depending on when they set their quit date—and not opting out before program completion) and noncompleters (defined as users who texted the word STOP to opt out of SmokefreeTXT before program completion) were sent an SMS text message inviting them to participate in a phone interview. Eligible respondents were enrolled in SmokefreeTXT for the duration of the 6- to 8-week intervention. See Multimedia Appendix 1 for examples of the program messages.
contacted to schedule interviews. We purposively sampled an equal number of men and women as there are documented gender differences in smoking cessation [17]. We also purposefully sampled an equal number of completers and noncompleters, as prior studies of SmokefreeTXT showed differences in experiences with the program based on completion status [8,18]. The first 36 participants who met the recruitment goals (ie, half were men and half were women; half were program completers and half program were noncompleters) and were available to participate in the study were selected. The sample size was determined a priori because of timeline and funding logistics, widely cited literature on qualitative sample size [19-21], and project goals of maximizing variety and depth of the findings within each subgroup while also ensuring that the number of participants included met our purposive sampling criteria (equal numbers by gender and completion status).

Interviews were conducted by 2 experienced research associates with training in behavioral science and extensive experience conducting qualitative research. One of the researchers (Sondra Dietz) held a master’s in public health, and the other (Bethany Tennant) held a doctorate in health education and behavior. Before the interview, participants were informed that the objective of the interview was to gather their feedback on SmokefreeTXT and that interviewers worked for ICF International Inc, a management consulting firm supporting the NCI. The interview questions focused on smoking behaviors, quitting history, opinions on the program’s content and structure, answering assessment questions, using keywords (eg, texting CRAVE to receive additional messages related to smoking cravings), reasons for opting out, and perceived usefulness of the program for quitting smoking. The interview guide was reviewed by subject matter experts in mHealth interventions and smoking cessation but was not pilot-tested with adults who smoked. See Multimedia Appendix 2 for the interview guide. Most interviews lasted 30 to 40 minutes, and all transcripts were recorded and transcribed. Only the participants and members of the research team (ie, an interviewer and a notetaker [Sondra Dietz and Bethany Tennant]) were present on the calls. The interviewers read a consent script by phone and obtained verbal consent before the interview. Participants were compensated for their participation with a US $25 electronic gift card. After the compensation, participants were not contacted again (eg, to review transcripts or study findings).

Ethical Considerations
The study was approved by ICF’s institutional review board (IRB), which holds Federalwide Assurance (FWA 00002349) from the HHS Office for Human Research Protections.

Data Analysis
The transcripts were analyzed using thematic analysis, an approach in which themes are extracted from qualitative data by identifying salient portions of the transcripts, codes are applied to salient text portions, and codes are extrapolated into larger themes according to their relationship with the study topics of interest [22]. This process mainly relied on deductive coding [23], which was informed by themes that could potentially guide program optimization, such as feedback on program structure and content, but also allowed flexibility for additional codes that emerged. The data analysis was conducted by 3 ICF staff members and 1 NCI staff member, all of whom were trained in either health behavior, public health, or both, and were experienced qualitative researchers. To develop the initial codes, 4 transcripts were repeatedly reviewed, notated with analytic memos throughout the coding process, and analyzed to devise a list of codes. The coders then met to discuss the codes and any discrepancies to reach a consensus, after which point, a preliminary codebook was formed [24]. Next, 2 transcripts were coded using the preliminary codebook. The codebook was further refined based on discussions between the coders to clarify definitions and remove duplicative codes. Using the final codebook, all 36 transcripts were coded in NVivo (QSR International). This process was iterative, and if new codes emerged during the full analysis, the coders convened to discuss the code, gain consensus, and update the codebook and previously coded transcripts accordingly. After all transcripts were coded, groups of codes were categorized and interpreted as larger themes [23]. Themes were further refined through a rereview of the transcripts using negative case analysis, wherein the coders discussed findings from outlier participants whose reports conflicted with most of the sample [25]. For example, most participants reported opting out of the SmokefreeTXT program as they began smoking again or successfully quit smoking; however, a small number of participants reported opting out for other reasons (eg, technology issues), causing the initial hypothesis that opt out was driven only by smoking status to be reconsidered. Although coders looked for differences in responses between men and women and completers and noncompleters, no substantive differences were found. Thus, results are reported for all participants combined, except for the results from questions only asked to noncompleters.

Results
Overview
A total of 36 adults, of whom 18 (50%) had completed the program (completers) and 18 (50%) had not (noncompleters), participated in semistructured, in-depth, individual telephone interviews conducted between March 2014 and July 2014. Most participants had some college education or higher (24/36, 67%), were White (29/36, 81%), and were from the Southern or Northeastern United States (24/36, 67%). The participants’ average age was 36 years (SD 13.5; range 18-60 years; Table 1).

At the time of the interview, participants were asked about their cigarette smoking status, and 53% (19/36) of participants reported that they were no longer smoking (13/18, 72% of completers and 6/18, 33% of noncompleters), whereas 47% (17/36) reported that they were current smokers (5/18, 28% completers, and 12/18, 67% noncompleters). Half of the noncompleters who reported smoking at the time of the interview (6/12, 50%) smoked a pack of cigarettes or more per day, whereas only one of the completers who reported smoking at the time of the interview smoked a pack or more per day. Some participants also reported the use of other tobacco products (eg, cigars, e-cigarettes, hookah, and smokeless tobacco) during the interviews. Approximately 31% (11/36) of participants...
reported current use of other tobacco products at the time of the interview (3/18, 17% completers and 8/18, 44% noncompleters). See Table 1 for tobacco use behaviors in the sample.

Several primary themes emerged during the thematic analysis of participant interviews. Participants discussed their experiences with the SmokefreeTXT program and perceptions of message content, timing, and frequency. Participants also discussed their use of program engagement features, such as on-demand keywords (eg, CRAVE) and assessment questions (eg, How is your mood today?). Program noncompleters discussed the reasons for opting out of the program before program completion. Participants also discussed the role of SmokefreeTXT in their quitting process and reported the concurrent use of other cessation strategies with SmokefreeTXT.

### Table 1. SmokefreeTXT user participants’ demographics and tobacco use behaviors (N=36)\(^a\).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total sample</th>
<th>Completers (n=18)</th>
<th>Noncompleters (n=18)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>18 (50)</td>
<td>9 (50)</td>
<td>9 (50)</td>
</tr>
<tr>
<td>Female</td>
<td>18 (50)</td>
<td>9 (50)</td>
<td>9 (50)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD; range)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>35.9 (13.5; 18-60)</td>
<td>39.3 (12.4; 19-60)</td>
<td>32.5 (13.7; 18-55)</td>
</tr>
<tr>
<td><strong>Race or ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>29 (81)</td>
<td>14 (78)</td>
<td>15 (83)</td>
</tr>
<tr>
<td>Black</td>
<td>5 (14)</td>
<td>3 (17)</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (3)</td>
<td>1 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>High school or equivalent</td>
<td>11 (31)</td>
<td>4 (22)</td>
<td>7 (39)</td>
</tr>
<tr>
<td>Some college</td>
<td>12 (33)</td>
<td>8 (44)</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Graduated college</td>
<td>10 (28)</td>
<td>4 (22)</td>
<td>6 (33)</td>
</tr>
<tr>
<td>Postcollege education</td>
<td>2 (6)</td>
<td>2 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Geographic region, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>10 (28)</td>
<td>7 (39)</td>
<td>5 (28)</td>
</tr>
<tr>
<td>South</td>
<td>14 (39)</td>
<td>7 (39)</td>
<td>5 (28)</td>
</tr>
<tr>
<td>Midwest</td>
<td>6 (17)</td>
<td>3 (17)</td>
<td>4 (22)</td>
</tr>
<tr>
<td>West</td>
<td>6 (17)</td>
<td>1 (6)</td>
<td>4 (22)</td>
</tr>
<tr>
<td><strong>Smoking status at time of interview(^b), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>17 (47)</td>
<td>5 (28)</td>
<td>12 (67)</td>
</tr>
<tr>
<td>Ex-smoker(^c)</td>
<td>19 (53)</td>
<td>13 (72)</td>
<td>6 (33)</td>
</tr>
<tr>
<td><strong>Smoking heaviness at time of interview(^d)(n=17), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 (pack per day)</td>
<td>10 (59)</td>
<td>4 (80)</td>
<td>6 (50)</td>
</tr>
<tr>
<td>≥1 (pack per day)</td>
<td>7 (41)</td>
<td>1 (20)</td>
<td>6 (50)</td>
</tr>
<tr>
<td><strong>Other tobacco use at time of interview, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other tobacco user</td>
<td>11 (31)</td>
<td>3 (17)</td>
<td>8 (44)</td>
</tr>
<tr>
<td>Not other tobacco user</td>
<td>25 (69)</td>
<td>15 (83)</td>
<td>10 (56)</td>
</tr>
</tbody>
</table>

\(^a\)Owing to rounding, some percentages may not add up to 100%.

\(^b\)Asked of each participant during the interview.

\(^c\)Defined as participants who reported that they did not smoke cigarettes; may include people who reported using other tobacco products.

\(^d\)Asked of each participant who reported smoking at the time of the interview (n=17).
Participant Experiences With SmokefreeTXT

Convenience of a Mobile-Based Medium

Participants responded positively to the mobile phone–based delivery of SmokefreeTXT, noting its convenience. Some reported that they appreciated the SMS text messaging format as they had already spent a great deal of time on their phones:

I like the whole idea because I’m always on my phone and so, you know, consistent text messages were, you know, great reminders of the fact that I am quitting and that I want to quit and I need to quit. So, I liked it. [program completer, female, cigar smoker]

Others similarly noted they could quickly read a text, which was preferable to engaging with more time-consuming cessation resources:

I like the text messages because it pops up during the day, and the job that I do, that works out better, because I check my text messages every so often. And I can’t never answer the phone, and I don’t have time to search the web. But I’ve got time to get a really quick text. [program noncompleter, female, smoker]

Accountability and Social Support

Several participants reported that they liked having the program check up on them, especially when messages aligned with cravings:

...It’s just an excellent reminder for me, especially if I happen to be thinking about doing that [smoking]...all of a sudden...I get this text...it just was an excellent reminder. [program completer, male, smoker]

Approximately half of the participants said they felt that SmokefreeTXT was supportive, and one of the participants said it was “like my pocket buddy” (program completer, male, ex-smoker). Some reported that they felt especially supported by SmokefreeTXT as they lacked social support from family and friends or were hesitant to share their quit attempts with others, as they felt judged by previous failed quit attempts:

...None of my friends like here are like smokers, so I can’t tell them like “oh my god, I’m craving a cigarette so bad right now”...I guess this might sound weird, but like I could text someone who like understands... [program completer, female, ex-smoker]

Automation and Human Interaction

Many participants reported that they disliked that the program sent automated messages and did not include human interaction, reporting that the messages were repetitive, too automated, and like cookie-cutter lines:

Sometimes, I’d get the same message, and it wouldn’t be the same messages in a row, but it seemed like sometimes, it was pretty generic...It’d be the same sort of three messages. [program noncompleter, male, ex-smoker]

A participant reported strongly disliking the program, explaining that he did not feel that an automated program that did not directly provide live support gave enough assistance to promote successful cessation:

Because it was talking to a machine...Some of it was just repetitive. There was no real emotional support there at all. [program completer, male, smoker]

Message Tone and Content

The participants had varying perspectives on the preferred message tone. Approximately half of the participants reported that they preferred the positive tone of the program, with messages focusing on the benefits of quitting rather than the negative aspects of smoking. Participants reported that a supportive tone was particularly beneficial when they were facing struggles during their quit attempts:

I liked that, like if you did slip, it wasn’t like ok, my God, how dare you. It would be like...do you want to start over again? Because like that’s happened to me before. It was good. [program completer, female, ex-smoker]

However, some participants wanted a tougher tone to encourage accountability:

Give me the more serious stuff. Don’t tell me it’s okay to have a slip, because honey, I’ll have slips all day then...I need some really butt-kicking stuff. [program completer, female, smoker]

Some participants reportedly preferred a mix of message tones depending on their mood or how confident they felt about their quit attempt:

I think it would be half and half. If you leave work, you might need a more supportive message if you had a bad day. [program noncompleter, male, ex-smoker]

Finally, some participants reported that the content and tone of the messages may have been an impediment to cessation. A few said that the messages triggered smoking cravings, and some noted that certain messages seemed to permit smoking by framing quit attempt failures positively:

...One that said, even if you fail, if you smoke, don’t give up...like it was ok...I slipped once. I was like, no, don’t tell me that it’s ok to slip once. [program noncompleter, female, ex-smoker]

Message Frequency, Timing, and Duration

Most participants reported that the number of daily messages received in the program was appropriate; however, some mentioned that they would have preferred either more or fewer messages per day. In addition, several participants suggested that the timing of messages could align better with their personal schedules or typical smoking times:

If you could set the timing, that would be a plus...I tend to smoke early in the morning and late at night...if you can set the frequency on when you do it, that would be an excellent plus because you’re going to get that reminder at the times that you...
Some participants also wanted to be able to customize message frequency or program duration so that the program could be abbreviated if the user successfully quit or extended if the user was struggling to quit:

...I wanted more messages...because I wasn’t doing so good in any of my quits. Whereas, like this time next week, you know, maybe I am...doing awesome and it will be the perfect timing...Like maybe there could be some type of...where it says “crave” or “doing good”...just maybe “having a rough time”...and that’s a trigger to the system to say...“extend her out for three more weeks.” [program completer, female, smoker]

A few participants noted that having an adaptive quit date (eg, 1 in the past and 1 that could be postponed) would make the program better suited to fluctuating levels of readiness to quit.

Program Engagement Features

Program Keywords
Most participants noted that they liked using the keyword feature when they were struggling with their quit attempt:

It responds quickly when you text “crave.” I like the instant response when you tell it that you are having a problem. It gives me ideas of how to stay strong. [program noncompleter, female, smoker]

However, some participants did not use the keywords as they did not remember that this feature was available to them.

Assessment Questions
Most participants reported that they liked receiving and responding to the assessment questions. Participants reported a variety of reasons for liking assessments, including their interactivity, accountability, and utility for smoking trigger recognition:

...if I would get the [assessment] message during a particular time of day, it would help them...I would stop and think about the things that were going on around me at that time, and then based on what I replied to the message and what my craving level was...I could say...these are the things that are making me crave. [program completer, male, ex-smoker]

However, many participants reported barriers in responding to assessments, including not having time to respond, not recalling the messages, or feeling guilty for having smoked or relapsed:

I’m smoking, and yet, it thinks that I’ve been quit for five days. Don’t tell. So, I’m not responding to it, but that’s because I know I slipped up. But at the same time, I still want the messages to come through. [program completer, female, smoker]

Program Opt Out (Noncompletion)

Smoking Status and Opt Out
Among program noncompleters, more than half reported opting out because they were not successful in quitting smoking. A few participants expressed guilt about continuing to use the program while they were still smoking:

Why did I opt out? Well, I started smoking again...It just would make me feel like I was lying, you know? Even if I typed in “slip,” when I throw back a pack and a half a day, that’s not a slip. That’s a habit again. [program noncompleter, male, smoker]

Some noncompleters reported opting out as they had successfully quit smoking, and one of these participants reported opting out as the messages were becoming a trigger to smoke after he had quit.

Program Factors Influencing Opt Out
Some noncompleters reported that they opted out as a result of the volume and content of the SMS text messages. Some reported that the number of texts received per day contributed to opt out, either reporting that the number of texts per day was too high or that the decrease in messages over time was a factor in opting out:

They kind of slowed down the texts, and...it kind of made me feel that I didn’t need it anymore...The messages weren’t as strong. [program noncompleter, female, ex-smoker]

Some noncompleters also reported that they opted out because the messages on their own were not enough of a motivator to quit:

I’d read the text...and then soon as I would close it out light a cigarette within two minutes...I don’t think it did a trigger...It just didn’t do anything to prevent it...it didn’t really help me to say, “okay, I’m not going to.” [program noncompleter, male, smoker]

Other Factors Influencing Opt Out
Along with smoking status and SMS text message–related factors that contributed to opt out, a few participants reported that they had technical issues with their mobile phones that contributed to opt out. One of the participants reported that he no longer needed the program because he had enough social support at the time.

The Role of SmokefreeTXT in the Quitting Process
Several participants reported that they were still smoking at the time they enrolled in SmokefreeTXT, whereas fewer said they had started their quit attempt before enrollment. Several participants reported that they joined SmokefreeTXT during one of the multiple quit attempts, and some reported that they were enrolled in the program multiple times, re-enrolling in the program after completion or opt out:

...I was like, you know, I really want to quit. So I thought like maybe this [SmokefreeTXT] will work. And I tried it the first time and I quit for a while and...I had to restart it because I started smoking
Approximately half of the participants reported that they felt that SmokefreeTXT had a positive impact on their quitting process, calling the program helpful and reporting that it made them feel more confident about quitting. Several participants who were smoking at the time of the study reported that, although they did not fully quit while enrolled in the program, the program helped them quit temporarily or reduce their smoking (fewer cigarettes per day and smoking less frequently).

**Other Cessation Support in Conjunction With SmokefreeTXT**

Half of the participants reported that although SmokefreeTXT was a useful component of their quit plan, they also relied on other strategies. Notably, several participants reported using strategies that were not evidence-based, such as switching to smokeless tobacco or using hypnosis rather than evidence-based methods such as over-the-counter nicotine replacement therapy (NRT) or prescription cessation medications. Although there are no reports on the implications for SmokefreeTXT on the effectiveness of or adherence to NRT, a couple of participants reported they were motivated to use NRT while they were enrolled in the SmokefreeTXT program, and a few participants reported that they would like SmokefreeTXT to facilitate access to NRT, such as by providing coupons. Several participants also reported using other mHealth cessation resources while enrolled in SmokefreeTXT, such as cessation smartphone apps and social media focused on cessation support (eg, Smokefree Women Facebook page and web-based smoking cessation forum). Some participants who reported using cessation smartphone apps reported that they would like features of cessation apps to be incorporated into SmokefreeTXT, including tracking money saved by not smoking and smoking milestones (number of days since quitting).

**Discussion**

**Principal Findings**

Interviews with SmokefreeTXT users showed high program acceptability, engagement with program features, and perceived utility for smoking cessation. Participants provided feedback on program content and functionality, which informed changes to the program. Moreover, the findings provide insights into the complex relationship between program engagement and cessation, which warrants future research.

This qualitative study adds to the limited body of literature that assesses user experiences of smoking cessation SMS text messaging programs. A unique component of this study is its focus on the experiences and perceptions of real-world users of the publicly available SmokefreeTXT smoking cessation SMS text messaging program, which, to our knowledge, has not been explored by other studies of cessation SMS text messaging programs [13-16]. The findings highlighted features of the program that participants found beneficial, as well as some elements that showed opportunities for improvement to boost program retention and successful cessation. We also found that program completion does not necessarily indicate successful smoking cessation and that program opt out, which may be interpreted as a less positive outcome [18], may occur because of successful cessation. Finally, several participants reported using SmokefreeTXT together with other evidence-based cessation methods or non–evidence-based strategies.

As has been found in prior qualitative studies, participants reported that SmokefreeTXT was easier to use than other live support services that require a more significant time commitment [13,14]. They also noted that the anonymity of the platform provided a source of discrete support without perceived judgment or stigma from family or friends [14]. However, similar to what has been found previously, several participants disliked the automated nature of the program, the absence of human interaction, and what they perceived as generic-sounding messages [14,15].

In terms of program structure, many participants reported that they would like the ability to customize message timing, program duration, and quit date settings, which has been reported in previous studies [13,16]. This underscores the need for mobile-based programs to take into consideration that cessation is a highly individualized and often nonlinear process, which may be optimally supported by programs offering flexible structure and functionality.

Although participants liked that the keyword feature allowed them to receive on-demand support and that the smoking assessment questions provided accountability, in some instances, participants reported that assessments triggered feelings of guilt if they had relapsed, which mirrors previous research [13]. In addition, some participants felt that they could not respond accurately to assessment questions (eg, a question about slips may not feel relevant if a user had relapsed). Therefore, as quitting smoking is rarely a linear process, it is important to consider other metrics of program success in addition to abstinence [26]. For example, some participants in our study reported that the SmokefreeTXT program helped them quit temporarily, and participants commonly reported making multiple quit attempts, both of which have been defined as metrics of success in other cessation SMS text messaging studies [13,15]. Participants also noted a reduction in their smoking. Given that many study participants entered the program during one of several quit attempts and that several participants enrolled in the program multiple times, further research is needed to better understand how to meet the needs of smokers who may engage in several quit attempts before being successful. For users who are not yet ready or able to quit, examining intermediate outcomes (potentially through responses to assessment questions), such as the number of quit attempts or cutting back on smoking, may provide valuable information to best support users during different stages of the cessation process.

To our knowledge, this is one of the first qualitative studies of cessation text program users that has explored the factors influencing program opt out. Two existing studies compared the experiences of users who either quit smoking or did not quit...
smoking while using a cessation SMS text messaging program [13,15]. As participants of those studies were required to complete the program as part of their participation in an existing clinical trial, the studies were unable to examine the characteristics and experiences of users who would have otherwise opted out of the program. Most noncompleters reported opting out of SmokefreeTXT because of smoking relapse. However, not all participants who opted out did so as they had resumed smoking. Some opted out as they had successfully quit smoking and felt that they no longer needed the program, which suggests a need to reframe the implications of program opt out [27]. Therefore, although certain factors may make opt out more likely, this qualitative work underscores that opt out is more nuanced than previous research suggests. In other words, opt out may not be definitively used as an indicator of either continued smoking or abstinence; rather, it is best seen as an indication that the user no longer finds it helpful to receive messages from an SMS text messaging program.

These findings also suggest that strategies to re-engage users that opt out should not be a one-size-fits-all approach. Although smoking relapse and cessation were the primary drivers of opt out, a few participants cited the number of messages as a reason for opting out, and others reported opting out as they did not find the messages sufficiently motivating to help them quit smoking. This reinforces the need to consider the message volume and tone when developing an automated program [13,14]. Opt out may have also been influenced by the level of smoking dependence and other tobacco use in the noncompleters group, as noncompleters tended to be heavy smokers, and many were poly-tobacco users.

Finally, although most participants reported that SmokefreeTXT was a useful component of a quit plan, approximately half relied on other cessation strategies as a complement to SmokefreeTXT. Notably, many of the strategies used by study participants were not evidence-based, and some participants reported supplementing their use of SmokefreeTXT by switching from cigarettes to other tobacco products, exposing them to further health risks associated with tobacco use. Therefore, it is important to consider how SMS text message programs can be used to encourage participants to both find evidence-based support (eg, NRT and prescription cessation medication) and work synergistically with these other supports.

**SmokefreeTXT Optimizations**

The results of this study have informed several optimizations to the program. For example, SmokefreeTXT has added messages that provide supplemental information on live support services and has optimized the SMS text message library to ensure that SMS text messages are more varied and less repetitive. Since conducting this study, the SmokefreeTXT program has also been changed to allow users to have a more flexible quit date at the start of the program. Users can set a quit date in the past if they begin their quit attempt before starting the SmokefreeTXT program, and users are also sent a message the day before their scheduled quit date and asked to text ready if they would like to keep the quit date they set or not ready to postpone the start of their quit attempt and set a new date.

Although we conducted qualitative interviews with users of the SmokefreeTXT program, several findings may also be applicable to the development and optimization of other cessation SMS text messaging programs. First, it may be important to allow users to customize the number of SMS text messages that they receive in the program. Cessation SMS text messaging programs may also be used with other cessation strategies; thus, it may be beneficial for SMS text message content to include messages about evidence-based cessation strategies. Relatedly, live support (eg, tobacco quitlines) is a cessation resource that can be recommended within SMS text message programs to benefit users who prefer human interaction as a component of their cessation process. Finally, program retention versus opt out may have limitations in the ability to predict the cessation success of users who opt out or remain in the program.

**Limitations**

This study had several limitations. First, we conducted in-depth interviews with a small convenience sample of SmokefreeTXT users who were mostly young, White, and had at least some college education. Thus, the results may not be generalizable to a wider population of smokers in the United States. Most current users of SmokefreeTXT are White (11,383/18,510, 61.50%), which demonstrates the need to consider how the program can better reach other demographic groups. In 2016, the SmokefreeTXT program began collecting race and ethnicity data as part of program opt in to track the demographics of the program over time, and future research recruitment efforts may be informed by these data.

SmokefreeTXT users who agreed to participate in the study may have been highly motivated to provide feedback on the program, whether positive or negative, which may have influenced the results. In addition, smoking status was not biochemically verified and relied on the self-reports of the users during the interviews. It is possible that some users stated that they had quit smoking to be more socially acceptable to the interviewer.

This study was conducted in 2014; since then, both mobile phone technology and the SmokefreeTXT program have evolved. However, although there have been changes to message content and quit date flexibility over time, the overarching structure and features of the SmokefreeTXT program (ie, message timing, keywords, and assessment questions) have remained consistent. Furthermore, the results still provide unique data from users who were not part of an intervention trial, and the SmokefreeTXT program continues to be widely used. Thus, the results can still provide actionable information for those developing new or adapting established cessation SMS text messaging interventions. Given the increasing importance of mHealth as an avenue for cessation, data from this study are still relevant today. In addition, some of the findings presented here may have new relevance as improvements to technology enable some of the recommended optimizations, such as the integration of SMS text messages with other digital resources; for example, quitlines or chat applications.
Conclusions
Qualitative interviews with real-world SmokefreeTXT users showed high program acceptability, engagement with program features, and perceived utility for smoking cessation. Our findings demonstrate the importance of allowing customization to the frequency of SMS text messages within cessation text programs, the limitations of measuring cessation success through program opt out versus retention, and the importance of recommending evidence-based cessation resources (including live support via quitlines for users who prefer human interaction during the cessation process) to be used with smoking cessation text programs.
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Abstract

Background: Diabetes management is complex, and program personalization has been identified to enhance engagement and clinical outcomes in diabetes management programs. However, 50% of individuals living with diabetes are unable to achieve glycemic control, presenting a gap in the delivery of self-management education and behavior change. Machine learning and recommender systems, which have been used within the health care setting, could be a feasible application for diabetes management programs to provide a personalized user experience and improve user engagement and outcomes.

Objective: This study aims to evaluate machine learning models using member-level engagements to predict improvement in estimated $A_1c$ and develop personalized action recommendations within a remote diabetes monitoring program to improve clinical outcomes.

Methods: A retrospective study of Livongo for Diabetes member engagement data was analyzed within five action categories (interacting with a coach, reading education content, self-monitoring blood glucose level, tracking physical activity, and monitoring nutrition) to build a member-level model to predict if a specific type and level of engagement could lead to improved estimated $A_1c$ for members with type 2 diabetes. Engagement and improvement in estimated $A_1c$ can be correlated; therefore, the doubly robust learning method was used to model the heterogeneous treatment effect of action engagement on improvements in estimated $A_1c$.

Results: The treatment effect was successfully computed within the five action categories on estimated $A_1c$ reduction for each member. Results show interaction with coaches and self-monitoring blood glucose levels were the actions that resulted in the highest average decrease in estimated $A_1c$ (1.7% and 1.4%, respectively) and were the most recommended actions for 54% of the population. However, these were found to not be the optimal interventions for all members; 46% of members were predicted to have better outcomes with one of the other three interventions. Members who engaged with their recommended actions had on average a 0.8% larger reduction in estimated $A_1c$ than those who did not engage in recommended actions within the first 3 months of the program.

Conclusions: Personalized action recommendations using heterogeneous treatment effects to compute the impact of member actions can reduce estimated $A_1c$ and be a valuable tool for diabetes management programs in encouraging members toward actions to improve clinical outcomes.

(JMIR Form Res 2022;6(3):e33329) doi:10.2196/33329
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Introduction

Diabetes is a chronic progressive disease affecting 34 million Americans with 1.5 million newly diagnosed each year [1,2]. Individuals living with diabetes are at greater risk of health complications including increased hospitalizations that result in 1 of every 4 health care dollars spent on diabetes-related care in the United States [3]. An essential factor in successfully living with diabetes is effective self-management, which has shown to improve glycemic control and reduce hospital admissions and the overall lifetime cost of health care [4].

Diabetes self-management efficacy and improved glycemic control is supported by programs that offer education, coaching, glucose monitoring, and physical activity [5-7]. Diabetes management programs have shown to be as or more effective than usual care in providing a significant reduction in hemoglobin A1c (HbA1c) [8-10]. Additionally, structured self-monitoring of blood glucose (SMBG) has been observed to improve glycemic variability and provide greater self-efficacy in management by helping an individual understand lifestyle behaviors’ impact on blood glucose (BG) values over time [2,11]. However, while advances in diabetes treatment options, diabetes management programs, new technologies to support self-management, and the rise in digital health are rushing the market, half of individuals with diabetes have an HbA1c value of 7.0% or higher and struggle to obtain consistent glycemic control [1]. This alludes to potential gaps in self-management programs, technology, and delivery to the individual [12].

Personalization has been identified as a key tool in digital health to enhance user engagement for improved outcomes, which is often a missing factor in the development of diabetes digital health programs [12]. Self-management best practices and user preference must be taken into consideration to effectively provide a personalized experience within a diabetes management program. This study has proposed and analyzed the feasibility of using heterogeneous treatment effect models for personalizing action recommendations within a digital remote diabetes monitoring program (RDMP).

Methods

Livongo for Diabetes

Livongo for Diabetes is an RDMP focused on empowering members with education and tools to self-manage their diabetes through mobile technology. The program offers members a cellular-enabled, two-way messaging device that measures BG and delivers personalized insights into their glycemic management; free unlimited BG test strips; real-time support from diabetes response specialists 24 hours a day, 7 days a week, 365 days a year; and access to certified diabetes care and education specialists (CDCESSs) for support and goal setting.

Livongo members’ glucose meter use was captured remotely through the cellular-enabled device. Members also had access to a mobile phone app that tracked historical SMBG readings and provided reminders for SMBG checking, physical activity, and food log tracking; asynchronous chat with coaches; ability to schedule private coaching sessions with CDCESS; educational content for diabetes self-management; and allowed members to send historical reports of SMBG readings to care providers, family members, and friends.

Study Design

A retrospective feasibility study was conducted to compute heterogeneous treatment effect for five different action categories in the reduction of estimated A1c for members enrolled in Livongo for Diabetes with type 2 diabetes and to identify which actions could be most effective for each member. Within each action category, members were classified into a treatment or control group defined by engagement level. The effectiveness of each action category was assessed by computing the heterogeneous treatment effect for each action category for each member.

Population Selection

Members enrolled in Livongo for Diabetes for a minimum of 4 months with a baseline estimated A1c ≥7.5% at 30 days post enrollment were included in the study. Additional inclusion criteria were a self-reported diagnosis of type 2 diabetes at enrollment, ≥5 SMBG measures between 50 and 400 mg/dL in month one and month four of their program, and had not self-reported the use of a continuous glucose monitor (see Figure 1). Member demographics, self-reported preferences around communication and health-related interests, and level of engagement with various program features within 3 months following enrollment were used as covariates for modeling outcomes.
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Textbox 1. Action category name and descriptions.

<table>
<thead>
<tr>
<th>Action Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring</td>
<td>Number of self-monitoring blood glucose checks a member performed on the device</td>
</tr>
<tr>
<td>Coaching</td>
<td>Number of scheduled certified diabetes care and education specialist coaching sessions or asynchronous chat with a coach</td>
</tr>
<tr>
<td>Physical activity</td>
<td>Physical activity recorded using synced steps data</td>
</tr>
<tr>
<td>Nutrition</td>
<td>Members engagement with nutrition- and meal plan–related nudge recommendations and food log</td>
</tr>
<tr>
<td>Content</td>
<td>Members’ engagement with educational content nudge recommendations</td>
</tr>
</tbody>
</table>

Measures

Estimated $A_{1c}$

Estimated $A_{1c}$ was calculated using the $A_{1c}$-derived average glucose model where estimated $A_{1c} = [\text{mean BG over past 30 days} + 46.7]/28.7$ [13]. Mean BG was calculated using SMBG values gathered through the member’s device.

The intervention outcome, $Y$, is defined as the difference between estimated $A_{1c}$ in month four and month one post enrollment for members with a starting self-reported HbA$_{1c}$ $\geq 7.5\%$. Therefore, members with a more negative $Y$ have a better clinical outcome.

Model Features

Treatment effect was modelled using self-reported member information and member engagement during the first 3 months post enrollment. The following variables were used as covariates in the model:

- Demographics: age, gender, BMI, race
- Self-reported medical information: self-reported HbA$_{1c}$ at enrollment, diabetes management level of self-efficacy, insulin use, on oral diabetes meds, received flu vaccine, smoking behavior
- Self-reported preferences: preferred channels of communication, interest level in becoming active and healthy
- Engagement: average days between Livongo website use; average days between Livongo mobile app use; number of
days of Livongo mobile app use; average days between SMBG checks; estimated A1c at month two and three; days with SMBG hypoglycemia readings in month one, two, and three; days with SMBG hyperglycemia readings in month one, two, and three

Computing Heterogeneous Treatment Effect

The sample was defined to be composed of members with covariates, X, in treatment or control cohorts, denoted by $T=t_1$ or $t_0$, respectively, and intervention outcome, $Y$. Ideally, treatment effect, $\tau$, would be measured for each member as:

$$\tau (t_0, t_1, x) = E[Y (t_1) - Y (t_0) | X=x]$$

However, this was not possible in a real-world data set where a member could only be in one cohort, treatment or control, at a time and not in both. Therefore, observed samples were assumed to be from a joint distribution modeled by the equations:

$$Y = g (T, X)$$

and the treatment effect was expressed as:

$$\tau (t_0, t_1, x) = E[g(t_1, X) - g(t_0, X) | X=x]$$

where $g (T, X)$ denoted the likelihood of outcome for a member given an intervention, and $f(X)$ denoted propensity of a member to be in the treatment or control cohort of the intervention.

With the assumption that all potential confounders were observed, the heterogeneous treatment effect for each member was computed using the doubly robust (DR) learning algorithm [14-17]. Treatment effect was computed by the DR algorithm using three different models. The first model performed regression on $f (T, X)$ to predict outcome $Y$. The second model preformed classification on $X$ to predict $T$. Lastly, the two models are combined to compute the heterogenous treatment effect where the estimated outcome from the regression model is debiased by adding the inverse propensity weighted model residual. This method provided robust predictions with only one of the two predictive models needed to have a small error to obtain an unbiased treatment effect estimator [18].

Engagement Thresholds for Control and Treatment Cohort Assignment

Engagement level was used to split data into control and treatment groups. The application of the DR learning algorithm enabled intervention outcomes from the treatment and control groups to be representative of the same population because the propensity model, $f (X)$, incorporated any differences in population while computing the treatment effect.

Member engagement was measured for each action category during the initial 3 months post enrollment. The level of member engagement with each action category was used to assign members into the treatment or control groups through a defined threshold. If a member had higher engagement than the threshold, then the member was assigned to the treatment cohort, and the members who did not achieve the threshold were assigned to the control cohort. The treatment and control split only included member’s engagement in the action category of the program. Members in the control cohort received communication from Livongo in the form of emails and newsletters.

The engagement thresholds were defined independently for each action category. The threshold value impacted the size imbalance between the control and treatment groups, thereby affecting noise in the data set and consequently the model performance. For this reason, engagement thresholds for each action category were selected that minimize the modelling error while optimizing treatment effect.

Results

Modeling Heterogeneous Treatment Effect for Coaching Intervention

Treatment effect for the five actions categories were modelled independently. The action category of coaching is used to detail the process of selecting an engagement threshold and evaluate the heterogenous treatment effect model. Treatment effects across all action categories are then reported, followed by a proposed method to personalize action recommendations to optimize clinical outcomes.

Members who completed sufficient scheduled coaching sessions or asynchronous coaching chat sessions were assigned to the treatment cohort, with members not meeting the criteria assigned to control. This intervention engagement threshold was observed to have an impact on the DR model performance. As the threshold increases, so does the control-treatment size imbalance and noise in the data. The control-treatment size imbalance for different thresholds is shown in Figure 2.

For a member to be considered as receiving treatment, the data is split into training and validation data sets, which was split by a ratio of 65:35. The treatment effect was modelled with a forest DR learner algorithm using a gradient boosting classifier and a random forest regressor to model the likelihood of the outcome, $g$, and treatment propensity, $f$, respectively. The mean squared error (MSE) of the model was a good indicator of confidence in predicting treatment effect. A threshold value that optimizes treatment effect while having lower MSE and sufficient sample size was selected for treatment and control assignment.

The MSE of the heterogenous treatment effect estimator model for different thresholds and computed average treatment effect are shown in Figure 3. Based on Figures 2 and 3, a threshold of at least 3 coaching sessions (scheduled or chat sessions) within the initial 3 months post enrollment was used to assign members to the treatment cohort.

Treatment effect of the coaching action category computed with the DR learner algorithm shows most members having a negative treatment effect, therefore, promoting a greater impact of coaching on estimated A1c (see Figure 4). Members with positive treatment effects were those who the intervention did not improve the outcome.
Figure 2. Control and treatment cohort sample size for different minimum number of coaching sessions defined as engagement threshold.

Figure 3. Top left: MSE of the doubly robust model to predict treatment effect of coaching intervention for different number of coaching sessions threshold. Top right: predicted treatment effect of coaching intervention for different thresholds. MSE: mean squared error.

Figure 4. Distribution of computed treatment effects of coaching intervention.

Evaluation of Heterogenous Treatment Effect Model for Coaching Intervention

A direct evaluation of causal models cannot be made on observational data where the true treatment effect is not known due to an inability to observe the effect of being treated or not for a particular sample simultaneously. Our causal model performance was evaluated indirectly by comparing the cumulative gain of the outcome when members are ranked by model prediction when compared to random sorting [19].

Cumulative gain is cumulative uplift multiplied by sample size, where uplift is defined as the difference between average outcomes of treatment and control cohorts. A model that performs well will have large uplift values in the first quantiles and decreasing values for larger ones. By comparing the cumulative gain of members sorted by treatment effects and randomly sorted, model performance can be inferred. The higher the area under the uplift curve (AUUC) in prediction when compared to random assignment, the better the model prediction. The cumulative gain in the outcome for the coaching action category when members are ranked by model predicted treatment effect and when randomly ordered is shown in Figure 5. The cumulative gain curves plotted are the negative of the outcome variables; therefore, the higher gain values reflect better results. The AUUC score for random assignment and assignment using the inferred treatment effect are 0.5 and 1.1, respectively.
Figure 5. Cumulative gain of coaching intervention when members are sorted by predicted treatment effect (solid blue line) and with random sorting (dashed orange line). The cumulative gain plotted is the negative of uplift from intervention outcome variable (change in $A_1c$) so that higher gain values reflect better results.

Modeling Heterogeneous Treatment Effect for Five Action Categories

The control-treatment cohort assignment for each of the five action categories for each member was inferred independently. From these independent analyses, engagement thresholds were defined for the five action categories optimizing treatment effect and sample size while lowering model MSE (see Textbox 2). The treatment and control cohorts vary across interventions depending on if they satisfied the engagement threshold condition for that intervention.

Textbox 2. Engagement thresholds within 90 days of enrollment for treatment.

<table>
<thead>
<tr>
<th>Monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥70 days with self-monitoring blood glucose checks</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coaching</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥3 coaching sessions (scheduled coaching sessions or asynchronous chat sessions with coach)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Physical activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥30 days with 2000 daily steps</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nutrition</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥2 food logs or ≥50% yes responses to nutrition-related nudges</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥50% yes responses to content-related nudges</td>
</tr>
</tbody>
</table>

Action Category Distribution and Outcomes

Figure 6 displays the total number of members within the treatment cohort of each of the five action categories and outcome $Y$ related to the action category. Members with insufficient engagement in all action categories are assigned to the “other” category or control cohort.

As shown in Figure 6, the action categories had varying sample sizes. This is a result of engagement rates affected by member preferences or desired support to manage their condition. Members who engaged with coaching and physical activity had better outcomes (ie, more negative change in estimated $A_1c$).
**Evaluation of Heterogenous Treatment Effect Model for Five Action Categories**

The model performances were evaluated using a common validation data set across interventions. The cumulative gain of the outcome when members are sorted by model predictions compared to random sorting for the five action category outcomes independently is shown in Figure 7. The area under the gain curve was larger when members were sorted by predicted treatment effect compared to random ranking, which confirmed that the model can infer causal effects of all the action categories in the data.

**Action/Intervention Recommendation Based on Heterogeneous Treatment Effect**

For each member, the intervention with the most negative treatment effect is the action that the model predicted would result in a larger reduction in estimated A1c (ie, optimal intervention). The average change in estimated A1c for members who were part of the treatment cohort in at least one action category in the validation set is shown in dark blue if the received intervention was the same as the predicted intervention and shown in light blue if the received intervention was not the same as the predicted intervention (see Figure 8). Within all five action categories, the outcome is more negative when the prediction matches the true intervention, which indicated that the model was successful in identifying optimal outcomes. Members who participated in interventions that matched their optimal predictions had an estimated A1c reduction of 1.4%, while those that did not participate in their predicted optimal intervention had a reduction of only 0.57%. This 0.8% estimated A1c reduction difference can be attributed to intervention personalization. Members who had a predicted optimal intervention of coaching and received coaching showed the highest change in estimated A1c at 1.7%.

The distribution of predicted optimal intervention for each member with negative predicted treatment effects were coaching
(28%), SMBG checks (26%), physical activity (18%), content (16%), and nutrition (12%). Interaction with coaches and SMBG checks were observed to be the optimal intervention for 28% and 25% of the sample size, respectively, and the most recommended interventions. A balanced distribution of recommendations for optimal clinical outcomes was observed and opens an opportunity to prioritize recommendations based on a heterogeneous causal effect model.

A comparison of average treatment effect with current interventions and with recommended optimal intervention predicted by the model is shown in Figure 9. Treatment effect was larger with the recommended optimal intervention for all action categories. On average, the recommended intervention predicts a treatment effect of 0.07% compared to 0.02%, with the current intervention producing a difference of 0.05% in estimated AICT attributable to personalization.

**Figure 8.** Change in estimated AICT of members in different intervention treatment cohorts if the member received the model predicted optimal intervention (dark blue) or not (light blue).

**Figure 9.** Computed treatment effect for members who received different interventions. The light blue bars denote the treatment effect for members who were in the treatment cohort of our data set. Dark blue bars denote treatment effect for members if they received the optimal intervention.

**Discussion**

This study highlights the feasibility of analyzing the engagement of members in an RDMP to develop a causal inference-based recommender system for predicting actions driving optimal clinical outcomes. Five action categories were identified upon member engagement level, and the causal inference model computed heterogeneous treatment effect of each action per member. Model predictions were evaluated by comparing uplift gain when members were ranked by treatment effect to random sorting, and AUUC of the model predicted gain curves were larger for all actions, validating the method to infer treatment effect. Coaching and glucose monitoring were found to be the most frequently recommended actions for members to achieve optimal clinical outcomes. On average, members who engaged within their recommended actions had a 0.8% higher reduction in estimated AICT than those who did not engage within recommended actions in their first 3 months of the program, with coaching showing the largest reduction in estimated AICT at 1.7% when recommended and used by members.
Machine learning has been used to study precision medicine in diabetes care and complications, variables to predict the development of diabetes, and individual characteristics related to diabetes outcomes [20-22]. However, there is a lack of evidence around practical solutions for real-world implementation, specifically around diabetes self-management behaviors, which are the foundation of successfully living with the chronic condition [23]. It has been well-established that diabetes management programs are effective in helping participants obtain glycemic control, improve HbA1c values, and increase self-efficacy with the support of diabetes coaches and structured SMBG [2,5,7-9]. Therefore, as real-world data has been made available around self-management behaviors through RDMPs, mobile apps, and other technologies, it is immensely valuable to use this data in machine learning techniques to provide personalized recommendations to enhance the future of diabetes care.

Our study observed better outcomes for members who engaged in their recommended actions over members who did not, across all action categories. On average, members who engaged within their recommended actions had a significant improvement estimated A1c than those who did not engage within recommended actions. Therefore, we propose RDMPs develop recommended actions of engagement that are more likely to lead to better outcomes based on computed heterogeneous treatment effects with the most optimal action having the most negative treatment effect. By offering personalized recommendations, members can receive a more effective experience through both digital and human coaching allowing for not only a medical cost saving for the individual through improved health outcomes but also a more cost-effective approach for the RDMP by directing the member to the most valuable program features.

Type 2 diabetes management is complex and dependent upon many factors such as nutrition, physical activity, and medication adherence, which varies widely among this population as a whole; therefore, to generate successful personalized recommendations, all variables must be gathered to match an individual’s specific needs [24]. Our study presents one way that treatment effects can be computed from the causal model for recommending future interventions to drive clinical outcomes. Strong evidence around coaching, SMBG, education, nutrition, and physical activity has informed the development of diabetes management programs; however, the individual’s education gaps, lifestyle, available resources, and personal priorities get lost in the wide range of program features available. This could lead to overwhelm, burnout, and even distress from not knowing where one should place their focus. By offering our method to develop a recommender system for program feature engagement, we hope that guiding members to program features that are considered most effective in supporting clinical outcomes will lessen any burdens of disease management.

This study has several strengths, including the report of real-world data, as well as insight into the demographics and program engagement of members participating in an RDMP. Members were not provided incentives to participate in the program or study beyond the Livongo for Diabetes program being provided as a benefit through their employer or health plan package. The study also had some limitations, including the retrospective analysis study design. Members in the Livongo for Diabetes program received promotional engagement outreach in the form of mobile app nudges, emails, and text messages; therefore, observational data collected for the study contained a diverse set of engagement behaviors within the program features and did not provide a clean treatment and control cohort split. Improvement in estimated A1c was calculated from participants’ SMBG values, which has been successfully correlated with laboratory HbA1c values; however, it does have some limitations and is best used as a population-level tool.

Nonetheless, this study demonstrates how engagement thresholds that minimize modelling errors can be used to create control-treatment samples in observational data and compute treatment effects. The recommended action within the study is based solely on the likelihood of the member attaining a better outcome and member preferences, and propensity to engage in an action during prediction was not considered. Therefore, real-life implementation of the recommender system would have to include the likelihood of engagement and likelihood of outcome while personalizing the action recommendations. Although treatment effects were computed, it was assumed that the interventions were independent of each other and analyzed separately; however, using Bayesian inference of treatment effect would have accounted for dependencies between interventions and is recommend for a future study to further explore RDMP personalization.

Personalized action recommendations using heterogeneous treatment effects to compute the impact of member actions within an RDMP to significantly reduce estimated A1c can be a valuable tool in driving member behaviors toward actions that are more likely to impact clinical outcomes. Future research is recommended to implement and evaluate this model prospectively within an RDMP.

Conflicts of Interest
All the authors were employed by Teladoc Health (formerly Livongo) at the time of the study.

References


Abbreviations

- **AUUC**: area under the uplift curve
- **BG**: blood glucose
- **CDCES**: certified diabetes care and education specialist
- **DR**: doubly robust
- **HbA$_1c$**: hemoglobin A$_1c$
- **MSE**: mean squared error
- **RDMP**: remote diabetes monitoring program
- **SMBG**: self-monitoring of blood glucose

©Sowmya Kamath, Karthik Kappaganthu, Stefanie Painter, Anmol Madan. Originally published in JMIR Formative Research (https://formative.jmir.org), 21.03.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Digital Prompts to Increase Engagement With the Headspace App and for Stress Regulation Among Parents: Feasibility Study

Lisa Militello1*, MPH, PhD, RN; Michael Sobolev2,3*, PhD; Fabian Okeke2, PhD; Daniel A Adler2, BSc; Inbal Nahum-Shani4, PhD

1College of Nursing, The Ohio State University, Columbus, OH, United States
2Cornell Tech, Cornell University, New York, NY, United States
3Feinstein Institute for Medical Research, Northwell Health, Great Neck, NY, United States
4Institute for Social Research, University of Michigan, Ann Arbor, MI, United States
*these authors contributed equally

Corresponding Author:
Lisa Militello, MPH, PhD, RN
College of Nursing
The Ohio State University
1585 Neil Ave
Columbus, OH, 43210
United States
Phone: 1 614 688 4248
Email: militello.14@osu.edu

Abstract

Background: Given the interrelated health of children and parents, strategies to promote stress regulation are critically important in the family context. However, the uptake of preventive mental health is limited among parents owing to competing family demands.

Objective: In this study, we aim to determine whether it is feasible and acceptable to randomize digital prompts designed to engage parents in real-time brief mindfulness activities guided by a commercially available app.

Methods: We conducted a 30-day pilot microrandomized trial among a sample of parents who used Android smartphones. Each day during a parent-specified time frame, participants had a 50% probability of receiving a prompt with a message encouraging them to engage in a mindfulness activity using a commercial app, Headspace. In the 24 hours following randomization, ecological momentary assessments and passively collected smartphone data were used to assess proximal engagement (yes or no) with the app and any mindfulness activity (with or without the app). These data were combined with baseline and exit surveys to determine feasibility and acceptability.

Results: Over 4 months, 83 interested parents were screened, 48 were eligible, 16 were enrolled, and 10 were successfully onboarded. Reasons for nonparticipation included technology barriers, privacy concerns, time constraints, or change of mind. In total, 80% (8/10) of parents who onboarded successfully completed all aspects of the intervention. While it is feasible to randomize prompt delivery, only 60% (6/10) of parents reported that the timing of prompts was helpful despite having control over the delivery window. Across the study period, we observed higher self-reported engagement with Headspace on days with prompts (31/62, 50% of days), as opposed to days without prompts (33/103, 32% of days). This pattern was consistent for most participants in this study (7/8, 87%). The time spent using the app on days with prompts (mean 566, SD 378 seconds) was descriptively higher than on days without prompts (mean 225, SD 276 seconds). App usage was highest during the first week and declined over each of the remaining 3 weeks. However, self-reported engagement in mindfulness activities without the app increased over time. Self-reported engagement with any mindfulness activity was similar on days with (40/62, 65% of days) and without (65/103, 63% of days) prompts. Participants found the Headspace app helpful (10/10, 100%) and would recommend the program to others (9/10, 90%).

Conclusions: Preliminary findings suggest that parents are receptive to using mindfulness apps to support stress management, and prompts are likely to increase engagement with the app. However, we identified several implementation challenges in the current trial, specifically a need to optimize prompt timing and frequency as a strategy to engage users in preventive digital mental health.
Introduction

Background

The stressors of parenting are normative and unavoidable. Broadly, stress is viewed in the context of life events (major or minor) that disrupt mechanisms intended to maintain one’s physiology, emotion, and cognition [1]. Specifically, parenting stress is a natural experience that arises when parenting demands exceed expected and available resources [2]. Parenting stress may reflect broader contexts to include any number of major life stressors, relationships, or family circumstances [3,4]. Parenting stress can have a negative effect on relationship quality, health, mood, and overall well-being of not only the parent but also the family [3,5,6]. In both children and adults, acute and chronic stress are linked with numerous physiological and psychological disease states [5,7-9]. Thus, strategies to regulate stress are critically important among children and families [2,5-7].

However, few parents seek professional help to manage stress, and few primary care providers counsel on stress management skills [10]. Before the COVID-19 pandemic, 2019 data show that only 9.5% of adults aged ≥18 years reported receiving mental health counseling in the past year [11]. The COVID-19 pandemic took a particularly heavy toll on parents with children aged ≤18 years without much support. Evidence shows that stress management counseling is rarely offered in primary care or is the least common type of counseling provided by primary care physicians relative to diet, physical activity, or smoking cessation [10,12].

Stress management exercises (eg, mindfulness, cognitive reframing, and behavioral modification) are empirically supported strategies to promote self-regulatory skills, stress reduction, and resilience [13-15]. Evidence suggests that mindfulness interventions have the potential to reduce parenting stress and improve psychological functioning in youth [5]. Specifically, mindful parenting (ie, moment-to-moment awareness of the parent-child relationship) may reduce parental stress and promote family well-being [6,16]. However, it is unclear how formal (ie, purposeful or dedicated time) or informal (ie, weaving mindfulness into existing routines such as dishwashing) mindfulness is required to yield positive outcomes [17,18]. Mindfulness intervention dosage has wide variability reported anywhere from 9 to 27 hours [5], 45 minutes to 2 hours delivered over 3 to 12 sessions [19], and 4.5 to 24 hours [20]. Collective findings from systematic reviews and meta-analyses suggest small but beneficial effects of mindfulness interventions [5,19,20].

However, American families are often busy citing time and logistical barriers (costs and transportation) as reasons for attrition or nonparticipation in health-promoting activities. Both before and during the COVID-19 pandemic, families struggled to balance work and life, often feeling tired, rushed, and short on quality time with their children, friends, and hobbies [21]. In 2019, around 51% of mothers and 82% of fathers reported working full-time. In 2015, 26% of children aged <18 years lived with a single parent, and 53% to 73% of parents reported that their child participated in an extracurricular activity in the previous 12 months [21].

Brief mindfulness interventions may be a suitable alternative to more traditional mindfulness programs for populations with limited time or available resources [22]. In contrast to traditional 8- to 10-week mindfulness interventions, brief mindfulness interventions range from 3- to 5-minute guided exercises to 2-week programs [22]. Brief mindfulness interventions have also become increasingly popular with the rise of commercially available mindfulness meditation apps and other technologies [22-25]. Both commercial and research-developed mobile apps that help participants learn, practice, and monitor mindfulness activities [17,18,25,26] may increase opportunities to learn and practice mindfulness or meditation (hereinafter collectively referred to as mindfulness) across diverse audiences compared with traditional face-to-face programs [27], and successful coping strategies may be deployed in real time in real-world conditions to mitigate the deleterious effects of parenting stress [2,5,28].

A critical challenge in digital health, the law of attrition, occurs when digital health study participants drop out before completion or stop using the app [29,30]. Interventions intended to revolutionize stress regulation, including digitally supported health interventions, often fail because they are not used in real-world settings [31-35]. The main users of mental health apps are predominantly younger individuals, of high socioeconomic status, have overall positive health, and routinely engage in preventive health practices [36-39]. Families, particularly of low income, have poor adoption rates of abundant mobile health (mHealth) solutions despite high smartphone ownership and potential for scalability [32,33,38]. Poor engagement with digital health interventions may be mitigated through real-world strategies [31,40,41]. Many mHealth systems lack sufficient effort devoted to their design, development, and evaluation across diverse populations [15,31,34]. A solution-focused approach prioritizes the development of a solution to a practical problem to produce a sustainable solution [40,42].

A critical first step in supporting parental stress regulation (distal outcome) was to identify whether and under what conditions prompting parents to engage in mindfulness is beneficial. Digital prompts (eg, push notifications) are frequently used to promote engagement. Digital prompts are intended to nudge users in a particular direction without limiting the freedom of choice [43-45]. However, an overflow of notifications can be burdensome, leading users to ignore push notifications, increase user inattention, and/or exacerbate disengagement from apps [30,46]. Digital prompts are subject to a myriad of factors such as timing, frequency, sender, content, message framing, mode
of delivery, and theoretical underpinning [43-45]. Previous research on the use of digital health prompts to increase engagement with interventions among parent populations is limited [47,48]. One study conducted with parents found that the timing of prompts to support healthy lifestyle behaviors may be beneficial if delivery coincides with parents’ perceived need for support (eg, prompt to practice guided imagery sent when the parent was at home versus while driving) [47]. Parent preference for prompt timing (ie, self-selected time frame of when to receive a prompt) peaked during late afternoon and evening hours when the school or workday ended and the family transitioned to dinnertime and evening activities [47]. With regard to prompt frequency, survey data show that parents desire few notifications (ie, 2 times per week) [48], while intervention data suggest that parents favor frequent messages (eg, daily) [47,48]. As mobile apps evolve, opportunities for meaningful intervention within life patterns may be possible through various mechanisms that sense and capture streams of personal data, giving insight into contextual factors [43,44,49-51].

Just-in-time adaptive interventions (JITAIs) have potential for shaping health behavior, using various data streams to deliver prompts at the right time while minimizing user burden and habituation [52]. JITAIs rely on explicit decision rules for when to prompt users with specific intervention components [52]. However, it is uncertain when and under what conditions, interventions should be delivered to engage parents in real-time stress-regulating activities. A microrandomized trial (MRT) is an experimental design that can supplement the use of theory to guide JITAI development. An MRT allows researchers to study the proximal effects of a specific intervention component, change over time, and contextual factors that may moderate time-varying effects [52].

Therefore, before designing a comprehensive JITAI for parenting stress, we conducted a pilot MRT to explore whether it was possible to leverage digital prompts to support real-time parent engagement with stress-regulating activities guided by a commercially available mindfulness app, Headspace. We developed a novel system that, from the front end (parent perspective), leveraged digital prompts containing messages that encouraged brief (<10 minutes) mindfulness activities and were capable of launching Headspace. Parents were able to change the timing of prompt delivery to suit their individual needs through a secondary research-developed app. From the back end (researcher perspective), the system would randomize to send or not send a digital prompt during the parent-specified window. Headspace was used to teach and support mindfulness activities. While adaptability and scalability were facilitated using a commercially available app, proprietary back-end data for Headspace were not accessible by our research team (ie, what content parents accessed on Headspace). Therefore, our system was designed to passively capture relevant smartphone data (eg, when the Headspace app was open; how long the app was open; or smartphone paradata such as silent, ring, or vibrate mode). Finally, our system pushed a daily ecological momentary assessment (EMA). The EMA was used to differentiate engagement with the app versus engagement with mindfulness and to observe for potential benefits on parent mood.

**Objective**

In this study, we aim to conduct a pilot MRT to determine if it was feasible and acceptable to randomize digital prompts designed to engage parents in real-time brief mindfulness activities guided by a commercially available app (Headspace).

**Methods**

**Trial Design**

We conducted a 30-day feasibility and acceptability study whereby participants were microrandomized [53] once daily with equal probability to either receive or not receive a prompt recommending engagement in a commercially available mindfulness app (Figure 1). Microrandomizations took place within a time window that each participant prespecified as convenient to receive the prompt. Specifically, during the onboarding session, participants were asked to specify a 3-hour window during the day to receive a prompt encouraging them to practice mindfulness. On the basis of our prior work [47], a 3-hour window was thought to be broad enough but not so restrictive to capture windows of family routines (eg, morning before work or school, work or school lunch or breaks, after work or school dinner, evening activities, or bedtime routines). The time frame can be updated at any point by the user. If a prompt was sent, the participant could either tap the prompt and launch a mindfulness app or dismiss the prompt. Prompt messages were neutral in tone and picked at random from a library developed for the study (eg, “Take your mind to your calm place”; “Use mindfulness to develop your mental toughness”; “10 minutes for yourself can make a huge difference”; and “Give yourself time to recharge”). In the 24 hours following randomization, proximal outcomes of engagement in mindfulness exercises and affect were self-reported via daily EMAs and passively assessed via the smartphone.
Procedure and Ethics Approval

From November 2018 to February 2019, participants were recruited from web-based or social media announcements, word of mouth, and targeted community and workplace recruitment (e.g., email notifications via listservs). Announcements included information regarding the study, contact information, and a link to a 3-item eligibility screening survey. Owing to technical aspects of the platform, participant inclusion criteria were as follows: (1) self-identified parent with child or children (aged up to 18 years) at home and (2) an Android smartphone user. The exclusion criterion was non–English-speaking participants. Upon meeting the inclusion criteria, participants provided written informed consent and were enrolled in the study. The setting was the real-world, everyday lives of the participants. Given the formative nature of the proposed work, a convenience sample was used. In appreciation of participant time and feedback, parents were compensated commensurate with participation. Parents were provided compensation for baseline survey completion (US $5), onboarding (US $5), EMA (up to US $15), exit survey (US $5), and a 1-month Headspace Plus paid subscription (valued at approximately US $13). The lead institution was the Ohio State Behavioral and Social Sciences Institutional Review Board (IRB) with ethical approval from the Ohio State University Office of Responsible Research Practices (IRB #2017B0550).

After obtaining informed consent and completing baseline surveys, participants were provided with onboarding instructions. As part of feasibility testing and formative evaluation, participants were asked to install 3 mobile apps necessary to conduct the research (Figure 2). Two research-developed apps (Beehive and App Logger) were made available to participants through a provided link, while one app (Headspace) was commercially available for download through the Google Play Store. It is worth noting that the research team submitted a request for collaboration with Headspace but owing to timing and resource limitations, the Headspace Health Partnership team was unable to accept our request. However, the principal investigator (PI) communicated with a member of the Headspace team to discuss logistical questions related to onboarding participants. Upon study completion, participants were asked to complete exit surveys and uninstall the research-affiliated apps. Given the commercial availability of Headspace, this app could be continued at the user’s discretion.

Figure 1. Trial design.

Figure 2. Research apps Beehive, HeadspaceTM, and App Logger.
Mobile Apps

Beehive

Beehive is a research-developed app that participants installed to guide the delivery of study prompts [54] and the EMA questions. Participants used Beehive to indicate daily wake and bedtime schedules and allowed participants to select the preferred timing for the digital prompts. Specifically, participants were instructed to use the Beehive app to select a 3-hour window to potentially receive intervention prompts encouraging them to practice mindfulness. Parents were informed that they could update the 3-hour window through the Beehive app at any point during the study. The Beehive app also delivered the EMA question at the end of the day and at least one hour before the specified bedtime of each participant.

Headspace App

Prior research has leveraged commercially available tools to support stress regulation and optimize digital health interventions [26,44,55]. We selected Headspace, a commercially available mobile app that includes a wide collection of mindfulness exercises that vary in terms of length and topic [56]. In a review of mindfulness-based iPhone apps and using the Mobile Application Rating Scale [55] to determine app quality, Mani et al [24] found Headspace to have the highest average score. Participants were provided with a code that gave them access to the full Headspace library and were asked to use the app over the course of 1 month. Headspace includes push notifications that participants were asked to disable during the study.

App Logger

App Logger is a research-developed app used to facilitate data collection. It is an unobtrusive mobile app for Android devices that passively records and timestamps smartphone paradata [54]. App Logger was used in prior studies to objectively measure app usage but not content [54,57]. It was used to passively capture smartphone paradata, such as when an app was launched, duration of use (removed from the foreground), and smartphone mode (eg, locked or unlocked). In lieu of a partnership with Headspace, App Logger was used to passively collect relevant smartphone paradata and contribute to a holistic view of engagement.

Measures

Feasibility and Acceptability

Feasibility and acceptability were assessed via participant enrollment and retention rates, satisfaction and acceptability ratings (a benchmark of ≥90%), estimates of use, self-reported engagement with mindfulness exercises (via EMA) and objective engagement with the app (ie, passively collected app usage, patterns, and trends over time), reactions to the intervention, factors affecting implementation ease or difficulty, and the ability of participants to carry out study activities [58]. A research log was used to document the proportion of eligible parents, relative to those who enrolled and subsequently those who enrolled compared with actual attendance. These data were used to inform whether we were able to recruit our target population. We determined whether randomization was feasible by monitoring software performance and was acceptable by monitoring for aberrant data. Retention rates and reasons for nonparticipation were obtained when possible. A database of prompts sent, date, and timestamps was maintained. Additional smartphone paradata, information regarding smartphone use, were assessed using the App Logger app. App Logger passively records when a prompt is delivered, time from delivery to launching the Headspace app, and duration the Headspace app is open (not content). In addition, App Logger can detect the smartphone mode and setting (eg, on or off or silent, vibrate, or ring mode). We have reported on all study outcomes to determine the extent and likelihood that the intervention was implemented as planned.

Baseline Survey

The baseline survey collected basic demographic information and previous experiences with mindfulness. In addition, we assessed for the personality factor, neuroticism, using the neuroticism subscale of the Big Five Personality Inventory [59,60]. Neuroticism is an indicator of emotional stability, with higher scores suggesting a higher likelihood of vulnerability to stress, anxiety, and nonspecific mental distress [61-63]. The neuroticism subscale consists of 8 items rated on a 5-point scale where 1=disagree, 3=neutral, and 5=agree. To assess depression, anxiety, and stress, we used the Depression Anxiety Stress Scale 21-item (DASS-21) [64]. The DASS-21 has been successfully used in a variety of clinical and nonclinical settings, including parent populations [65-67]. Participants answered each item based on how it applied to them in the past week. Responses ranged from 0=did not apply to me at all to 3=applied to me most of the time. The DASS-21 cutoff values indicate levels such as normal, mild, moderate, severe, and extremely severe within each state; that is, depression, anxiety, or stress.

Ecological Momentary Assessments

Nightly EMAs were scheduled for delivery within 1 hour of participant-indicated bedtimes. We used the Photographic Affect Meter (PAM [68]) to measure the daily affective state. The PAM typically takes users less than a minute to complete, asking users to choose from a grid of 16 photographs arranged in a 4 × 4 grid that most represents their current state. Each image was mapped to the established valence and arousal states. Participants were asked to “touch the photo that best captures how you feel right now.” The output of this selection is a positive or negative affect value, which has been validated in multiple trials and shown to be an effective alternative to longer-form surveys [68,69].

Self-reported engagement in mindfulness exercises was measured by asking participants whether they had performed a mindfulness activity. Response options were “Yes, I used the app,” “Yes, I practiced on my own,” or “No.” These options were provided to ascertain how participants engaged in mindfulness exercises, with versus without the app.

End-of-Study Survey

A 14-item survey consisting of both open- and close-ended questions was used to elicit participants’ overall thoughts about the study, prompt-specific feedback, and Headspace-specific feedback (ie, prompt delivery, prompt content, and Headspace...
Survey questions were about general perceived ease of use, usefulness, and satisfaction based on input from prior work with parent populations [47,48], usability [70], and expert recommendations for feasibility and acceptability studies [58,71].

Examples of yes or no questions included the following: (1) Was it easy to get set up and started? (2) Did you dismiss any notifications? (3) Did you find the overall program useful in managing your stress? (4) Would you recommend the program to other parents? Prompt-specific questions included questions such as the following: (1) Was the number of messages sent (frequency) too much, too little, or just right? (2) Was the time when the prompt was delivered helpful, not helpful, or just right? (3) Did you like the wording of the messages: yes or no? (4) Did your feelings toward the notifications change the longer you were in the study? (5) Was there anything that we could have done better? Headspace-specific questions included the following: (1) Did you find the Headspace activities helpful in managing your stress? (2) Did you like the graphics and characters used in Headspace? (3) Can you list one Headspace activity that you liked most and least? (4) Do you think it would be helpful for your kids to use Headspace to learn mindfulness?

**Data Evaluation**

Feasibility and acceptability were assessed via participant enrollment and retention rates, satisfaction, factors affecting implementation ease and difficulty, patterns of use, and ability of participants to carry out study activities [58]. The proximal outcome, engagement with a mindfulness activity, was assessed in the 24 hours following randomization (when the system would randomize to send or not send a prompt). Engagement in a mindfulness activity was operationalized to disentangle engagement with the app (eg, simply opening the Headspace app) versus engagement with a mindfulness activity (eg, deep breathing with the app or deep breathing on my own without the app). Engagement in any mindfulness activity was assessed along with the affective state (transient emotions) from daily EMAs.

Quantitative data were analyzed descriptively. Benchmarks for recruitment and enrollment efforts were set at ≥50 participants screened and 20 participants enrolled (most studies had a sample of <50 participants; nearly one-third—ie, 6/2, 30%—of studies had a sample of <20 participants) based on a systematic review of similar research [20] and given the pilot nature of the proposed work. Additional indicators of recruitment success were if ≥24% of the enrolled participants represented racial or ethnic minorities [20]. Owing to limited supporting evidence, we also reported on frequencies of participation from low-income families and fathers (compared with mothers) to help fill the gaps in knowledge. We anticipated 100% success on onboarding and aimed for <20% attrition during the 30-day intervention implementation. We report on response rates to EMAs as we have done in our prior work, with a benchmark for success calculated at 60% or higher (response rate 49% for 35 days [47] and 61% for 30 days [72]).

Qualitative data from free-response questions was narratively summarized by 2 coders representing 2 different disciplines. The study PI (LM) served as the lead coder based on the population and subject matter expertise. The second coder (MS) provided topical expertise on the subject and helped to verify the findings against actual data. Any areas of concern were discussed. The process began with an initial reading of the data before coding. Multiple readings of free-response data were performed to identify key words or phrases. Passages coded similarly were grouped into themes to provide a more comprehensive view of the data.

**Results**

**Sample**

Over the course of 4 months, we screened 83 parents who expressed interest in the research. Approximately 42% (35/83) of the parents were excluded before conducting the research, mainly because they were not Android users. Of the 48 eligible patients, 16 (33%) parents were enrolled. Figure 3, the CONSORT diagram, depicts enrollment, participation, and analysis. Most of our sample identified as White and female and were aged between 35 and 44 years. All participants used Android devices as their primary mobile smartphone, with Samsung being the predominantly reported brand (6/10, 60%). At baseline, the sample average score for neuroticism was moderate (approximately 26 out of 40), suggesting a sample not particularly calm nor prone to emotional instability. Similarly, assessments of depression, anxiety, and stress were largely within normal ranges. Although most of the participants reported practicing stress management (13/16, 81%), fewer reported using mindfulness (6/16, 38%) or the Headspace app (1/16, 6%). Table S1 in Multimedia Appendix 1 shows the sample characteristics.
Feasibility

Recruitment and enrollment were conducted on a rolling basis, but intervention implementation was grouped into waves to prevent overlap with the winter holiday season and to meet logistical needs associated with deploying Headspace bulk subscriptions. As such, most participants were screened and enrolled during the busy winter holiday season (November-December: 12/16, 75%), while efforts slowed after the New Year (January-February: 4/16, 25%). In addition, 12% (2/16) were fathers, 12% (2/16) reported receiving medical assistance, and 6% (1/16) represented a racial or ethnic minority. We were able to meet our recruitment goal but were shy of our enrollment goal and unable to meet our goal to have ≥24% of racial or ethnic minority participation. Enrollment was further aggravated with reductions in sample size occurring during the onboarding process.

Collectively, 50% (8/16) of parents reported technical difficulties during the onboarding process, but 25% (2/8) were able to overcome these barriers after speaking with a member of the research team. In wave 1, 33% (4/12) of participants were lost during onboarding, and in wave 2, a total of 50% (2/4) of participants were lost during onboarding. Logistical challenges during onboarding can be broadly categorized into two categories: (1) integrating a commercial app into research and (2) using research-developed apps in real-world settings. First, it was necessary for the PI to collaborate with the Headspace team to navigate the logistics of how to purchase and transfer separate Headspace subscriptions to each participant. At the time, Headspace allowed for bulk subscription purchases, akin to a corporate account, but required at least 30 subscriptions to be purchased at once. Furthermore, bulk subscriptions had to be activated on the same day, which was counter to the rolling recruitment research protocol. This was solved in 2 ways. We arranged a small cohort of participants to start the study on the same day using a promo code associated with a bulk subscription. In addition, we provided individual Headspace gift subscriptions to participants via rolling recruitment. Both

![Figure 3. CONSORT (Consolidated Standards of Reporting Trials) diagram.](https://formative.jmir.org/2022/3/e30606)
strategies allowed parents to download the Headspace app from the Google Play Store and enter a promo code to unlock the premium version of Headspace. Most parents were familiar with the Google Play Store and located the Headspace app for download. In total, 3 of 16 (19%) parents reported that the Headspace promo code did not work when they were onboarding. During these scenarios, the PI helped troubleshoot to resolve the issue. The second challenge was the implementation of the 2 research apps, both available via GitHub. Participants were provided with a direct link to download the research apps. Although the research apps allowed the research team to have greater control, some smartphones triggered a warning during installation. Such warnings may be standard on some Android devices when an app is downloaded from a location other than the Google Play Store. However, parents reported being unfamiliar with downloading apps from outside the Google Play Store:

_I can’t download apps from an outside source that isn’t Google Play. Unfortunately it looks like I won’t be able to participate in the study._ [P5]

Similarly, parents voiced concerns regarding privacy and smartphone access, although they were informed that the content was not being monitored:

_I’m fine with it tracking Headspace usage, but I’m a bit concerned if it’s monitoring all my app, location, calls or/and keyboard usage. [P7]

_It’s like asking someone to put a chair in your living room, even more so it’s like asking someone to move in, especially when they are requesting access on your phone._ [P4]

Ultimately, 63% (10/16) of the enrolled parents on-boarded to the 30-day intervention phase of the study. However, incoming data streams from App Logger were interrupted for 2 of 10 (20%) participants. We were unable to ascertain with certainty whether these interruptions were due to system issues or whether these participants chose to alter or revoke App Logger permissions. Thus, 8 of 10 (80%) parents fully completed the intervention phase and provided the following insights. An average of 10 (SD 5.44) prompts per participant was delivered over the 30 days relative to intended on-average 15 prompts (ie, 50% chance of receiving a prompt x 30 days in the study). Prompt messaging may be found in Multimedia Appendix 2. Across the 8 parents, smartphones were set to the normal ring mode 46% of the time when a prompt was sent (44 observed instances where the smartphone was set to the normal ring mode/95 prompts sent). The average time from prompt delivery to action (eg, either launch Headspace or dismiss notifications) was 185 (SD 303) minutes. A reliable reference point for nonprompt to action was not available; therefore, a comparison analysis was not possible. Figure 4 shows the hour of day (from 0 to 24 hours, after midnight) when a participant opened the Headspace app. The x-axis separates participants, shows the mean as the point, and shows the 95% CI around the mean as error bars. From the 95% CIs, we see visually that the variability in the time of day of opening Headspace differed, with some individuals using Headspace at a more consistent time of day than others.

Proportionally, most prompts were dismissed if the smartphone was in the silent mode (Table 1). The response rate to EMA surveys was 72.4% (ie, 165 EMA responses/228 EMAs pushed).

**Figure 4.** Distribution of hour of day (from 0 to 24, after midnight) when a participant opened the Headspace app.

<table>
<thead>
<tr>
<th>Ringer mode</th>
<th>Value (n=82), n (%)</th>
<th>Was the prompt dismissed?(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>39 (48)</td>
<td>22 (56)</td>
</tr>
<tr>
<td>Silent</td>
<td>12 (15)</td>
<td>9 (75)</td>
</tr>
<tr>
<td>Vibrate</td>
<td>31 (38)</td>
<td>18 (58)</td>
</tr>
</tbody>
</table>

\(^a\)The “Value” column was used as the denominator.
Engagement

Engagement With the Headspace App

Over 30 days and across the 8 participants, we counted 298 engagements with the Headspace app from passively collected smartphone data. We noted higher self-reported engagement with the app on days when a prompt was sent (31/62, 50% of days) compared with days without a prompt (33/103, 32% of days). Across the study, most participants (7/8, 87%) in the study self-reported higher engagement with the app on days with prompts. Engagement with the app was also found to be longer on days with the prompt (mean 566, SD 378 seconds) than on days without a prompt (mean 225, SD 276 seconds). Across the 8 participants, we observed that most engagements with the Headspace app occurred during the first week of the study but subsequently tapered down by week 4. Figure 5 highlights the total duration of engagement with the app by week in the study across the entire sample. The high error bars in weeks 1 and 2 suggest a larger variation in individual use during the first 2 weeks compared with the last 2 weeks.

Figure 5. Total duration of participant engagement with app by week in study across all participants (n=8). Points represent the mean value, and error bars around each point represent a 95% CI around the mean.

![Figure 5](image)

The median (IQR) number of engagements with the app per user was 19 (10-55). The median (IQR) duration of each log-in was 45 (15-110) seconds. We discovered 25 discrepancies between reported (yes or no) and observed (yes or no) app usage, where parent-reported data from EMAs indicated app usage, yet we found no recorded Headspace app use on passively recorded data. On exit surveys, 50% (5/10) of parents reported using the app for an average of 5 to 10 minutes per day, and 40% (4/10) reported using the app 1 to 3 days per week.

Self-reported Engagement With Mindfulness Exercises (Based on Daily EMAs)

On the basis of when prompts were sent, we observed a multimodal distribution for the time of day when the prompt was sent, most often during the morning hours, peaking between 9 AM and 10 AM (Figure 6). Proportionally, parent-reported engagement in a mindfulness activity (Table 2) was descriptively similar on days when a prompt was not sent (65/103, 63%) compared with that on days when a prompt was sent (40/62, 65%).

Collectively, parents reported using the Headspace app for mindfulness activity (64/105, 61%) more than engaging in mindfulness activities without the app (41/105, 39%; Table 2). We observed a change over time. During weeks 1 and 2, parents reported using the Headspace app to support mindfulness activities. However, in weeks 3 and 4, mindfulness activities without the app increased (Figure 7).

Figure 6. Hours from midnight prompts were sent based on the parent-selected time frame. Each bar represents a single hour of the day, and the height of the bars represents the total number of push notifications sent at that specific hour across all participants in the study.

![Figure 6](image)
Table 2. Self-reported engagement with any mindfulness activity across all users (n=8).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>No prompt</th>
<th>Prompt</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ecological momentary assessments collected, n (%)</td>
<td>103 (62.4)</td>
<td>62 (37.6)</td>
<td>165 (100)</td>
</tr>
<tr>
<td>Engagements with any mindfulness behavior (with or without the app) indicated by parent report, n (%)</td>
<td>65 (63.1)</td>
<td>40 (65)</td>
<td>105 (100)</td>
</tr>
<tr>
<td>Engagements with mindfulness activity using the Headspace app indicated by parent report, n (%)</td>
<td>33 (32)</td>
<td>31 (50)</td>
<td>64 (100)</td>
</tr>
</tbody>
</table>

Figure 7. Self-reported engagement with a mindfulness activity by week in study (n=8). Points represent the average number of ecological momentary assessment (EMA) responses within a week across participants, and error bars represent a 95% CI around the mean value. Each trajectory represents a specific type of EMA response (eg, “Mindfulness without Headspace”) as indicated in the legend.

Emotional State or Affect

Across the 8 participants, the top three emotional states captured from the PAM responses were tired, satisfied, and sleepy. We did not observe any patterns or trends in emotional state over the course of the study, nor did we observe any trends between affect and engagement.

Acceptability

Acceptability and parent satisfaction were determined from free-response text on baseline and exit surveys, as well as from communication with parents (eg, during onboarding). Although 2 participants were affected by technology errors impacting EMA collection, they were included in exit surveys (n=10) as their experience could provide additional insight into outcomes. Overall, only 70% (7/10) found the program useful in managing stress, which is below our satisfaction benchmark of 90%. However, 90% (9/10) found the research helpful and would also recommend the program and Headspace app to a friend.

Specifically, most participants liked the wording of the message prompt (9/10, 90%) yet reported dismissing the prompt at some point over the course of the study (8/10, 80%). When specifically asked about the exit survey, 50% (5/10) indicated that the messages could have been more caring (eg, “We care about your health, take a min to manage your stress”) or humorous (“funnier”), but not authoritative (“do this now” type of message; 1/10, 10%). The majority (7/10, 70%) did not believe a visual within the prompt (eg, emoji or meme) would be helpful. Participants most often viewed prompts as reminders (9/10, 90%), while some participants (4/10, 40%) reported that prompts became “more annoying the longer I was in the study.” Just over half of the participants reported that both the timing and frequency of prompts were helpful (6/10, 60%). However, responses to open-ended questions highlighted the competing demands for parent attention in the moment:

- *I got a notification while I was out running errands.* [P9]
- *It felt like one more to-do on a long list of to-dos. I occasionally wanted to do mindfulness out and about while waiting for something, but I couldn’t download them for offline use.* [P3]
- *Messages that were trying to be nice felt very tone deaf when circumstances conflicted with them, ie “the stressful part of your day is done” popping up on my phone as my baby is screaming.* [P4]
- *I had tons of other notifications and I would just delete them all at the same time.* [P7]

All participants (10/10, 100%) reported that the Headspace app was easy to use. While the majority (9/10, 90%) liked the minimalistic and cuteness of the graphics, 1 parent expressed a strong dislike of the narrator’s voice:

- *They’re simple and kind of cute.* [P10]
- *They were fun and pretty generic, kind of cute.* [P7]
- *The voice of the narrator. Not relaxing to be told what to do by a white dude.* [P8]

None of the activities emerged as most or least liked. Half of the participants were aware that Headspace had activities for children. While 40% (4/10) thought that using the app would
help their child with stress management, only 1 (10%) parent tried the app with their 3-year-old child and reported that it was not a good experience. At the end of the study, 50% (5/10) reported decreases in stress, 40% (4/10) reported no change in stress levels, and 10% (1/10) reported an increase in stress levels:

At the end of the study, I found out I can do mindfulness exercises on my own without the app.

The app taught me some tricks which I use a lot. [P10]

**Discussion**

**Principal Findings**

We conducted a feasibility and acceptability study to begin to better understand when, how, and under what conditions a digital health intervention could support parental stress management in real time. The findings of this research demonstrate several areas for refinement before conducting a full-scale efficacy trial. First, in contrast to traditional mindfulness intervention recruitment efforts through mental health centers or community or school settings [20], we were able to meet our screening benchmark solely through efforts taken on the web and word of mouth, which did not include paid web-based advertisements (eg, Facebook advertisements). However, we lost nearly 67% (32/48) of eligible participants during enrollment, just shy of our enrollment benchmark (n=16; the benchmark was 20). This conversion rate is consistent with in-person, family-based health promotion programs, despite our intervention being offered without in-person or telehealth meetings. Parent interest in practical solutions for stress management was reaffirmed by the number of participants screened and eligible. However, subpar enrollment and onboarding (n=10; the benchmark was 16 or 100%) rates highlighted competing demands for parent attention, the need for simplicity in everyday solutions, and the ability to integrate into family routines. For those who completed onboarding, the 30-day intervention delivery was viewed as a success, based on 8 of 10 (80%) participants completing the intervention as intended (the benchmark was 80%) and the 72% EMA response rate (the benchmark was 60%). However, it is important to note that this subset may reflect parents who were highly motivated and technically savvy and may not be generalizable to a larger sample. Furthermore, our sample was predominantly mothers, similar to prior evidence [20], and lacked racial or ethnic diversity (the benchmark was 24%). Recruitment efforts may be strengthened by diversifying recruitment strategies to include both free and paid web-based advertisements, as well as traditional partnerships with the community, schools, and clinics.

Another limitation of the feasibility trial was technology acceptance. Familiarity with the Google Play Store and Headspace brand recognition facilitated onboarding and were viewed as helpful among this sample of parents. While leveraging commercial brands and academic-industry partnerships in research may be beneficial, it is not always possible. Owing to other overwhelming requests for partnership, Headspace was unable to commit to a formal partnership at the time of our request. The formative nature of the proposed work, limited research budget (eg, startup funds), and timing (desire to align the project implementation with the school calendar when family routines are more stable) likely limited any additional opportunities for partnership. Therefore, we used research-developed apps to capture smartphone paradata that would otherwise be proprietary to gain insight into real-world settings. In addition to passively capturing when and for how long the Headspace app was open, App Logger provided objective smartphone paradata that may have been otherwise overlooked, such as if a smartphone was set to silent when a prompt was delivered. However, technology acceptance of research-developed apps was impacted by concerns about privacy and familiarity, similar to other research [73,74]. The most notable challenge during onboarding was downloading an app from outside the Google Play Store (eg, GitHub). Unfamiliarity with installing apps from a source other than the Google Play Store contributed to inquiries from 50% (8/16) of the enrolled parents. Reliance on only Android devices is a common limitation of many mobile health studies that use open science research-developed apps. The Android operating system allows third-party apps to sample from more sensors and system smartphone logs than apps running on the Apple operating system. Efficient and cost-effective solutions in cross-platform mobile development are needed by industry (eg, Google and Apple) to help streamline resources available to researchers [75,76]. Conversely, in lieu of familiarity or brand recognition, family health researchers need to identify strategies for data collection that reduce participant burden (eg, passive data collection) but are viewed as acceptable.

Owing to variability in the literature, no benchmarks have been established for prompt verbiage, timing, or frequency. We deemed prompt wording acceptable in this population (9/10, 90%). However, both prompt frequency and timing were deemed unacceptable owing to subpar ratings (6/10, 60%), despite parents having control over prompt timing and prompt frequency subject to randomization. In exit surveys, most parents indicated that the prompts came at inconvenient times and were often viewed as reminders. Most dismissed the prompt at least once over 30 days (8/10, 80%). If a prompt was dismissed, most parents reported that it was because they were too busy. Only 1 of 10 (10%) parents reported that the study prompt was one of the tons of other notifications and would just delete them all. We found a lag of approximately 185 minutes from prompt delivery to action (eg, either launch Headspace app or dismiss notifications), which is congruent with other studies that found a delay of approximately 163 minutes between notification and action [51]. We observed the time-of-day variability for when the Headspace app was opened, noting that some participants tended to use the Headspace app around the same time each day, more so than others. However, there was insufficient data to investigate whether participants habituated to using the Headspace app during a particular time or in response to a prompt. This hypothesis is worth investigating in future trials to further inform habit formation. The literature is mixed on whether it is beneficial to give participants control over when a prompt is delivered. Prior research shows that both user-designated times to receive a prompt and giving the user control of prompt timing failed to enhance the use of a smartphone stress management app [77]. Intelligent prompts guided by sensor-driven machine learning algorithms that adapt...
to the user’s context may be beneficial for increasing user engagement [77–79]. It has also been suggested that tools to unobtrusively gauge and manage day-to-day stress may be improved by considering contextual information [34,40,80]. However, other research has shown that after 20 days of receiving machine learning suggestions, participants favored self-selecting their intervention, potentially seeking novelty after the algorithm became too locked in or limited in offerings [78]. However, little has been done to understand the nuanced context of everyday family life. We found that while most parents reported using a calendar to facilitate work and family schedules, family calendars captured the exceptions to everyday family routines (eg, appointments or practice) but did not account for daily family activities such as dinnertime, laundry, homework, crying babies, etc. A needs assessment conducted with a larger, more diverse sample and within the context of everyday family life may help to not only determine opportunities for stress support but may also help to identify how much support is needed based on stress severity.

Across all participants, we observed collectively higher engagement with the app on days when a prompt was sent and for a longer duration compared with days in which a prompt was not sent. However, engagement with apps decreased over time. This parallels other research suggesting that prompts impact near-time engagement with the app [30,77] but are not sustained over time [29,43,77,78]. We did not observe a descriptively higher engagement with any mindfulness activity on days when a prompt was sent. We observed more instances in which mindfulness activities were supported by the app versus without the app. Unfortunately, the Beehive app was only able to timestamp when a prompt was sent and unable to capture and record participant-indicated time frames for when to receive the prompt. On the basis of when prompts were sent, we observed peaks during the late morning and night hours. These findings are consistent with findings from a recent review of objective user engagement with 93 mental health apps [81]. Baumel et al [81] found that mindfulness apps were among the most used, with patterns of use exhibiting two peaks, in the morning (7 AM–9 AM) and at night (10 PM–midnight). We also observed that engagement with Headspace was higher in weeks 1 and 2 than in weeks 3 and 4. By weeks 3 and 4, we observed a potential trade-off, where trends in both self-reported and passively collected data indicated a decrease in app usage, while parent-reported mindfulness without the app increased. These findings suggest that mHealth interventions may help parents to learn or practice stress-regulating skills, to be further practiced or applied independent of the app.

In this study, we objectively observed app usage and self-reported interactions with the Headspace app. Most observed interactions with Headspace were ≤60 seconds in duration, while self-reported interactions averaged 5 to 10 minutes per day. This apparent discrepancy between the observed and reported values may reflect a few different scenarios. Unfortunately, a third EMA option to report using both strategies (mindfulness with the app and on their own) was overlooked during development, which may have contributed to some of the discrepancies. Findings may show a response bias, in which parents responded in a manner perceived as desirable. Alternatively, the discrepancy may reflect parents’ perceived time actually spent engaging with the app, such as on days when a prompt was sent. Finally, the prompts were capable of launching the Headspace app. Observations may reflect instances where parents intended to dismiss the prompt but accidentally launched and then closed the app. However, this finding is not necessarily a discrepancy and might reflect the self-reported aggregation of interim engagements throughout the day.

The findings suggest that parents may benefit from flexible interventions, allowing freedom to learn the necessary skills and practice or apply them during more resource-limited times. This is further supported by our findings that although app usage decreased over time, the use of learned skills increased over time. On the basis of this observation, disengagement with the app is not necessarily a negative finding. As suggested in the literature, sufficient versus sustained engagement may be a more useful gauge of engagement [34,41]. More research is needed to understand how much exposure to intervention content is necessary to support stress regulation. Despite the brief duration of app engagement, parents in this study reported that Headspace was easy to use and helpful in managing stress. Although the evidence favors a reduction in negative affect following a mindfulness intervention [22,82,83], we did not observe any patterns or trends. In a pilot study by Champion et al [26], participants who used Headspace showed improvements in self-reported life satisfaction, resilience, and perceived stress after 10 days, with medium to large effect sizes found in self-reported life satisfaction, resilience, and perceived stress after 30 days of use. However, participants in that study reported engaging with the app for at least 10 minutes per session and averaged 6.2 days use out of the first 10 days [26]. Other mHealth stress research examined the effects of microinterventions (eg, using a text prompt that instructs the user what to do along with a link to support the skill) [78]. They found benefits for interventions lasting >60 seconds, but those benefits diminished with usage time greater than approximately 200 seconds [78]. Morrison et al [77] found the average participant log-in to a smartphone stress app to be 4 minutes (240 seconds). They concluded that the timing and frequency of push notifications may increase the exposure to intervention content, but not necessarily use [77]. Prior research suggests that a few days of quick log-ins may be sufficient to enable users to learn new skills to practice without continued guidance from the app [41,47,77]. Breathing exercise apps have one of the lowest 30-day retention rates relative to apps that incorporate mindfulness, trackers, and peer support [81]. However, mindfulness apps often design guided meditations for repeated use [81]. Headspace activities favored by parents in this study focused on breathing, tips on how to make mindfulness a part of their day, and restlessness and sleep. Another strategy to consider in future work is to use a stealth health approach, where the intervention is woven into existing routines and the target (eg, stress management) is a side effect but not a primary motivator for participation [47,84].

**Limitations and Future Directions**

This was a pilot MRT feasibility study designed to address the following question: *Can it work?* [58] Despite a myriad of
recruitment strategies, it was challenging to recruit parents. Participants self-identified as parents who experienced stress and were interested in learning more about how mindfulness might help manage stress. Parenting stress, as evidenced during the pandemic, comes with unique challenges that differentiate this population from the general public. Our sample was predominantly White and female. This is similar to data on the characteristics of paid subscribers to the Calm app, another consumer-based mindfulness app [27]. Calm app users are also predominantly female (8778/10,981, 79.94%). It was difficult to recruit men or fathers compared with women or mothers and diverse populations, which is similar to several other family-based studies [47, 85, 86]. However, we strongly recommend conducting a needs assessment among diverse groups in future research efforts to include fathers, low-income populations, and racial or ethnic minorities who are often underrepresented in this literature. Finally, more research is warranted among pediatric populations, given the interrelated health between the parent and child. We found that parents did not use or find the Headspace kid pack useful. This differs from recent findings among a sample of parents who use the Calm app [87]. Just over half of the parents who use Calm (1537/2944, 52.21%) reported that older children used Calm to reduce stress, whereas younger children used Calm to improve sleep. A recent review of preventive digital mental health interventions for children and young people (n=21 interventions) found a need for more (1) research among children aged ≤10 years, (2) co-design processes with children, and (3) research among children from vulnerable and underserved backgrounds [88].

Conclusions

Preliminary findings suggest that parents are receptive to using mindfulness apps to support stress management, and prompts are likely to increase engagement with the app. However, we identified several implementation challenges in the current trial, specifically the need to optimize prompt timing and frequency as a strategy to engage users in preventive digital health. Commercially available mindfulness apps appear acceptable among this sample of parents and may provide an opportunity to expose parents to mindfulness skills that may be later practiced without the app. More research is warranted to understand how much time is necessary to spend using a stress management app for parents to learn the necessary skills and translate those skills into everyday life. As the field of mHealth evolves, strategies to engage users in preventive digital mental health interventions must also evolve to increase the likelihood of intervention success.
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Abstract

Background: In Egypt, the shortage of mental health services, particularly for adolescents and young adults, is apparent. Electronic mental health (EMH) has been proposed as a solution to bridge the gap and better address the needs of young people. However, EMH is new to Egypt and its acceptability among target populations is crucial to its implementation and success.

Objective: The objective of this study is to explore the interest of Egyptian youth in EMH, identify perceived barriers to EMH, and inform the design of EMH tools to best address the needs of youth.

Methods: A web-based cross-sectional survey was distributed among medical students at Tanta University in Egypt. Chi-square and one-way analysis of variance tests were performed for inferential analyses using a significance level of .05.

Results: Of the 707 individuals who completed the survey (90.9% response rate), 60.5% (428) were female, 62% (438) lived in urban and suburban areas, and the mean age of the sample was 20.5 (SD 1.8) years. The vast majority of participants (522/707, 73.8%) had already used the internet to find information about mental health problems, but the information was unsatisfactory for about half of them (386/707, 54.6%). Almost all students reported that they would prefer web-based therapy if EMH were available through a trustworthy national web-based platform for youth mental health (601/707, 85%). Students believed that emotional difficulties, social support, and coping strategies were the main topics that EMH should help with. The most common perceived barriers for EMH use in Egypt were concerns about privacy (382/707, 54%) and a lack of technology literacy and unfamiliarity with EMH (352/707, 50%).

Conclusions: EMH is a promising strategy for addressing gaps in the mental health care for young people. To construct and implement a digital system of care that addresses the unique needs and preferences of youth, adolescents and young adults should be involved in the co-development and design.

(JMIR Form Res 2022;6(3):e31727) doi:10.2196/31727
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Introduction

Globally, mental illness is the most common health problem among postsecondary students [1]. Moreover, without access to appropriate treatment services, mental health problems often worsen throughout an individual’s adult life [2]. It is well established that mental health services are extremely scarce in low- and middle-income countries, estimated to be 200 times lower than that in high-income countries [3]. Youth in low-income countries who struggle with mental illness therefore...
represent a particularly vulnerable population [1,4]. The aim of this study is to explore electronic mental health (EMH) as a promising strategy to address gaps in the mental health care of young people in the low-income world, by specifically interacting and engaging with students in Egypt.

Though half of the Egyptian population is under the age of 25 years, health care structures are not well equipped to handle mental illness in youth [5]. In a national study of 13,000 high school students in 3 different regions of Egypt, 20%-30% of students had mental health problems, with similar rates reported in several other studies [6]. In Egyptian universities, the prevalence of mental illness is even higher, with up to 37% of undergraduate students fulfilling the criteria for moderate depression [7]. However, there are only 1.44 psychiatrists and 0.11 psychologists per 100,000 people in Egypt [8], and the shortage of mental health services is particularly apparent for youth [5]. Within the government’s mental health workforce, only roughly 3% work in child and adolescent services [9]. Moreover, only around 1% of health care professionals who work in schools are trained in mental health [8].

To provide care, improve access, and build capacity, web-based resources have become increasingly necessary tools, especially during the COVID-19 pandemic [10,11]. EMH interventions have proven effective in providing mental health services to different vulnerable youth populations and have been increasingly used across the world [12]. EMH domains include web-based resources for mental health, such as information, risk assessments, professional and peer counselling, group therapy, cognitive behavioral therapy, and telepsychiatry, that address the plethora of mental illness comorbidities. Implementation of these tools is an iterative process that includes co-development for specific youth populations. Successful EMH platforms for youth mental health services have been developed in different jurisdictions, including Australia, Ireland, and the United Kingdom, with varying designs and methods [12,13]. Such technology-based interventions are also more accessible and cost-effective [14]. According to recent evidence, many Arabs would rather use EMH services than visit a mental health provider, which would help them overcome some preexisting barriers such as stigma, cost, and physical distance [15]. Interestingly, the use of EMH in conjunction with medication-assisted treatment has proven more effective than standalone treatment for substance use disorders in youth [16]. A major strength of web-based interventions is the ability to provide youth with a continuum of care, starting from early diagnosis to continued peer and professional support [17].

EMH is especially relevant to the Egyptian health care system given the high burden of mental health problems, low access to available resources, and high internet accessibility and mobile phone ownership [18]. Existing studies have investigated the implementation and use of platforms such as electronic medical records in Egypt, but no studies have evaluated how youth perceive these technologies [19]. Psychiatrists in Egypt have agreed that EMH could be the solution to building necessary capacity for youth mental health care, especially given the scarcity of resources for this demographic and familiarity with technology among youth [20]. Despite the ubiquity of smartphones and internet access in Egypt and in other Arabic countries, EMH is largely an untapped resource [21,22]. Attempts have already been made using Arabic mobile apps for depression and anxiety, but clear gaps are evident given the low quality, lack of engagement, and absence of evidence-based resources [23]. Crucial to the development and implementation of EMH in Egypt is the opinion of target populations, namely adolescents and young adults. Little is known about the types of mental health information sought by young people on the internet, how EMH can address their needs, and their perceived barriers to using EMH.

The objectives of this study are to gauge the level of interest of Egyptian youth in EMH approaches, highlight features of web-based interventions that are most appealing to students, and identify the perceived barriers to using EMH in this population. Responses were analyzed by gender and living region to best determine the mental health needs of particular target groups among youth. The findings of this study aim to help inform the development and design of EMH tools that best address mental health issues among youth not only in Egypt but also in other Arabic countries. More broadly, this formative research is an integral part of program development, as it explores the feasibility and acceptability of EMH among Egyptian youth before large-scale summative evaluations such as randomized controlled trials.

Methods

Survey Design

The survey instrument was initially developed by researchers and health care providers from Tanta University, Tanta, Egypt, and the University of British Columbia, Vancouver, Canada, as part of an ongoing collaboration regarding student mental health. Following its design, 11 students from Tanta University (6 females and 5 males; mean age 20.4 years) were invited to participate in a preliminary analysis of the survey instrument in two 1.5-hour sessions. After revising the instrument based on comments from the students in the workshops, the survey was piloted with a sample of 60 students from Tanta University. Some questions were again modified based on student feedback to improve the overall quality of the instrument. The final version of the instrument was then distributed within the student body of the Faculty of Medicine at Tanta University. Medical school students from Tanta University were selected as the target sample because of their high health literacy level and their ability to address broad issues related to health and well-being and to understand the culture, etiquette, and customs of the general Egyptian public [24].

The survey consisted of 28 questions and included multiple choice questions, dichotomous questions, and Likert scales. The survey was in English since medical education in Egypt is also delivered in English. The survey consisted of both quantitative and qualitative questions meant to explore patterns of internet use and EMH strategies, thereby giving youth a platform to voice their attitudes toward and perceptions of EMH.

Recruitment

The survey was distributed within the entire student body in October 2019, thereby including students from all 6 years of
medical school. Participants were recruited by nonrandom sampling via the student council. The student council of the Faculty of Medicine at Tanta University was provided with a hyperlink to the consent form and questionnaire; the council then sent this link to all students within the student body. When respondents clicked on the link, they were first asked if they were interested in participating in the study. Only those who ticked "yes" could access the survey. Participants were reminded that they could withdraw at any time without giving any justifications and without any negative consequences. Participants were permitted to skip any question they were unwilling to answer and could change any answer over the course of the entire survey. Participation was voluntary and students did not receive any reimbursement.

The following description of EMH was provided to the participants: "E-Mental Health refers to the delivery of mental health services (treatment, information and support) via the internet or mobile phone. This can be through websites, web applications, video conferencing, chat or email. Some of these services, such as video conferencing or online counselling, involve direct one on one contact with a mental health professional. Other e-mental health services, such as web applications or information websites, involve less or no contact with mental health professionals" [25].

Data Collection and Analysis
Responses were collected electronically using the Qualtrics platform. To eliminate the possibility of duplicated responses, students were allowed to access the survey only once. All data gathered by this study are confidential and anonymous. Chi-square and one-way analysis of variance tests were performed for inferential analyses using a significance level of .05. Descriptive and inferential statistical analyses were executed using SPSS 25 (IBM Corp, 2017) [26]. The results from the web-based survey have been reported according to the Checklist for Reporting Results of Internet E-Surveys [27].

Ethical Considerations
The study received approval from the Tanta University Ethics Board (31674/07/17). All participants provided informed consent.

Results

Participant Demographics and General Internet Use
The web-based survey link was opened by 778 Egyptian medical school students, of which 707 consented and completed the survey (90.9% response rate). More than half the number of participants were female (428/707, 60.5%), and the mean age was 20.5 (SD 1.8) years (Table 1). All academic years, from first to sixth, were represented in our sample. The majority of participants were living in urban and suburban areas (438/707, 62%), while only 38% (269/707) were living in rural areas (Table 1).

When asked about their internet use, almost all the participants (652/707, 92.2%) said that they used the internet several times a day. Participants mainly accessed the internet using their smartphone (689/707, 97.5%) and mostly from their homes (692/707, 97.8%). The main reasons for using the internet included communication and social media (622/707, 88%) as well as information gathering (611/707, 86.4%; Table 1).
Table 1. Participant demographics and internet use (N=707).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>428 (60.5)</td>
</tr>
<tr>
<td>Male</td>
<td>279 (39.5)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>66 (9.3)</td>
</tr>
<tr>
<td>19</td>
<td>215 (30.4)</td>
</tr>
<tr>
<td>20</td>
<td>116 (16.4)</td>
</tr>
<tr>
<td>21</td>
<td>82 (11.6)</td>
</tr>
<tr>
<td>22</td>
<td>125 (17.7)</td>
</tr>
<tr>
<td>23</td>
<td>64 (9)</td>
</tr>
<tr>
<td>24</td>
<td>15 (21)</td>
</tr>
<tr>
<td>25</td>
<td>24 (3.4)</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
</tr>
<tr>
<td>Urban and suburban</td>
<td>438 (62)</td>
</tr>
<tr>
<td>Rural</td>
<td>269 (38.1)</td>
</tr>
<tr>
<td><strong>Frequency of internet use</strong></td>
<td></td>
</tr>
<tr>
<td>Several times per week</td>
<td>23 (3.3)</td>
</tr>
<tr>
<td>Once per day</td>
<td>32 (4.5)</td>
</tr>
<tr>
<td>Several times per day</td>
<td>652 (92.2)</td>
</tr>
<tr>
<td><strong>Device</strong></td>
<td></td>
</tr>
<tr>
<td>Computer</td>
<td>247 (34.9)</td>
</tr>
<tr>
<td>Smartphone</td>
<td>689 (97.5)</td>
</tr>
<tr>
<td>Another device</td>
<td>67 (9.5)</td>
</tr>
<tr>
<td><strong>Place of internet use</strong></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>602 (97.9)</td>
</tr>
<tr>
<td>University</td>
<td>351 (49.7)</td>
</tr>
<tr>
<td>Public areas or transport</td>
<td>306 (43.3)</td>
</tr>
<tr>
<td>Other</td>
<td>96 (13.6)</td>
</tr>
<tr>
<td><strong>Main reasons for internet use</strong></td>
<td></td>
</tr>
<tr>
<td>Information (content)</td>
<td>611 (86.4)</td>
</tr>
<tr>
<td>Support (community)</td>
<td>215 (30.4)</td>
</tr>
<tr>
<td>Communication (social media)</td>
<td>622 (88)</td>
</tr>
<tr>
<td>Electronic commerce (e-commerce)</td>
<td>52 (7.4)</td>
</tr>
<tr>
<td>Gaming</td>
<td>276 (39)</td>
</tr>
<tr>
<td>Others</td>
<td>156 (22)</td>
</tr>
</tbody>
</table>

**Internet Use for Health Information**

The vast majority of participants used the internet to find information about physical and mental health problems (595/707, 84.2% and 522/707, 73.8%, respectively), but the information found on the internet was satisfactory for only about half the number of participants (386/707, 54.6%; Multimedia Appendix 1). Use of the internet to find information about mental health problems was not significantly different between genders and living regions, but significantly more women than men used the internet to find information on physical health problems (373/428, 87.2% vs 222/279, 79.6%; P=.007; Multimedia Appendix 1; Table 1). Significantly more individuals from rural areas preferred Arabic to English, in terms of the language of information on the internet (P=.001).
Participants revealed that the main reasons for using the internet as a source of web-based mental health help was convenience, user-friendliness, and privacy (696/707, 95.6%, 604/707, 85%, and 594/707, 84%, respectively; Figure 1).

Figure 1. Advantages of web-based interventions. Participants were asked whether they agreed with, disagreed with, or were neutral (neither agreed nor disagreed) toward various advantages of web-based interventions.

Knowledge of and Interest in EMH

Over half the number of participants (388/707, 54.9%) did not know that mental health websites and mobile apps existed, and about half the number of participants (359/707, 50.8%) said that web-based mental health services would be an attractive option for them (Table 2). About half the number of participants (366/707, 51.8%) said that they would prefer web-based therapy to conventional psychotherapy. Almost all students (601/707, 85%) reported that they preferred web-based therapy if EMH were available through a trustworthy national web-based platform for youth mental health (Table 2).

Table 2. Knowledge of and interest in web-based mental health services (N=707).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge of preexisting mental health websites and applications</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>319 (45.1)</td>
</tr>
<tr>
<td>No</td>
<td>388 (54.9)</td>
</tr>
<tr>
<td>Web-based mental health services as an attractive option</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>359 (50.8)</td>
</tr>
<tr>
<td>No</td>
<td>107 (15.2)</td>
</tr>
<tr>
<td>I don’t know</td>
<td>241 (34.1)</td>
</tr>
<tr>
<td>Preference for web -based therapy over conventional psychotherapy</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>366 (51.8)</td>
</tr>
<tr>
<td>No</td>
<td>341 (48.2)</td>
</tr>
<tr>
<td>Preference for web-based therapy if available through a trustworthy national platform</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>601 (85)</td>
</tr>
<tr>
<td>No</td>
<td>106 (15)</td>
</tr>
</tbody>
</table>
Knowledge about EMH services was significantly different between genders and living regions \( (P<.001 \text{ and } P<.007) \), respectively; Multimedia Appendix 1; Table 1). Males (149/428, 53.4%) and individuals living in urban areas (215/438, 49.1%) knew more about existing mental health websites and apps than females (170/279, 39.7%) and individuals living in rural areas (104/269, 38.7%), respectively. There were no significant differences in terms of interest in EMH between genders and living regions (Multimedia Appendix 1; Table 1).

**Priorities for and Barriers to EMH Development**

Participants believed that emotional difficulties, social support, dealing with stressors, and coping strategies were the main topics that EMH should help with (Table 3). When asked about how participants wanted the information on an EMH platform to be delivered, most participants suggested videos explaining mental health topics (539/707, 76.2%); skills training for improving coping strategies, time management, and self-care (381/707, 53.9%); and web-based mood and behavior assessments (351/707, 49.6%). The most common perceived barriers to EMH use were concerns about confidentiality and privacy issues (382/707, 54%), uncertainty toward and unfamiliarity with EMH (352/707, 50%), and technical difficulties (242/707, 34%).

**Table 3.** Priorities for and barriers to electronic mental health development (N=707).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Priorities for EMH</strong></td>
<td></td>
</tr>
<tr>
<td>Emotional difficulties</td>
<td>431 (60.1)</td>
</tr>
<tr>
<td>Social support</td>
<td>424 (60)</td>
</tr>
<tr>
<td>Dealing with stressors</td>
<td>420 (59.4)</td>
</tr>
<tr>
<td>Learning coping strategies</td>
<td>403 (57)</td>
</tr>
<tr>
<td>Mental health</td>
<td>365 (51.6)</td>
</tr>
<tr>
<td>Sexual education</td>
<td>240 (34)</td>
</tr>
<tr>
<td>Physical well-being</td>
<td>230 (32.5)</td>
</tr>
<tr>
<td>Self-harm behaviors</td>
<td>218 (30.8)</td>
</tr>
<tr>
<td>Cultural- and religious-sensitive topics</td>
<td>207 (29.3)</td>
</tr>
<tr>
<td>Substance use</td>
<td>148 (21)</td>
</tr>
<tr>
<td>Others</td>
<td>52 (7.4)</td>
</tr>
<tr>
<td><strong>Information displayed on EMH</strong></td>
<td></td>
</tr>
<tr>
<td>Videos to help explain mental health topics</td>
<td>539 (76.2)</td>
</tr>
<tr>
<td>Skills training modules</td>
<td>381 (53.9)</td>
</tr>
<tr>
<td>Web-based tools to assess mood and behavior</td>
<td>351 (49.7)</td>
</tr>
<tr>
<td>Self-guided web-based intervention</td>
<td>312 (44.1)</td>
</tr>
<tr>
<td>Pictures to help explain mental health topics</td>
<td>298 (42.2)</td>
</tr>
<tr>
<td>Family involvement and support</td>
<td>248 (35.1)</td>
</tr>
<tr>
<td>Web-based peer connection</td>
<td>167 (23.6)</td>
</tr>
<tr>
<td>Information delivered in game format</td>
<td>147 (20.8)</td>
</tr>
<tr>
<td>Other</td>
<td>40 (5.7)</td>
</tr>
<tr>
<td><strong>Barriers to EMH use</strong></td>
<td></td>
</tr>
<tr>
<td>Privacy issues and confidentiality</td>
<td>382 (54)</td>
</tr>
<tr>
<td>Technical issues and difficulties</td>
<td>242 (34.2)</td>
</tr>
<tr>
<td>Cost</td>
<td>166 (23.5)</td>
</tr>
<tr>
<td>Validity and reliability</td>
<td>191 (27)</td>
</tr>
<tr>
<td>Uncertainty toward or unfamiliarity with EMH</td>
<td>352 (49.8)</td>
</tr>
</tbody>
</table>

*EMH: electronic mental health.

There were many significant differences between genders and living regions (Multimedia Appendix 2; Table 2). More women thought that web-based platforms should help in dealing with stressors \( (P=.03) \) and self-harm behaviors \( (P=0.03) \), whereas more men were interested in seeing web-based platforms help with coping strategies \( (P<.001) \), sexual education \( (P<.001) \), and...
Discussion

EMH

Among Egyptian university students between 18 and 25 years of age, the vast majority report using the internet mainly for social media and general information gathering, which are findings similar to those of previously reported surveys in the same age group from different countries such as the United States, England, and Spain [28-30]. Moreover, Egyptian youth use the internet to find information about mental health, which was also seen among European students [31]. The internet is certainly a popular source of information for youth around the world and seems to be an accessible medium for mental health information.

In Egypt, there is high demand for EMH services that are safe and reliable, and which may be well addressed by a nationally supported platform. A notable example of such a trustworthy and nationally implemented EMH program is eheadspace in Australia, which provides web-based and phone support services to vulnerable youth [32]. eheadspace includes 3 different tools, including group chats, web-based interactive dashboards, and private chats. Group chats increase communication and better enable web-based discussions facilitated by mental health professionals between students and like-minded individuals. The dashboard allows vulnerable youth to collect and manage resources that they find helpful for their daily routines [32]. Private chat sessions accompanied by health professionals can provide youth with intimate conversations that help meet their own individual needs [33]. Since its launch in 2012, eheadspace has created a fully operational eMental health digital ecosystem with an eMental health portal that provides funded services to Australian youth. eheadspace has proven to be an effective solution and has been a key part of the infrastructure addressing mental health among Australian youth [34]. Countries in the Middle East could follow suit to create effective and much-needed EMH platforms across the region.

Web-based therapy relative to conventional therapy would be preferred for many Egyptian students if they were diagnosed as having mental illness. This is consistent with findings of an Iranian study showing that students were more willing to use EMH services if available [35]. Conversely, a majority of Irish university students reported preferring face-to-face support rather than web-based support for a mental health problem because it was more reliable and allowed better communication [25]. This discrepancy between youth of different countries, mainly European and Middle Eastern countries, is likely due to several different factors such as stigma around mental health and accessibility to in-person mental health services. Indeed, the scarcity of face-to-face services and resources in Egypt could push students toward web-based solutions if these are most available to them. Students in Egypt reported accessibility and convenience among the main reasons for preferring EMH as a solution for mental health support along with other important benefits such as anonymity and mitigating stigma. More generally, individuals with mental health issues tend to be less resistant to the use of EMH programs if these are effective, and they report willingness to pursue services if these are made easily accessible to them [36].

Differences in EMH Needs

As expected, women and men reported different perceived needs and opinions regarding web-based services. For instance, women seemed more interested than men in searching the internet for physical health problems possibly because of a higher prevalence of stigma experienced by women with mental illness that leads to the somatization of psychological symptoms, which is common in Arab countries [37]. In terms of priorities for EMH, women expressed more interest in interventions that could help address self-harm behaviors and that could help deal with stressors. Conversely, men seemed to want EMH interventions to provide education on coping behaviors, sexual education, and substance use. Moreover, individuals living in rural and urban areas also reported varying needs. For instance, rural populations seemed to prefer the language to be Arabic on the internet, whereas urban populations preferred English. This highlights the importance of considering language in the provision of web-based resources. The different needs of the various subpopulations demonstrate the importance of providing mental health information that is as individualized as possible.

In general, it seems that the relationship between patients and physicians has become less hierarchical and more client-provider oriented [38]. EMH solutions can address a wide variety of issues in this regard and offer functionalities to tailor content to the needs of the individual, for example, by gauging a user’s need through in-app assessments [39].

Barriers to EMH

The most important perceived barrier for Egyptian students was confidentiality and privacy of personal information. This is in agreement with the results of a web-based survey that examined consumer expectations and potential challenges of EMH services across several countries such as Australia, Iran, the Philippines, and South Africa [35]. Interestingly, the highest rates of participant willingness to try EMH services are seen in low-income countries such as Iran and Egypt, which also reported a high number of barriers and concerns with patient confidentiality and the protection of personal information [35]. It is important for program developers to recognize the functional and technical assistance that individuals may need to use such services [35]. In high-income countries, there seems to be less concern with how data are handled, possibly because of past positive experiences in dealing with sensitive information on already developed web-based health platforms [40]. Another common concern among Egyptian students was their unfamiliarity with the range of functionalities in EMH as well as technical approaches. These findings were similar to those of another cross-sectional study of university students in the United Arab Emirates, in which half the number of participants had never heard of mobile mental health care apps and 75% had never used these kinds of apps even during the COVID-19 pandemic [41]. Considering that the survey sample consisted of medical school students, familiarity is likely even lower in the general young population and thus the barriers to EMH use...
could be greater. These findings highlight the need for increased discussions around the use of EMH in the Middle East. EMH should be a topic in the curriculum for all Middle Eastern students to increase their comfort with it, thereby furthering its implementation and acceptability. Increasing the presence of EMH resources in the everyday lives of youth would also allow for better co-design and collaboration between developers and students. This would help address concerns on the validity and reliability of the available content, which was also highlighted as a perceived barrier by the youth in our sample [42].

Limitations
The findings are not completely generalizable to the general young population because the sample comprised well-educated and technologically savvy students. Moreover, the questionnaire was web-based, and all participants had to use the internet to complete the questionnaire, which demonstrated at least some degree of digital literacy. It must also be considered that all students at this particular university are expected to use the internet as a way of staying up to date on courses. Future studies should examine perceptions about EMH in other subpopulations in Egypt, such as in university students from other specialties (not health care related) and youth not enrolled in postsecondary educational programs.

Conclusions and Implications
The findings of this study highlight that young people attending university are active users of the internet and are willing to use the internet for mental health information and support. EMH is therefore a feasible strategy for addressing gaps in the mental health care for young people in Egypt. Moreover, target populations (eg, males vs females, urban vs rural) as well as topics of interests (eg, self-harm, substance use) must be considered when implementing web-based solutions, given the different needs and preferences of these populations as outlined by this study. Finally, EMH platforms should prioritize informational videos and skills training modules as a way to display content while also addressing privacy and confidentiality issues, which were identified as barriers to EMH use among Egyptian students.

Based on the results of this survey, a virtual mental health clinic is being developed for the students at Tanta University, which will be the first web-based and evidence-based intervention designed specifically for university students in Egypt. The clinic, which will be developed in collaboration with international and local experts, will provide support to students and begin to address gaps in the mental health care for young people in Egypt. Nevertheless, further studies in this area are needed to better understand the feasibility of EMH in the broader Egyptian population and in other Arabic countries. Researchers and mental health clinicians in the Middle East must work together with the youth in their countries to develop and implement web-based interventions that are accepted and used by this population. Students should strive to develop and use EMH platforms to provide compassion and love for the generations to come.
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Abstract

Background: Older adults are at an increased risk of falls with the consequent impacts on the health of the individual and health expenditure for the population. Smartwatch apps have been developed to detect a fall, but their sensitivity and specificity have not been subjected to blinded assessment nor have the factors that influence the effectiveness of fall detection been fully identified.

Objective: This study aims to assess accuracy metrics for a novel fall detection smartwatch algorithm.

Methods: We performed a cross-sectional study of 22 healthy adults comparing the detection of induced forward, side (left and right), and backward falls and near falls provided by a smartwatch threshold-based algorithm, with a video record of induced falls serving as the gold standard; a blinded assessor compared the two. Three different smartwatches with two different operating systems were used. There were 226 falls: 64 were backward, 51 forward, 55 left sided, and 56 right sided.

Results: The overall smartwatch app sensitivity for falls was 77%, the specificity was 99%, the false-positive rate was 1.7%, and the false-negative rate was 16.4%. The positive and negative predictive values were 98% and 84%, respectively, while the accuracy was 89%. There were 249 near falls: the sensitivity was 89%, the specificity was 100%, there were no false positives, 11% were false negatives, the positive predictive value was 100%, the false-negative predictive value was 83%, and the accuracy was 93%.

Conclusions: Falls were more likely to be detected if the fall was on the same side as the wrist with the smartwatch. There was a trend toward some smartwatches and operating systems having superior sensitivity, but these did not reach statistical significance. The effectiveness data and modifying factors pertaining to this smartwatch app can serve as a reference point for other similar smartwatch apps.
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Introduction

The risk of falling increases with age. Approximately 30% of people older than 65 years and living in the community have a fall at least once a year, with an increase of 5% each year [1]. The incidence is even higher in those living in aged care facilities [2]. This is a major public health problem leading to injuries [1,3], loss of quality of life [1,3], loss of independence [1], placement in assisted-living facilities [4,5] and premature mortality [3]. Fall-related injuries represent 21% of the total health care expenses due to injuries [3] and between 0.85% and 1.5% of the total health care expenditure [6]. Lying on the floor
for a long time after a fall has been associated with serious consequences, with a greater likelihood of hospitalization, decline in activities of daily living, placement into long-term care, and mortality [4,5].

Assistive technologies such as call alarm systems and personal emergency response systems are increasingly available. This also holds true for wearables, defined as devices that can be worn or are in contact with human skin to continuously and closely monitor an individual’s activities without interrupting or limiting the users’ motions [7]. These are cost-effective in reducing hospital admissions when used within emergency response systems [8,9]. However, these systems are not always used by consumers, in part, due to difficulties activating them, including cognitive impairment at the time of, or prior to, the fall [5].

There is an increasing interest in using sensor systems embedded in smartwatches for health care purposes [10,11]. This is particularly the case with falls detection. Although there are several fall detection devices and apps, none to our knowledge have been subjected to a blinded study to evaluate effectiveness, particularly with a variety of smartwatches and smartphones using different operating systems. This study aims to address these issues.

Methods

Ethics Committee

The procedures followed in this study were conducted according to the principles of the World Medical Association Declaration of Helsinki and were approved by the University of New South Wales and St Vincent’s Hospital Human Research Ethics Committee jointly (16/229). The study was independently audited.

Study Design

This is a cross-sectional blinded study comparing the fall detection classification provided by a smartwatch algorithm with a reference standard’s classification, in this case, a video record of induced falls.

Participants

A total of 22 volunteer participants deemed to be medically healthy were recruited after satisfying all the inclusion and exclusion criteria. Participants were recruited by distribution of a leaflet on the university campus and compensated for their time. The inclusion criteria were males/females older than 18 years willing and able to provide written informed consent prior to initiation of any study-related procedures. Participants were excluded if they had any of the following: disability that may prevent them from completing the study (eg, severe illness), being suspected of or having a known allergy to any components of the smartwatch, having any injury or medical condition that would be adversely affected by an induced fall, and being pregnant.

Smartwatch Threshold Algorithm

This study used a threshold-based algorithm programmed for different smartwatches. The threshold-based algorithm running on the smartwatch app uses threshold values, or settings, to automatically detect a fall. The frequency of the smartwatch accelerometer is 2 kHz with the algorithm of the app collecting data every 0.01 seconds. The algorithm follows strict rules for the three phases of a fall, as shown in Figure 1. The algorithm was supplied by My Medic Watch.

T1 is defined as the time during which the smartwatch is moving toward the earth (fall time) recording a low acceleration, lower than 1G. T2 is the time during which the smartwatch hits the ground, recording a very high positive acceleration for a short period of time. T3 is the time during which the smartwatch is “almost” immobile on the ground for a long period of time. These threshold values are optimized in the app according to the particular smartwatch and body morphology, including body weight and height. Optimization was performed during the test falls.

A near fall can be recognized when all, or one, of the accelerometer data are close to one of the thresholds, as depicted in Figure 2. We have arbitrarily defined “close” as 20% lower than the fall threshold value.
Figure 1. The threshold-based algorithm settings for fall detection. 1G: force of gravity 9.8 m/s²; accel: acceleration; T1: time of phase 1 of the fall; T2: time of phase 2 of the fall; T3: time of phase 3 of the fall.

Figure 2. The algorithm threshold settings for the detection of a near fall. 1G: force of gravity 9.8 m/s²; accel: acceleration; T1: time of phase 1 of the fall; T2: time of phase 2 of the fall; T3: time of phase 3 of the fall.

Protocol

Participants were randomly assigned to have either smartwatch model A or model C on one wrist and model B or no device on the other wrist. Model A and C were running one operating system, while model B was running on a different operating system. Every smartwatch contained the fall detection app that was programmed to detect and record falls paired with a smartphone located at the study site. The same app was used for each model. The smartwatches and smartphones used one of two operating systems: android or iOS. Two smartwatches were connected to iOS and one to Android. The versions of iOS and Android were the latest available at the time of the test. The version of the operating system on the smartphone and smartwatch were the same for all participants. The smartphones were linked to the smartwatch (according to the operating system) to communicate stored data of the time-stamped recorded episodes to secure cloud servers that were then compared to the video-recorded events.
Before starting the trial, participants were placed in a crash mat protected area, the smartwatches were placed on the participants’ wrists, and a helmet was provided to be used during the tests; no other safety devices were used. Once the trial started, the smartwatch app was set up in monitoring mode and two rounds of four falls were induced in the blindfolded participants. A fall was defined as an event that results in a person coming to rest inadvertently on the ground, floor, or other lower level. A nonfall was defined as any event occurring while both the smartwatch app and the video record were active but excluding a fall or near fall (defined later). In every round, a frontal fall, a right side fall, a left side fall, and a backward fall were induced. These were induced by pushing the participant while standing. The method of fall induction was the same for all participants, executed by the same person. The participants were told of the impending direction of the push. Each assessment took approximately 5 minutes with 8 falls: 2 backward, 2 forward, 2 right, and 2 left. Additionally, up to 3 test falls were performed before the first round to ensure the participants were feeling comfortable with the procedure. Test falls were not included in the analyses. Further, prior to the test falls and between the falls, the participants wore the smartwatches and walked around freely. Near falls where the participant took one or more steps in the direction of the push without falling were also recorded, as there is some evidence that they may presage a fall [12]. This definition is in accord with the traditional definition as applied to this experimental scenario: “a stumble event or loss of balance that would result in a fall if sufficient recovery mechanisms were not activated” [12]. Important, the fall-triggering settings were optimized for each participant during the test falls. A non–near fall was defined as any event occurring while both the smartwatch app and the video record were active but excluding a fall or near fall.

During the fall, the algorithm was collecting the acceleration data and the time of the fall. The data collected were in three phases: “prefall” (preparation and walking to the crash mat, several minutes) as soon as the smartwatches were on the participants’ wrist, “induced fall” (8 falls around 5 minutes), and “post fall,” walking back from the crash mat to the area to remove the smartwatches. In addition to this, the falls were recorded by built-in motion-detecting cameras (recording at 50 frames/second) available at the study site, the National Facility for Human Robot Interaction Research, University of New South Wales. Motion detection data were used to indicate when a fall was observed. The video of the falls also contained a timestamp that was used to compare it with the falls detected by the smartwatch app. In this case, the video recorded event was used as a reference standard, and the falls detected by the smartwatches were compared against it.

After all the falls had been induced, the smartwatches and safety equipment were removed, and participants were observed for approximately 10 minutes: the heart rate, blood pressure, and symptoms (if any) were assessed.

Data Analysis
To perform the analysis of the falls, data were first retrieved from video records of the built-in motion-detecting cameras and coded as a fall or near fall by the authors and a person independent of the conduct of the study. Where there was disagreement, a majority opinion was taken. These were then compared independently by an external person with data retrieved from a fall detection database built to register the falls detected by the smartwatch algorithm. Each fall was classified as a true positive if the smartwatch app detected a fall at the time when the event was recorded on the video, a false positive if the smartwatch detected a fall event that was not recorded on the video, a false negative if the smartwatch did not detect a fall event recorded on the video, and a true negative if neither the smartwatch nor the video recorded a fall. Near falls were similarly analyzed. Results were computed for sensitivity, specificity, positive likelihood ratio, negative likelihood ratio, positive predictive value, negative predictive value, and accuracy. CIs for sensitivity, specificity, and accuracy are “exact” Clopper-Pearson CIs. CIs for the likelihood ratios are calculated using the “Log method.” To compare fall and near fall detection by smartwatch model and direction of fall only, sensitivity data were used with chi-square tests and a significance value of P<.05. Further data are available on request. Sample size calculations were not formally performed beyond an approximate anticipated number of 20 to 25 participants that could be accommodated for the study given the constraints of the availability of the study site and personnel time.

Results
Characteristics of the Participants and the Falls
A total of 22 participants were enrolled in the study: 14 (63%) females and 8 (36%) males; 20 (91%) completed the whole procedure. Two (9%) females abandoned the study during the process: one after a soft tissue injury and the other for unstated reasons. An average of 7.2 falls was performed for each participant; however, one of the participants withdrew from the study after having performed 5 sets of 8 falls, and another after having performed 1 set of 8 falls. Of the induced 226 falls, 64 were backward, 51 were forward, 51 were left side, and 56 were right side. Two participants reported postfall self-limiting symptoms associated with soft tissue injuries, 1 required medication and physiotherapy, and their symptoms resolved after 6 weeks.

Demographic characteristics of the participants are shown in Table 1. With regard to BMI, 1 (6%) female was classified as underweight, 1 male and 1 female were classified as overweight (9%), and 1 (6%) male was classified as obese.
Table 1. Demographic characteristic of the participants.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Age (years)</th>
<th>Height (cm)</th>
<th>Weight (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>25</td>
<td>160</td>
<td>58</td>
</tr>
<tr>
<td>Female</td>
<td>24</td>
<td>167</td>
<td>57</td>
</tr>
<tr>
<td>Female</td>
<td>24</td>
<td>170</td>
<td>62</td>
</tr>
<tr>
<td>Female</td>
<td>28</td>
<td>153</td>
<td>48</td>
</tr>
<tr>
<td>Female</td>
<td>21</td>
<td>164</td>
<td>50</td>
</tr>
<tr>
<td>Male</td>
<td>18</td>
<td>177</td>
<td>68</td>
</tr>
<tr>
<td>Female</td>
<td>19</td>
<td>164</td>
<td>47</td>
</tr>
<tr>
<td>Male</td>
<td>19</td>
<td>175</td>
<td>65</td>
</tr>
<tr>
<td>Female</td>
<td>19</td>
<td>164</td>
<td>53</td>
</tr>
<tr>
<td>Male</td>
<td>21</td>
<td>174</td>
<td>62</td>
</tr>
<tr>
<td>Female</td>
<td>25</td>
<td>170</td>
<td>60</td>
</tr>
<tr>
<td>Female</td>
<td>24</td>
<td>163</td>
<td>53</td>
</tr>
<tr>
<td>Female</td>
<td>23</td>
<td>168</td>
<td>49</td>
</tr>
<tr>
<td>Female</td>
<td>18</td>
<td>174</td>
<td>60</td>
</tr>
<tr>
<td>Male</td>
<td>18</td>
<td>180</td>
<td>63</td>
</tr>
<tr>
<td>Male</td>
<td>38</td>
<td>171</td>
<td>86</td>
</tr>
<tr>
<td>Female</td>
<td>33</td>
<td>163</td>
<td>55</td>
</tr>
<tr>
<td>Male</td>
<td>23</td>
<td>184</td>
<td>110</td>
</tr>
<tr>
<td>Female</td>
<td>45</td>
<td>160</td>
<td>50</td>
</tr>
<tr>
<td>Female</td>
<td>52</td>
<td>163</td>
<td>64</td>
</tr>
<tr>
<td>Male</td>
<td>32</td>
<td>160</td>
<td>65</td>
</tr>
<tr>
<td>Male</td>
<td>42</td>
<td>178</td>
<td>70</td>
</tr>
</tbody>
</table>

Overall Performance of the Algorithm

A total of 12 participants were wearing two smartwatches, model A device on one wrist and model B on the other wrist; 10 participants were wearing only one smartwatch, model C, on one wrist. The overall performances of the algorithm, disregarding the model of the smartwatch, are detailed in Tables 2 and 3. There was no difference in the performance of the algorithm according to which wrist if both were used. Tables 4 and 5 represent the results of near fall detection and the associated statistics. The overall test outcomes are summarized in the following section.

In general, the direction of the fall or near fall did not significantly influence sensitivity. Nonetheless, there was a trend for better detection of backward falls: of the 64 backward falls, 11 were false negatives, giving a sensitivity of 82%, versus forward falls, of which there were 51 with 12 false negatives, giving a sensitivity of 76%. Further, there was a significant difference in fall detection if the fall was to the same side versus opposite side of the wrist that had the smartwatch (left sided and right sided sensitivities combined: 92.5% vs 76.3%; P=.009). The same held true for near falls. If the fall was to the same side as the wrist with the smartwatch, there was a 95% sensitivity for left sided falls (55 with 3 false negatives) and 89% sensitivity for right sided falls (56 with 11 false negatives) versus if the fall was on the opposite side as the wrist with the smartwatch, there was 84% sensitivity for left sided falls (55 with 9 false negatives) and 80% sensitivity for right sided falls (56 with 11 false negatives).

Table 2. Fall detection results.

<table>
<thead>
<tr>
<th>True fall status</th>
<th>Test result, n</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative (nonfall)</td>
<td>Positive (fall)</td>
</tr>
<tr>
<td>Nonfall</td>
<td>265 (true negative)</td>
<td>3 (false positive 1.7%)</td>
</tr>
<tr>
<td>Fall</td>
<td>52 (false negative 16.4%)</td>
<td>174 (true positive)</td>
</tr>
<tr>
<td>Total</td>
<td>317</td>
<td>177</td>
</tr>
</tbody>
</table>
Table 3. Statistics for fall detection.

<table>
<thead>
<tr>
<th>Value (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity (%)</td>
</tr>
<tr>
<td>Specificity (%)</td>
</tr>
<tr>
<td>Positive likelihood ratio</td>
</tr>
<tr>
<td>Negative likelihood ratio</td>
</tr>
<tr>
<td>Positive predictive value (%)</td>
</tr>
<tr>
<td>Negative predictive value (%)</td>
</tr>
<tr>
<td>Accuracy (%)</td>
</tr>
</tbody>
</table>

Table 4. Near fall detection results.

<table>
<thead>
<tr>
<th>True near fall status</th>
<th>Test result, n</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non–near fall</td>
<td>343 (true negative for all falls, normal falls, and near falls)</td>
<td>0 (false positive)</td>
</tr>
<tr>
<td>Near fall</td>
<td>43 (false negative when near fall 11.1%)</td>
<td>206 (true positive)</td>
</tr>
<tr>
<td>Total</td>
<td>386</td>
<td>206</td>
</tr>
</tbody>
</table>

Table 5. Statistics for near fall detection.

<table>
<thead>
<tr>
<th>Value (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity (%)</td>
</tr>
<tr>
<td>Specificity (%)</td>
</tr>
<tr>
<td>Positive likelihood ratio</td>
</tr>
<tr>
<td>Negative likelihood ratio</td>
</tr>
<tr>
<td>Positive predictive value (%)</td>
</tr>
<tr>
<td>Negative predictive value (%)</td>
</tr>
<tr>
<td>Accuracy (%)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

Performance by Smartwatch Model

The number of responses for each smartwatch model were A=186, B=186, and C=122. Model A was used 173 times on the left wrist and 13 times on the right wrist. As per Table 6, there were differences among the models according to sensitivity and specificity, but none were significant. This was also true of the operating system. Similar results were found for near falls.

Table 6. Fall detection results by smartwatch models A, B, and C. The direction of the fall did not significantly influence sensitivity in any of the models.

<table>
<thead>
<tr>
<th>Value (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model A</strong></td>
</tr>
<tr>
<td>Sensitivity (%)</td>
</tr>
<tr>
<td>Specificity (%)</td>
</tr>
<tr>
<td><strong>Model B</strong></td>
</tr>
<tr>
<td>Sensitivity (%)</td>
</tr>
<tr>
<td>Specificity (%)</td>
</tr>
<tr>
<td><strong>Model C</strong></td>
</tr>
<tr>
<td>Sensitivity (%)</td>
</tr>
<tr>
<td>Specificity (%)</td>
</tr>
</tbody>
</table>
Discussion

The primary goal of this study was to evaluate the validity of an algorithm programmed in commercially available smartwatches to detect induced falls. Our study found that the algorithm had an overall sensitivity of 77% and specificity of 99%. The false-positive rate was very low at 1.7%, while the false-negative rate was 16.4%. The positive and negative predictive values were 98% and 84%, respectively, while the accuracy was 89%. Falls were more likely to be detected if the fall was on the same side as the wrist with the smartwatch. Similar results were found for near falls. There was a trend toward some smartwatches having superior sensitivity, though neither this nor the operating system reached statistical significance.

Several studies have been conducted to assess the performance of wearable devices for fall detection, mostly by using smartphones or other specialized self-created wearable devices [13-15]. However, only a few of these studies have been performed using commercially available smartwatches [16-19]. In addition, this study is the only one to assess the performance of a fall detection algorithm in different commercially available smartwatches with different operating systems using a video recording system as a gold standard and using blinded data analysis.

The fall detection algorithm was threshold based—programmed to send an alert once a predetermined threshold had been breached. Threshold-based algorithms, as opposed to pattern recognition methods, are preferred on smartphone operating systems due to the restrictions on computing and storage capabilities of the devices [16]. Indeed, pattern recognition methods are costly and need massive analyses of data, access to databases, and long training periods.

Casilari and Oviedo-Jimenez [16] tested different algorithms with an LG W110 smartwatch model R, finding that the fall detection performance depends on the algorithm used. However, there were only 4 participants with a total of 40 falls. Sensitivity ranged from 70% to 100% and specificity from 80% to 100% depending on the type of fall. Mauldin et al [18] have studied three different pattern recognition algorithms based on Naive bayes (NB), support vector machine (SVM), and deep learning models by using a Microsoft band 2 smartwatch. In this context, the algorithm tested in our study performed better than their NB and SVM models in sensitivity and precision, and when compared with their deep learning model, our algorithm performed better in precision but not sensitivity. Mauldin et al [18] also declared in their study that they tested an Android wear-based commercially available fall detection app (Rightminder) released on the Google Play store. The sensitivity was only 50%, and no technical details of this app are publicly available.

Further, these studies have used small groups of participants (3-7) performing several falls each (up to 10 per side). From our experience in laboratory settings, the dynamics of the falls are affected by repetition, as participants tend to fall in the same way. We minimized this effect by having a high number of participants (N=22) repeating each fall only twice per side. Furthermore, the previous studies asked the participants to fall rather than having them fall as a result of being pushed unexpectedly by another person as was done in our study. This approach more accurately reflects a true fall given the spontaneity. The differing protocol designs in these studies make it impossible to accurately compare one against the other.

Our findings suggest that the performance of the algorithm differs among various brand devices. Indeed, the combined performance of brand A and C smartwatches on sensitivity and false-negative rates was higher than the brand B smartwatch. However, the brand B smartwatch precision and thus the false-positive rate is better than brands A and C devices. This is probably related to the differences in the operating systems. Medrano et al [20] explain that in current smartphone operating systems such as Android and iOS, it is difficult to configure specific sampling rates. As the sampling frequencies in both systems are different, the performance of the algorithm will likely be influenced by the operating system used. Moreover, Fudickar et al [21] have investigated the impact of the sampling frequency of the accelerometer on the performance of different threshold-based algorithms in smartphones, concluding that a detection system must deal with the polling frequency of the accelerometer sensors embedded in the device. No studies have been performed regarding this issue on smartwatches; however, it is likely that the situation is the same.

Additionally, our study has found that the performance of the algorithm could be strongly dependent on the smartwatch model. According to Silva et al [22], the performance of a fall detection algorithm could be affected by the quality of the sensors embedded in the device. Additionally, as the manufacturer can change the sensors over time, the performance of the algorithm will also rely on the smartwatch model [16]. This situation could explain the differences we have found between the smartwatch models tested, making it difficult to compare with other studies if they have not used the same smartwatch device and model.

It has been previously reported that the direction of the fall affects the performance of the algorithm used in smartwatches [16,18]. In this context, the performance of the algorithm is largely dependent on which side the fall occurred in relation to the smartwatch. Our algorithm performs better when the fall occurs on the same side of the wrist wearing the smartwatch than when the fall occurs on the opposite side. This is a tendency observed regardless of the smartwatch model. Mauldin et al [18] found a similar performance in the three pattern recognition models they tested. Casilari and Oviedo-Jimenez [16] reported an overall result for side falls; therefore, it is not possible to know if they have found the same tendency.

Regarding the back falls, Mauldin et al [18] found their different algorithm models had poor performance indices in this direction. This was thought to be a consequence of less wrist movement in back falls as compared to other directions of falls. However, our algorithm performed the best on back falls, suggesting that the intensity of the wrist movement or the impact is not affecting the algorithm in this fall direction.

Finally, another factor that could affect the performance of the algorithm in detecting falls in different directions is the participant’s body habitus. It has been proposed that height and
weight could affect the performance of the algorithm [23]; thus, implementing personalized settings according to participants' characteristics is a way to improve the algorithm sensitivity. To address these issues of body habitus and smartwatch model, we deliberately adjusted the algorithm settings during the test falls. This likely contributes to the positive results and should be considered in future studies.

Our study has some limitations. First, there was a relatively small number of participants though not in comparison with other published studies. Second, not all participants wore a smartwatch on each arm, potentially influencing the results. However, only 1 participant was wearing one smartwatch; the results were essentially unchanged with that participant’s data removed. Third, our participants were healthy in contradistinction to the older adult population who would most likely be using the app. Nonetheless, inducing falls in such participants would expose them to considerable risk.

Despite these reservations, the smartwatch app performed well in comparison to studies of other apps and under more rigorous conditions with more stringent analyses, yielding an accuracy of 89%. Indeed, the field of physical activity sensors generally accepts an accuracy of 70% to 80% [24]. Our future research will be focused on investigating the performance of the algorithm in different smartwatch models by using personalized settings. Moreover, head-to-head studies of fall detection devices in smartwatches using real-world participants and settings are likely to improve available evidence concerning the effectiveness of these devices for consumers such as older adults and regulatory or licensing bodies.
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Abstract

Background: Video consultations (VCs) were rapidly implemented in response to COVID-19 despite modest progress before.

Objective: We aim to explore staff and patient experiences with VCs implemented during COVID-19 and use feedback insights to support quality improvement and service development.

Methods: Secondary data analysis was conducted on 955 patient and 521 staff responses (from 4234 consultations; 955/4234, 22.6% and 521/4234, 12.3%, respectively) routinely collected following a VC between June and July 2020 in a rural, older adult, and outpatient care setting at a National Health Service Trust. Responses were summarized using descriptive statistics and inductive thematic analysis and presented to Trust stakeholders.

Results: Most patients (890/955, 93.2%) reported having good (210/955, 22%) or very good (680/955, 71.2%) experience with VCs and felt listened to and understood (904/955, 94.7%). Most patients accessed their VC alone (806/955, 84.4%) except for those aged ≥71 years (23/58, 40%), with ease of joining VCs negatively associated with age (P<.001). Despite more difficulties joining, older adults were most likely to be satisfied with the technology (46/58, 79%). Patients and staff generally felt that patients’ needs had been met (860/955, 90.1% and 453/521, 86.9%, respectively), although staff appeared to overestimate patient dissatisfaction with VC outcomes (P=.02). Patients (848/955, 88.8%) and staff (419/521, 80.5%) felt able to communicate everything they wanted, although patients were significantly more positive than staff (P<.001). Patient satisfaction with communication was positively associated with technical performance satisfaction (P<.001). Most staff members (466/521, 89.4%) reported positive (185/521, 35.5%) or very positive (281/521, 53.9%) experiences with joining and managing VCs. Staff reported reductions in carbon footprint (380/521, 72.9%) and time (373/521, 71.6%). Most patients (880/955, 92.1%) would choose VCs again. We identified three themes in responses: barriers, including technological difficulties, patient information, and suitability concerns; potential benefits, including reduced stress, enhanced accessibility, cost, and time savings; and suggested improvements, including trial calls, turning music off, photo uploads, expanding written character limit, supporting other internet browsers, and shared online screens. This routine feedback, including evidence to suggest that patients were more satisfied than clinicians had anticipated, was presented to relevant Trust stakeholders, allowing for improved processes and supporting the development of a business case to inform the Trust decision on continuing VCs beyond COVID-19 restrictions.

Conclusions: The findings highlight the importance of regularly reviewing and responding to routine feedback following digital service implementation. The feedback helped the Trust improve the VC service, challenge clinician-held assumptions about patient experience, and inform future use of VCs. It has focused improvement efforts on patient information; technological improvements such as blurred backgrounds and interactive whiteboards; and responding to the needs of patients with dementia, communication or cognitive impairment, or lack of appropriate technology. These findings have implications for other health care providers.
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Introduction
COVID-19 is a global health concern [1] that has resulted in the rapid implementation and digitalization of many health care services [2,3]. As a result, video consultations (VCs), also referred to as remote or virtual consultations [4], now form an integral part of both primary and outpatient (ambulatory) care. Although limiting viral exposure and reducing the potential risk of infection for patients and staff [4,5], VCs may also enable additional visual cues beyond the capabilities of telephone consultations, helping further facilitate therapeutic relationships and experiences of care [2].

Although there is guidance on how to deliver VCs [6-8] and growing evidence exploring the rapid implementation of VCs in various areas of health care [4,9-17], there are relatively few empirical studies on VCs. For example, Doraiswamy et al [16] reviewed 543 articles related to telehealth (including telephone, VC, and other communication methods) during COVID-19, and only 12% of articles presented empirical work, with few studies conducted in the United Kingdom focusing on VC [16]. Similarly, other research has focused on a single service, such as orthopedics or mental health [4,13,14]. Although the research by Dhahri et al [15] focuses on feedback across a range of outpatient services from 45 patients and 79 clinicians, this was only over a 3-week period.

The emerging research on remote health care and VC implementation seems to show some benefits. For example, VCs are seen as useful for social distancing [12], may provide quicker consultation times [4], reduce travel time for patients [14], and allow for safeguarding and risk assessment [13]. However, the research to date also shows areas of concern, such as technology limitations (impairing video and sound) [4,9,15], additional burden, lack of physical examination [9], low technology confidence and limited setup support [4], and impaired therapeutic interactions and reduced depth of clinical encounters [14].

However, the sample size of VC respondents in studies to date is limited, and no studies to our knowledge have been reported from a British rural and deprived region with an older population [18]. Documented implications of routine feedback on practice have also been lacking in previous literature. Thus, our study aims to investigate National Health Service (NHS) staff and patient experiences with the Attend Anywhere VC in Cornwall using routine feedback from a large sample and to explore the impact of insights shared when presented to key stakeholders in the service.

Methods
Design
This study consists of a secondary analysis of routinely collected, anonymized survey data following a VC that was designed and distributed by the partner health care provider (NHS Trust) and subsequent follow-up to disseminate results and assess the impact of feedback with the Trust.

Setting
The Cornwall Foundation Partnership NHS Trust provides mental health and community services for Cornwall and the Isle of Scilly, a geographically isolated peninsula in the South West of England that experiences higher than average levels of deprivation [19]. By UK definitions, Cornwall and the Isle of Scilly are very rural, with 40% of the population living in remote areas [19], an older age profile [20], and a single acute hospital located in the center of the county. The Trust's services include children and adolescent mental health, adult mental health, and physical health, including but not limited to learning disabilities, cardiac services, bladder and bowel, complex care and dementia, eating disorders, personality disorders, psychiatric liaison, palliative care, stroke nursing, speech and language therapy, diabetes, epilepsy, minor injuries, musculoskeletal care, neurorehabilitation, physiotherapy, podiatry, and respiratory nursing. This study was carried out by an independent research team using anonymous data provided by the Trust.

VC Service
The Trust started using Attend Anywhere, a telemedicine platform for outpatient care [21,22], on April 6, 2020. The platform facilitates video calls between clinicians and patients for scheduled appointment times. The video calls can be conducted over internet-connected computers, phones, or tablets. The implementation process followed guidance provided by NHS England and NHS Improvement [23]. Some appointments were still carried out face to face, but many patients were offered VC or telephone contact during the study period.

Data Collection
The Trust set up a system of routine feedback using a web-based survey (Multimedia Appendix 1) based on the standardized feedback survey questions provided in the national guidance [23]. Immediately after participating in a VC, all staff and patients were invited to complete the web-based survey regardless of whether they had completed one before. The survey was presented via the Meridian surveying platform at the end of a VC. To our knowledge, the survey was not designed with patient or public involvement owing to the rapid implementation process. The rapid rollout of this feedback process may also be responsible for some limitations in the surveys themselves, including limitations in response options and understanding of the sample (eg, number of unique responses from patients and staff).

Data Analysis
The data were analyzed using SPSS software (version 25.0). The descriptive and inferential statistics were used to analyze the data. Chi-square tests were used to compare the categorical variables between groups. The significance level was set at p < 0.05.
individuals and complete understanding of the service accessed by the patient). However, we have confidence that the data items used in the analysis are robust based on their recommended use by NHS England and NHS Improvement.

Participants
Participation was voluntary, and the patient participants were patients or their carers. Survey respondents gave consent for their data to be used, but some chose not to have comments publicly shared. Their data were included in the analysis and production of the themes, but their quotes were not included. We used data collected during the early implementation of VCs in response to COVID-19 (June 1, 2020, to July 31, 2020). During this time, 4234 Attend Anywhere appointments were completed. The feedback data used were 22.56% (955/4234) patient and 12.3% (521/4234) staff responses out of the 4234 completed VCs. The sample size was largely pragmatic, using data from as many patients (nearly 1000) as was thought possible to thematically analyze in a timely manner to give feedback to staff during a 2-month period after an initial settling down of the system but early enough to have practical use in assessing the utility of the method.

Data Analysis
Descriptive statistics were reported for numerical data, and chi-square and Mann–Whitney U tests were used where appropriate. Free-text responses were analyzed by 4 researchers (HB, RB, KE, and SS) using inductive thematic analysis [24]. Initially, staff and patient comments were analyzed separately. A comprehensive coding framework was developed. Patient and staff codes demonstrated high comparability and, thus, are presented as combined themes across the data set, with areas of discordance discussed. Thematic analysis was selected as a useful and flexible method to generate a rich yet detailed and complex account of qualitative data [24]. Adopting an inductive approach also helped ensure that identified themes arose from the data generated as opposed to predefined concepts or ideas.

Documented Impact of Routine Feedback on Real-world Practice
Following analysis of the results, summary presentations were created and presented to relevant stakeholders as rapid feedback between November 24, 2020, and February 21, 2021. Presentations were given in partnership with a service-user consultant to patients, patient representatives, and professionals at an Experiences of Care collaborative meeting within the care system, the South West Outpatient Transformation group, the region’s VC forum, and local web-based research dissemination events, and to national audiences through the Outpatient Transformation regional leads meeting. The results were also shared with interested international health care providers (Finland).

Patient and Public Involvement
The research question and study were informed by patient input (through inclusion of patient experience), and a service-user consultant contributed to reviewing and coauthoring the manuscript.

Ethics Approval
Ethical approval to conduct this secondary analysis was provided by the Health Research Authority and Health and Care Research Wales, Integrated Research Application System ID286543 (27.07.2020). This manuscript was prepared using the Standards for Quality Improvement Reporting Excellence guidelines [20].

Data Sharing Statement
Not all patients consented for their comments to be published; thus, the full data set is not publicly available. However, interested parties may inquire with the authors for further details.

Results
The results are presented in three sections: (1) quantitative results, including participant characteristics; (2) qualitative results; and (3) documented impact of this routine feedback on real-world practice. Multimedia Appendix 1 provides further details on the questions presented to staff and patients in the survey.

Quantitative Results

Patient Age and Device Used
Just under a quarter (955/4234, 22.56%) of the 4234 patient VCs resulted in feedback responses. As the data were anonymous, it was not possible to know if some individuals completed the survey more than once in this 2-month period. Therefore, each data entry was treated as an individual episode. The highest number of survey responses was received from individuals aged 31-50 years (333/955, 34.9%), with the lowest response from patients aged >71 years (58/955, 6.1%). Half of the patients (487/955, 51%) used a laptop to access their VC. Devices used varied by age (χ² =68.9; P<.001)—patients aged >50 years were much less likely to use mobile devices and more likely to use a tablet (Table 1).
Table 1. Use of devices for the video consultation by age group, showing numbers (percentages; N=955).

<table>
<thead>
<tr>
<th>Item</th>
<th>Device, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Laptop</td>
<td>Mobile phone</td>
</tr>
<tr>
<td>&lt;18</td>
<td>82 (50.3)</td>
<td>44 (27)</td>
</tr>
<tr>
<td>18-30</td>
<td>76 (52.1)</td>
<td>35 (24)</td>
</tr>
<tr>
<td>31-50</td>
<td>167 (50.2)</td>
<td>87 (26.1)</td>
</tr>
<tr>
<td>51-71</td>
<td>120 (49.6)</td>
<td>20 (8.3)</td>
</tr>
<tr>
<td>&gt;71</td>
<td>36 (62.1)</td>
<td>1 (1.7)</td>
</tr>
<tr>
<td>Total</td>
<td>487 (51)</td>
<td>189 (19.8)</td>
</tr>
</tbody>
</table>

*aA total of 13 respondents did not answer regarding age group.

Staff Characteristics

In total, 521 staff responses were received (Table 2), with a response rate of 12.3% (521/4234). The largest number of responses by profession was from Allied Health Professionals (155/521, 29.8%). The largest number of responses by department was from Community Mental Health (188/521, 36.1%). Most staff responses were completed following VCs with a patient for whom staff members had 1-3 previous contacts. Staff data, such as patient data, are episodes rather than individuals.

Table 2. Staff respondents, showing profession and department (N=521).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profession</td>
<td></td>
</tr>
<tr>
<td>Nurse</td>
<td>81 (15.5)</td>
</tr>
<tr>
<td>Psychologist</td>
<td>117 (22.5)</td>
</tr>
<tr>
<td>AHPa</td>
<td>155 (29.8)</td>
</tr>
<tr>
<td>Physician</td>
<td>61 (11.7)</td>
</tr>
<tr>
<td>Other</td>
<td>107 (20.5)</td>
</tr>
<tr>
<td>Department</td>
<td></td>
</tr>
<tr>
<td>ACSb inpatient</td>
<td>17 (3.3)</td>
</tr>
<tr>
<td>ACS community</td>
<td>114 (21.9)</td>
</tr>
<tr>
<td>Community Mental Health</td>
<td>188 (36.1)</td>
</tr>
<tr>
<td>Mental health inpatient</td>
<td>4 (0.8)</td>
</tr>
<tr>
<td>CAMHSc</td>
<td>127 (24.4)</td>
</tr>
<tr>
<td>Children’s Services</td>
<td>56 (10.7)</td>
</tr>
<tr>
<td>Complex care and dementia</td>
<td>10 (1.9)</td>
</tr>
<tr>
<td>AMHd and learning disabilities</td>
<td>5 (1)</td>
</tr>
</tbody>
</table>

*aAHP: Allied Health Professionals.

ACS: Adult Community Services (eg, podiatry, spinal, physical, and rehabilitation).

CAMHS: Child and Adolescent Mental Health Services.

AMH: Adult Mental Health.

Patient Overall Experience and Future Intention

Most patients (890/955, 93.2%) reported having a good (210/955, 22%) or very good (680/955, 71.2%) overall experience with VC. A small number of patients had a poor (13/955, 1.4%) or very poor (17/955, 1.8%) experience. Future intention could also be seen as a measure of satisfaction with VC—9 out of 10 patients were very likely (704/955, 73.7%) or somewhat likely (176/955, 18.4%) to choose a VC in the future. Very few patients (28/955, 2.9%) suggested they were somewhat unlikely (17/955, 1.8%) or very unlikely (11/955, 1.2%) to use VCs in the future. Within the results, we were able to look at two aspects of overall satisfaction: satisfaction with the technology (video and sound) and satisfaction with the communication (more related to the clinician’s performance in this situation).
Patient and Staff Technical Satisfaction

Three-quarters of the patients reported having a very positive experience with sound and video quality (732/955, 76.6% and 728/955, 76.2%, respectively). When combined, 67.6% (646/955) had a very positive experience with both video and sound (Table 3). Three-quarters of staff also reported a positive or very positive experience with sound and video quality (411/521, 78.9% and 399/521, 76.5%, respectively).

Table 3. The 4 indicators of patient satisfaction with video consultations shown by patient age and device used, showing P values from chi-square test (N=955).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Positive overall</th>
<th>Would choose VC\textsuperscript{a} again</th>
<th>Positive about technology</th>
<th>Positive about communication</th>
<th>Total patients</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18, n (%)</td>
<td>153 (93.9)</td>
<td>146 (89.6)</td>
<td>94 (57.7)</td>
<td>137 (84)</td>
<td>163 (17.3)</td>
</tr>
<tr>
<td>18-30, n (%)</td>
<td>133 (91.1)</td>
<td>134 (91.8)</td>
<td>92 (63)</td>
<td>131 (89.7)</td>
<td>146 (15.5)</td>
</tr>
<tr>
<td>31-50, n (%)</td>
<td>316 (94.9)</td>
<td>313 (94)</td>
<td>240 (72.1)</td>
<td>290 (87.1)</td>
<td>333 (35.4)</td>
</tr>
<tr>
<td>51-71, n (%)</td>
<td>224 (92.6)</td>
<td>225 (93)</td>
<td>168 (69.4)</td>
<td>200 (82.6)</td>
<td>242 (25.7)</td>
</tr>
<tr>
<td>&gt;71, n (%)</td>
<td>55 (94.8)</td>
<td>53 (91.4)</td>
<td>46 (79.3)</td>
<td>53 (91.4)</td>
<td>58 (6.2)</td>
</tr>
<tr>
<td>Total, n (%)</td>
<td>881 (93.5)</td>
<td>871 (92.5)</td>
<td>640 (67.9)</td>
<td>811 (86.1)</td>
<td>942\textsuperscript{b} (100)</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.55</td>
<td>.49</td>
<td>.003\textsuperscript{c}</td>
<td>.18</td>
<td>N/A \textsuperscript{d}</td>
</tr>
<tr>
<td><strong>Chi-square (df)</strong></td>
<td>3.0 (4)</td>
<td>3.4 (4)</td>
<td>15.8 (4)</td>
<td>6.2 (4)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Device</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laptop, n (%)</td>
<td>445 (91.4)</td>
<td>441 (90.6)</td>
<td>307 (63)</td>
<td>407 (83.6)</td>
<td>487 (51)</td>
</tr>
<tr>
<td>Mobile phone, n (%)</td>
<td>184 (97.4)</td>
<td>179 (94.7)</td>
<td>147 (77.8)</td>
<td>168 (88.9)</td>
<td>189 (19.8)</td>
</tr>
<tr>
<td>Tablet, n (%)</td>
<td>200 (95.7)</td>
<td>195 (93.3)</td>
<td>152 (72.7)</td>
<td>183 (87.6)</td>
<td>209 (21.9)</td>
</tr>
<tr>
<td>Other, n (%)</td>
<td>61 (87.1)</td>
<td>65 (92.9)</td>
<td>40 (57.1)</td>
<td>60 (85.7)</td>
<td>70 (7.3)</td>
</tr>
<tr>
<td>Total, n (%)</td>
<td>890 (93.2)</td>
<td>880 (92.1)</td>
<td>646 (67.6)</td>
<td>818 (85.7)</td>
<td>955 (100)</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.003\textsuperscript{c}</td>
<td>.28</td>
<td>&lt;.001\textsuperscript{c}</td>
<td>.27</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Chi-square (df)</strong></td>
<td>13.8 (3)</td>
<td>3.9 (3)</td>
<td>19.6 (3)</td>
<td>3.9 (3)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\textsuperscript{a}VC: video consultation.
\textsuperscript{b}A total of 13 missing ages.
\textsuperscript{c}P<.05.
\textsuperscript{d}N/A: not available.

Patient and Staff Satisfaction With Communication

Most patients felt that they had been listened to and understood (904/955, 94.7%), had had their needs met (860/955, 90.1%), and had been able to communicate everything they wanted (848/955, 88.8%). Overall, 85.7% (818/955) of the patients rated all 3 aspects positively (Table 3).

Most staff members (419/521, 80.4%) felt able to communicate everything they wanted to, although satisfaction was slightly lower than that of patients (419/521, 80.4% vs 848/955, 88.8%; \(=19.4; P<.001\)). Staff perceptions of patients feeling their needs were met were generally positive, with 57% (297/521) and 29.8% (155/521) responding yes and yes partially, respectively. Only 2% (19/955) of patients said their needs were not met, whereas 11.1% (58/521) of staff believed that patients felt their needs were not met, suggesting an apparent discrepancy.

Association Between Patient Satisfaction With Technology and Communication (Combined as Above)

Patient satisfaction with communication was very strongly positively associated with satisfaction with technical performance (\(=104.0; P<.001\); Table 4). Only 4.3% (41/955) of patients were less satisfied with the communication despite being satisfied with the technology. Conversely, 22.3% (213/955) of patients remained positive about the communication despite being less positive about the technology.
Table 4. Cross-tabulation of patients being positive about technology with patients being positive about communication (N=955).

<table>
<thead>
<tr>
<th>Positive about technology</th>
<th>Positive about communication, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
<td>96 (70.1)</td>
<td>213 (26)</td>
</tr>
<tr>
<td>Yes</td>
<td>41 (29.9)</td>
<td>605 (74)</td>
</tr>
<tr>
<td>Total</td>
<td>137 (100)</td>
<td>818 (100)</td>
</tr>
</tbody>
</table>

**Patient Independence and Accessibility**

Most patients (806/955, 84.4%) stated that they could access their VC alone and that it was very easy or easy to join the VC call (849/955, 88.9%). However, more respondents aged >71 years reported needing help (35/58, 60%), and fewer reported it easy to join compared with those aged <31 years (40/58, 69% vs 286/309, 92.6%; 28.6; P<.001).

**Influence of Patient Age and Device Used on Outcome**

The relationship between device used, age, and satisfaction with technology and the VC was complex. On the one hand, older patients were more positive about the technical experience despite being more likely to need help accessing the VC and being less likely to find accessing the VC easy. Mobile users were also more positive (Table 3), and older adults were less likely to be mobile users (Table 1).

**Staff Experience With Managing and Joining the Call**

Most staff respondents reported a positive or very positive experience when managing and joining the VC (466/521, 89.4%). A smaller number of staff responses indicated a negative or very negative experience (49/521, 9.4%).

**Patient and Staff Perceived Savings**

Two-thirds of patients reported a perceived saving in time (662/955, 69.3%), with more than half of respondents also reporting a perceived saving in money (544/955, 57%). There was no difference by age. Staff respondents most commonly identified carbon savings (380/521, 72.9%) followed by time (373/521, 71.6%). Over one-third of staff reported saving money (187/521, 35.9%). Just below one-quarter of staff respondents reported a perceived saving on missed appointments or did not attend (DNAs) (128/521, 24.6%). Approximately 24% (125/521) reported other unspecified savings. Savings are explored in greater depth in the qualitative analysis below.

**Patient Versus Staff Perception**

Overall, there appears to be good concordance between staff and patient feedback, with similar benefits noted for time and money savings. Mann–Whitney U tests demonstrated no significant difference between 521 staff and 955 patient ratings of video (P=.15) or sound quality (P=.77). However, significant differences between staff and patient responses were identified when reviewing whether patients had been able to communicate everything needed and felt their needs were met. On both occasions, staff responded more negatively than patients (P<.001; P=.02). This could suggest that staff overestimated patient dissatisfaction with VC outcomes or were not aware of patient experiences. This is a useful finding, which was reported back to stakeholders at the Trust; however, limitations in the survey (as discussed in Multimedia Appendix 1) must also be considered.

**Qualitative Results**

**Number of Comments**

Overall, 13.9% (133/955) of patients made 1384 free-text comments in response to one or more of the 16 questions (Multimedia Appendix 1). Patients who rated their overall experience as good or very good were much less likely to comment (105/890, 11.8% vs 28/65, 43.1%; P<.001). Two-thirds (350/521, 67.2%) of staff made 528 free-text comments in response to one or more of the 9 questions asked.

**Overall Themes**

**Overview**

Inductive thematic analysis of free-text responses identified three main themes: barriers, benefits, and suggested improvements. Although the overarching themes were the same based on staff and patient analysis, there was some variation in initial codes between the 2 groups, as discussed in the narrative below and shown in Table 5. Unique identifiers are used for each quote.
Table 5. Qualitative patient feedback themes, subthemes, and codes.

<table>
<thead>
<tr>
<th>Theme and subtheme</th>
<th>Codes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Barriers</strong></td>
<td></td>
</tr>
<tr>
<td>Technological issues</td>
<td>● Equipment, sound or video issues, difficult to communicate, connectivity issues, sound quality, video quality, joining issues (SP&lt;sup&gt;a&lt;/sup&gt;)&lt;br&gt;● Impaired therapeutic flow, limited support, poorer-quality interactions, increased staff stress (S&lt;sup&gt;b&lt;/sup&gt;)</td>
</tr>
<tr>
<td>Quality of patient information and adminis-</td>
<td>● Jargon, accuracy, complexity of language (P&lt;sup&gt;c&lt;/sup&gt;)&lt;br&gt;● Lack of technical support, human error, patient struggles with VCs&lt;sup&gt;d&lt;/sup&gt; and joining (SP)</td>
</tr>
<tr>
<td>trative support</td>
<td></td>
</tr>
<tr>
<td>Accessibility and suitability concerns</td>
<td>● Lack of suitable or compatible devices and up-to-date browsers, support required (SP)&lt;br&gt;● Widening inequalities, difficult to risk-assess, no hands-on care, suitability of certain conditions including the following (S):&lt;br&gt;  ● Hearing-impaired (SP)&lt;br&gt;  ● Children and attentional issues (S)</td>
</tr>
<tr>
<td>Time, resource, and cost concerns</td>
<td>● Increased personal cost for staff, increased staff time, more DNAs&lt;sup&gt;e&lt;/sup&gt; (S)</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td></td>
</tr>
<tr>
<td>Reduced anxiety and stress</td>
<td>● Comfort, face-to-face element, relaxing and anxiety-reducing, safer, patients better supported, family members present (SP)&lt;br&gt;● Ability to open up more (S)</td>
</tr>
<tr>
<td>Continued service delivery</td>
<td>● Allows examination, facilitates contact with patients and staff, higher-quality appointments, nonverbal cues, safety, continued service (S)</td>
</tr>
<tr>
<td>Perceived savings</td>
<td>● Travel, money, time, environment, work hours, arranging lifts, childcare (SP)</td>
</tr>
<tr>
<td>Enhanced accessibility</td>
<td>● Increased access, affordability of attending, comfort, childcare, arranging lifts (SP)&lt;br&gt;● Fatigue (P)</td>
</tr>
<tr>
<td><strong>Suggested improvements</strong></td>
<td></td>
</tr>
<tr>
<td>Information and support improvements</td>
<td>● Notify if appointments are running late (P)&lt;br&gt;● Allow trial VC, provide reminders, simplify or improve patient information, simplify sign-in process, device advice (SP)&lt;br&gt;● Camera positioning guidance (S)</td>
</tr>
<tr>
<td>Technological improvements</td>
<td>● Turn off music, allow photo upload before appointment, support use in other browsers, expand character limit, allow document editing (P)&lt;br&gt;● Shared interactive whiteboard, resources or activities, background blur for privacy, allow control by patient (S)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Codes present in staff and patient data.<br><sup>b</sup>Codes that resulted only from staff data.<br><sup>c</sup>Codes that resulted only from patient data.<br><sup>d</sup>VC: video consultation.<br><sup>e</sup>DNA: did not attend.

**Barriers**

The participants related barriers from technological difficulties, quality of patient information, and concerns about accessibility or suitability of using VC.

**Technology**

Many patients identified concerns of connectivity—“platform glitches” [Patient 94]—or experienced delays between video and sound:

*The picture kept freezing and pixelating. [Patient 741]*

In some cases, technical difficulties meant patients felt that their “needs were not met” [Patient 305]. Similarly, some clinicians reported having to “resort to a telephone” [Staff 14] to supplement VC audio. Some staff members reported that VCs had “a very negative effect on the quality of...therapy we can deliver” [Staff 28] and “limit...the complexity of the conversation” [Staff 29], making it “hard to pick up on body language” [Staff 144]. For some staff members, impairments...
caused by technological issues were seen as “detrimental to patient care” [Staff 90], “frustrating” [Staff 197, Staff 409, and Staff 439], and “stressful” [Staff 90]. It is possible that the connectivity issues seen in this study related to the geographical character of the region of Cornwall, with staff reporting the following:

*The general Cornish bandwidth is the obstruction here.* [Staff 118]

However, staff reported other platforms seemed to encounter fewer issues, suggesting the platform “needs to be improved substantially and quickly” [Staff 22].

**Quality of Patient Information and Administrative Support**

The quality of patient information, particularly joining instructions, was repeatedly called into question by both patients and staff. A patient described the joining process as “stupidly complex” [Patient 52]. Others described being “directed to a troubleshooting, jargon filled, suggestions page” [Patient 95]. The accuracy of the joining instructions was also questioned:

*The link doesn’t open as the instructions [suggest].* [Patient 236]

Although a video version of the information was provided, this was described by the participants as in need of further development and refinement to ensure inclusivity, particularly for “deaf patients” [Patient 582]. Similarly, staff felt that the “main issues” [Staff 75] for patients involved “logging on” [Staff 71] and that “the process of joining has lots of information to process” [Staff 75]. The consequence being “patients [take] a while to get into the appointment [as] the process [is] complicated” [Staff 150]. Some clinicians needed to “telephone and talk [the patient] through logging on” [Staff 286].

**Accessibility**

Access to relevant devices, browsers, digital skills, and confidence were also described as problematic by some participants:

*Unfortunately I was not up to date with technology.* [Patient 319]

Some patients reported needing to download alternative browsers or borrow other people’s devices because of “outdated” [Patient 671] models. Staff also suggested the following:

*It can be hard to engage those with limited IT equipment.* [Staff 106]

Similar to the quantitative findings outlined above, some participants reported needing help from family members or friends as “without [them] it would have been impossible” [Patient 540]. Another “96 year old had to pay for a carer to be present [and] 2 hours of IT help from someone else” [Patient 47], raising further questions and concerns.

**Suitability Concerns**

Although patient concerns focused mainly on technology and digital exclusion, staff had additional concerns about suitability based on patient illness or requirement. Some staff members felt that VCs were exacerbating “health inequalities” for individuals with learning disabilities or living in residential homes as patients were “often excluded from the review” [Staff 202] as computers were often located “in an office” [Staff 202]. This concern was echoed, as “clients with learning disabilities” [Staff 15] often “need reasonable adjustments to be facilitated to communicate” [Staff 15]. The usefulness of VCs for dementia services was also queried, with the “screen [removing] sensory aspects and visual clues” [Staff 130]. VCs were also seen as unsuitable for dysphagia, where “a hands on approach is required to closely look, listen and feel as the person eats and drinks” [Staff 25]. Patient conditions that may impede VC success as suggested by staff respondents also included “cognitive, speech, language, fatigue, concentration, need for physical...assessments, environmental assessments, safety” [Staff 23]. Other areas described as problematic included family therapy, where the “family had to sit side by side, so parents couldn’t see their child’s facial expressions” [Staff 278], and VCs with children generally, particularly with attentional needs, which “meant [the] session was longer” [Staff 136] and fewer tasks were achieved than face to face. Patient safeguarding and “environmental assessments” [Staff 23] also appeared to be a key issue for clinicians—“home visits remain hugely important to gather information to ensure patient safety.” [Staff 130] providing more information “such as how a person may be living and identify self-neglect, declines in functional skills or poor medication management” [Staff 130]. Staff also suggested some conversations may “be very challenging” [Staff 202] over VC, such as discussing “the risk of dying over the internet and not in person” [Staff 202], as some respondents felt “discussing end of life care” [Staff 29] over video carried “an increased risk of missing cues” [Staff 29]. Patients raised concerns for people with hearing impairments as “face to face is easier” [Patient 457] for lip readers because of video or sound delays and character limitations in the VC chat function.

**Time, Resource, and Cost Ineffectiveness**

A minority of staff members reported concerns of time, resource, and cost ineffectiveness as, although VCs “saved a few minutes walking to the clinic and tidying the room for the assessment,” [Staff 169] they could also “add an extra appointment” [Staff 169] when a face-to-face consultation was needed. Some respondents also suggested that VCs were longer owing to a “longer explanation time” [Staff 279] to talk patients through the process of how to log on, as described above. Technological issues also affected duration, with patients “having to change rooms” [Staff 198], “change to telephone” [Staff 203], or “re-join” [Staff 19] after disconnection. Furthermore, staff felt VCs “take quite a bit of preparation prior to the consultation” [Staff 23], particularly in psychological services where staff may “need to make electronic versions of therapy resources” [Staff 6]. Although 24.6% (128/521) of staff reported reduced DNAs numerically, some staff members suggested DNAs had increased:

*I’ve had more DNAs than when most of my visits were by car.* [Staff 413]

However, only 3 such comments were made. Interestingly, patients did not report time or resource ineffectiveness and generally reported savings, as described below.
Interestingly, none of the patients described the therapeutic relationship or quality of care delivered by individual health care professionals as a barrier or limitation of VC use.

Benefits

Overview

The participants identified benefits of continued high-quality service delivery, including reduced anxiety and stress, perceived savings, and enhanced accessibility. Most patients repeatedly described their VC experience as “fantastic” [Patient 558], “excellent” [Patient 579], “amazing” [Patient 153], “wonderful” [Patient 863], “positive” [Patient 600], and “useful” [Patient 667]. The participants also appeared to appreciate being able to have “family members join the appointment” [Patient 15].

Continued High-Quality Service Delivery

For staff, VCs allowed them to “continue to provide care” [Staff 47] and “maintain contact and show patients that we are here, that we are holding them in mind and we are motivated to help” [Staff 24]. Clinicians noted that, without VCs, provision would be “even more reduced” [Staff 47] and that services such as “psychotherapy” [Staff 160] did not need to go “on hold” [Staff 160]. Staff who were “shielding” [Staff 356] also managed to maintain workloads and provide care for “shielding patients” [Staff 394]. Some clinicians reported good “depth of therapy work,” which was “less tiring than therapy by telephone” [Staff 60].

Reduced Anxiety and Stress

Both patients and staff felt that VCs were “far less stressful” [Patient 796] than face-to-face consultations. Several patients reported feeling “more relaxed” [Patient 563] and less “rushed” [Patient 392] as a result of avoiding certain stressors, including arranging transport, arriving on time, finding and paying for parking, and traffic. Reduced anxiety and stress were also reported among children, particularly in children who experienced anxiety about appointments or leaving the house. Clinicians noted that child assessments could be supported by the presence of teaching staff in addition to parents alone and noted the following for adults with learning disabilities:

Distant parents [were] able to join the review, whereas they wouldn’t have previously. [Staff 202]

Staff also reported that VCs were “less stressful” [Staff 89] for the clinicians themselves, “increasing my wellbeing” [Staff 64] by “saving stress” [Staff 209] and “anxiety and distress” [Staff 519]. Other staff members suggested that VCs “can actually be more therapeutically productive” [Staff 170] with “improved communication” [Staff 110] and “better clinical contact” [Staff 200]. Patients reported that the removal of “so much stress” [Patient 290] meant that they had “more time to focus on what needs talking through” [Patient 290]. Several participants suggested that, as they “didn’t feel so stressed” [Patient 695] and were in the comfort of their “own home” [Patient 564], they were “able to open up more” [Patient 695], often feeling more “comfortable” [Patient 564] and “relaxed” [Patient 564]. Similarly, for staff, patients receiving care at home was seen as beneficial, such as for a “post-natal mum” who “felt more comfortable in their own home” [Staff 126]. VCs were also seen as reducing “anxiety for patients concerned about face-to-face appointments due to COVID” [Staff 29] and allowed for “concordance” [Staff 58] in patient care.

Perceived Savings

Both patients and staff reported time, monetary, and environmental savings. Some patients reported saving “over £20 in transportation costs” [Patient 98] and being able to now “afford” [Patient 153] an appointment as a result of time and cost savings:

[VCs] have genuinely changed my life...being accessible for my needs and being able to afford an appointment. [Patient 153]

Travel and cost savings may be particularly prevalent in “Cornwall,” where it “is always difficult to travel for appointments” [Patient 262]. Many staff members also suggested VCs save “time, money and travelling for all concerned” [Staff 324], also reducing “carbon footprint” [Staff 75] by saving “on travel” [Staff 315], “paper” [Staff 242], and “printing resources” [Staff 261]. Many clinicians reported that they could “see patients more intensively” [Staff 7] and “complete an increased number of appointments in a day” [Staff 19] with “increased capacity as a whole” [Staff 17]. Clients who were often “late due to travel” [Staff 81] were now on time. Clinicians reported saving “90 minutes in the car visiting a patient who is just as happy to be seen by video” [Staff 307]. Some staff members also reported that they “rarely get DNAs” [Staff 444] and that VCs “must have saved [The Trust] a lot of money” [Staff 444].

Enhanced Accessibility

Although digital exclusion was thought to reduce accessibility for some, as outlined above, most free-text responses suggested that VCs facilitated service accessibility in a number of ways. First, owing to certain conditions and reduced mobility, some respondents found “trips to the hospital very tiring and difficult” [Patient 20]. VCs removed this experience. Childcare and employment cost savings were also described, helping increase accessibility. For example, a participant suggested that, for a face-to-face appointment, they “would have been dragging all three kids along for what ended up being something that the video call was able to address” [Patient 863]. The “option of video call” [Patient 335] was also considered “useful” [Patient 335] for those who are employed or “working parents” [Patient 335]. Patients could schedule weekly appointments around their employment, something that is not always possible when relying on face-to-face appointments. Furthermore, a number of patients who were “not able to drive” [Patient 307] or “can’t drive” [Patient 846] described VCs as “much more convenient” [Patient 307] because of enhanced independence and removal of reliance on others. Similarly, staff reported increased accessibility for numerous patients who ordinarily “cannot travel to appointments” [Staff 77], such as those with “mobility issues” [Staff 201]. The lesser time requirement for patients to attend via VC was considered to increase “availability of services to clients with other commitments” [Staff 274], “work engagements” [Staff 153], or “caring responsibilities” [Staff 280].
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As a result of the benefits encountered, many patients expressed a strong desire for VCs to be made available beyond the COVID-19 pandemic:

_I hope that all of our future appointments will be held this way._ [Patient 863]

This highlights an important element of patient choice.

**Suggested Improvements**

Finally, staff and patients suggested improvements in two main areas: information and technology.

**Information Improvements**

Respondent suggestions included the simplification of patient guidance and information, device-specific advice, and suggested device use for optimum VC experiences. For example, some patients reported positioning their “iPad onto the floor, so I could show...my feet and me walking” [Patient 248]. This would have been less feasible if using “a desktop computer” [Patient 248]. Other participants suggested it was “a bit challenging getting [the] camera in position to demonstrate me doing the exercises” [Patient 809]. Therefore, providing device-specific information and recommending particular devices based on service requirements and availability may be beneficial. Patients also requested some method of notification if the clinics were running late.

**Technology Improvements**

Related to platform functionality, patients requested the ability to “turn off the music while sitting in the waiting room” [Patient 388] as it was considered “terrible” [Patient 517] and repetitive by some. Patients also expressed a desire to be able to “upload photos or videos” [Patient 20] to the consultation and “change the mobile camera being used” [Patient 145]. Further platform-related improvements suggested included expanding its functionality to “other browsers” [Patient 342] and having the character limit expanded beyond 200 characters for patients who need to use the text function. Other suggestions made by staff included more interactive screen-sharing capabilities as currently clinicians “cannot see [the] client anymore” [Staff 6] when sharing their screen. Others thought it would be useful if the clinician could “allow the client to take control of a particular programme you are sharing.” [Staff 6] which could help with “engaging children so you could play games together” [Staff 6]. A similar desire was noted for adult cognitive behavioral therapy, with staff requesting a “white board” [Staff 119] to “draw things out on such as CBT formulations” [Staff 52]. The absence of such functionalities meant that diagrams were completed less “collaboratively” [Staff 107] than if patients were “in the room” [Staff 107]. Finally, related to digital skills and confidence, some patients expressed a desire for a “dummy run” [Patient 74] to be made available so that people could familiarize themselves with the technology before their consultation. Interestingly, no suggestions for health care training were proposed by the participants, although this may reflect the questions asked in the feedback survey. For enhanced security, staff requested a “blurred background” [Staff 3] option “to help protect privacy” [Staff 3] and “improve confidentiality” [Staff 375]. This seemed particularly relevant for clinicians who “work with forensic clients” [Staff 3]. An additional improvement would be having the ability to “lock the room once everyone is in” [Staff 8] after experiencing “incidents of other staff joining private, confidential therapy sessions uninvited” [Staff 8].

**Comparison of Patient and Staff Feedback**

Generally, staff and patient responses showed high congruence, as evidenced by the similarity of codes and subsequently combined themes. However, as with the quantitative results, where more staff members responded with concern about patients feeling their needs were met than patients themselves, the qualitative data also demonstrate some evidence of clinicians believing that VCs impaired the therapeutic flow or produced poorer-quality interactions. Patients provided no indication of dissatisfaction with the clinician’s communication, outcomes, or care received other than issues resulting from the technology. Although staff concerns on meeting patients’ needs also commonly resulted from technical issues, generic concerns were also shared on therapeutic quality and missing cues or body language via VC. In addition, patients regarded highly the increased accessibility of health care and found appointments less stressful. The codes on time, resource, and cost ineffectiveness were provided only by staff, whereas patient data strongly supported perceived savings across time, money, travel, and environmental impact. Staff and patients showed similarity in the reported requirement for improved sound and video quality. In addition, patients requested the removal of waiting room music, expansion of character limits, and trial runs, whereas staff requested blurred backgrounds and interactive shared screens. Both patients and staff requested simplified or improved patient information.

**Documented Impact of Routine Feedback on Real-world Practice**

Following the initial analysis of the results, the authors presented the above findings to relevant patient and professional stakeholders to provide rapid feedback on barriers and facilitators, possible areas for improvement, and ways to encourage the sustainable use of VCs. The findings were positively received by both clinicians and patients. In particular, clinicians reported underestimating patient satisfaction with VCs and were surprised to see such high levels of satisfaction with the service, particularly patient perceptions of communication quality and feeling their needs were met. The presentations aided in revising clinician perceptions, and some initial changes to VC practice have already been instigated, including the replacement of waiting room music with bird songs and efforts to improve patient information. Thus, the use of routine feedback and its analysis was instrumental in instigating some initial improvements for the use of VCs within the NHS Trust and promoting further conversations around future VC use and improvements. The implementing NHS Trust has now confirmed the procurement of Attend Anywhere for VC service provision to continue beyond COVID-19 restrictions.
Discussion

Principal Findings

This research contributes to the existing literature exploring staff and patient experiences with the rapid rollout of VCs for outpatient care during the COVID-19 pandemic [21], with clear implications for policy, practice, and future research. Specifically, this work contributes to the VC evidence base with a considerably larger sample than previous evaluations, in a rural setting and with a focus on VCs rather than telephone. We also provide documentation on the impact of routine feedback. Unlike existing literature mainly focusing on primary care or specific health services, this research explored the use of VCs across outpatient services more broadly, helping address limitations within the existing COVID-19-response literature [4,10].

Most patients rated their VC experience as good or very good, felt listened to and understood, were able to communicate everything they wanted to, and felt their needs had been met. Many patients reported saving time and money, and >90% (880/955) would likely choose a VC in the future, although it remains unclear whether this resulted from no perceived alternative option owing to the global pandemic or from positive patient experiences and related motivations. Further exploration would be beneficial, including analyzing patient experience over time. Staff also generally supported the use of VCs through positive experiences with joining and managing calls, being able to communicate all that was needed, and feeling the patients’ needs had been met, although agreement on the latter issue was not unanimous. Staff also reported savings, mostly in terms of carbon footprint and time. Qualitatively, both staff and patients noted increases in service accessibility and affordability. As a result, this Trust commissioned Attend Anywhere for future (COVID-19 and post–COVID-19) use, and other Trusts should consider making VCs a permanent option beyond pandemic restrictions.

Patients aged ≥71 years (58/955, 6.1%) were the only age group in which a larger percentage of respondents reported needing support accessing their VC than those who were able to access alone. Nevertheless, there was no clear age gradient in satisfaction with VCs. Indeed, older adults were more likely to be positive about the technology than younger people. This may reflect higher expectations among younger people. Although high levels of positive experience were reported across all device types, more users of tablets or mobile devices were positive. The relationship between age, device used, and positive experience with VCs is complex. Research suggests that the small size of mobile phones can pose a barrier for older adults coupled with declining dexterity and vision. Mobile phones are mainly used by older adults for calls and texting [25], whereas tablet computers are more popular for web-based access among older adults than among younger people [26]. Older working age groups may be more likely to prefer technologies they are familiar with at work (often desktops with poor cameras and sound systems), whereas older adults new to computing use tablets as their entry device [27].

Clinical areas of less suitability for VCs were also noted, particularly by staff. Further research is needed to identify when VCs work best, for whom, and in what context. Although Greenhalgh et al [7] have already provided guidance on appropriate and inappropriate use of VCs, a more granular understanding from both a patient and professional perspective may be required. Some limitations were noted for spinal services, neurology, children, attentional issues, and assessing dysphagia. The previous guidance [7] suggested that inappropriate contexts included patients at high risk, patients requiring internal examination, and patients with challenges affecting the ability to use technology. This suggestion is supported by our work, with staff suggesting VC was less appropriate for patients with learning disabilities, communication disorders, fatigue, cognitive issues, or dementia.

Barriers described by staff and patients included technological difficulties, quality of patient information, administrative errors, and accessibility or suitability concerns. Conversely, identified benefits included reduced stress and anxiety for patients and staff, the opportunity to “open up more” for patients as a result of enhanced comfort, cost and time savings, increased sense of affordability, and service accessibility. Finally, the participants suggested a number of improvements, such as simplifying patient information, notifications for late appointments, the ability to turn off waiting room music, a shared interactive whiteboard, blurred backgrounds, and “practice run” opportunities to increase familiarity and digital skill confidence. Other suggested improvements included allowing photo or video upload to the appointment, swapping between cameras used, extending Attend Anywhere to other internet browsers, and expanding the character restrictions of the chat function, particularly important for accessibility of deaf patients. Thus, this study has a number of practical implications. Routinely collecting and responding to feedback is likely to be an integral aspect of service improvement, as demonstrated in this study. Feasible improvements such as those reported here are likely to have important impacts on staff and patient experience.

The need to simplify and improve patient information was highlighted as a key barrier by both staff and patients, and this may be best achieved in co-design with patients. Although the implementation of VCs was a rapid response, actively involving patients and the public and creating digital-related information may improve accessibility, relevance, and understanding. Thus, an implication of this work is an identified need to establish the best practice for rapid co-design when implementation timing is critical. Any future patient information may also include guidance for patients on camera positioning to reduce another barrier identified in this work. Health care services may also benefit from recommending particular devices based on their functionality and service requirements. For example, larger, static screens may be suitable for child therapies or family-based interventions where patients and families need to sit side by side. Alternatively, VCs that include assessment of movement may be better suited to more portable devices such as mobile phones or tablets.

An important consideration for VCs is safeguarding. Bhardwaj et al [13] reported that clinicians were confident in performing safeguarding and risk assessments remotely. Our results indicate
otherwise as clinicians reported that home visits were key for patient safeguarding and to allow monitoring of self-neglect, decline in well-being, or poor medication. Therefore, home visits for patients requiring environmental assessments could be prioritized for face-to-face appointments, as could consultations relating to the identified less appropriate contexts. However, this assumes that environmental assessments are not possible via VC, where perhaps a visual tour of the home environment during a VC would suffice. Thus, an alternative implication is guidance for clinicians in this regard. A further concern was raised by clinicians consulting with patients in residential care with respect to widening health inequalities as patients are often unable to attend consultations where computers are housed in staff offices. In addition, some patients in these contexts appeared unable to appropriately position their camera, suggesting the potential for solutions such as affordable telepresence devices or robotics in residential care to facilitate VCs. This could respond to two barriers: (1) patients being excluded from VCs because of equipment in staff offices and (2) challenges regarding appropriate camera positioning.

As the final practical implication, in response to patients noting administrative and human errors, the collaborative development of checklists and supportive training may be beneficial. Trusts could perhaps include on-screen checklists on patient records to ensure that scheduling of VCs is followed by provision of an appropriate link, patient-facing guidance, and setup support. Clinicians may also consider promoting the benefits of teachers or distant relatives attending a VC.

Our study also raises implications for the collection and use of routine feedback. The clinicians in our sample overestimated patient dissatisfaction with VCs. More clinicians than patients also responded negatively to communication quality. A minority of clinicians reported some impairment of therapeutic flow. Our presentation of these results to Trust stakeholders supported this observation, with clinicians surprised about high patient satisfaction. Some clinicians reported avoiding VCs for fear of patient dissatisfaction. Thus, the provision of this routine feedback aided in addressing staff perceptions. It is possible that low staff expectations for VCs somewhat explains the low documented uptake of VCs in comparison with telephone calls in previous research [10,13,14]. When collecting routine feedback, critically considering the purpose is important. For example, Sibley et al [28] recently likened the increasing collection of patient feedback to an “avalanche...with experience now tracked, monitored and measured to an almost obsessive degree” [28]. However, to what end and for what purpose? Reflecting previously acknowledged concerns around the ethics of collecting patient feedback that leads to minimal direct benefit [29,30], Sheard et al [31] suggested all patient feedback tools must be meaningfully usable by those providing frontline care; otherwise, it becomes “unethical to ask patients to provide feedback which will never be taken into account” [31]. Thus, service providers should ensure that routinely collected feedback (including after an Attend Anywhere appointment) is meaningful for both patients and clinicians, serves a beneficial function beyond mandatory feedback collection, and focuses on care delivery aspects that are most important to patients and clinicians. Future research may consider which feedback methods are most effective in encouraging responses, particularly in the new digital norm, with staff members supported and empowered in acting upon and responding to feedback received.

**Limitations**

The first limitation of this research is the reliance on a self-selected sample of individuals who attended or facilitated a VC and chose to provide feedback. Experiences or barriers for those unable or choosing not to use VCs currently remain unknown, as do the experiences of those not providing feedback following their VC. Nevertheless, from this study, we know that hundreds of staff members and patients had a positive experience with VCs. Second, owing to the anonymous nature of the data set, we were unable to identify how many individuals completed the survey on repeated occasions; thus, the results may be skewed by repeat respondents. Third, this research relies on secondary data and the subsequent questions or scales used by the Trust. Although informed by the I-week implementation guide for NHS Trusts and NHS Foundation Trusts provided by NHS England and NHS Improvement [23], the survey had some limitations—some of the questions were poorly worded, and the questions were not directly comparable between staff and patient questionnaires (a more detailed discussion is provided in Multimedia Appendix 1). Furthermore, to the researchers’ knowledge, the survey was not created in co-design with all relevant stakeholders, including patients and carers. Therefore, the questions asked may not reflect the most important aspects of the VC experience for patients.

Future research could explore challenges and barriers for excluded patients, particularly those considered seldom heard or marginalized in the context of digital health [32]. Murphy et al [12] noted previously that digital consultations increase access for those with information technology skills but may reinforce existing health inequalities. There is an important balance required between acknowledging increased accessibility for some patient groups who may encounter difficulties accessing face-to-face services and acknowledging reduced accessibility for others. This aspect needs urgent further work and reiterates the importance of patient choice and availability of multiple media to access health and care services.

The nature of this study meant that we were also unable to conclude on a number of additional factors, highlighting the scope for further research. Apparent efficiency savings in service delivery via VC should be explored to assess the impact of VCs on clinician and patient experience. Although intensive work may aid in meeting growing health care requirements, workforce burnout poses a danger. Related to efficiency, further research should look to establish DNAs before and since the implementation of VCs, with almost a quarter of staff reporting less DNAs using VCs than with usual practice. This is an interesting result, and further work could explore the reasons for the reductions in DNAs compared with in-person consultations. Although the results suggest a reduction in DNAs generally, 3 staff comments suggested increases. It would be interesting to explore if DNAs that do occur are linked to patient inability to access VCs or lack of confidence with technology. Other implications for future research include a need to identify
the mechanisms responsible for the positive patient experiences and high levels of future VC use intentions, as demonstrated by the Trust in this research. By doing so, other Trusts and health care services can engage with acknowledged areas of best practice. Economic evaluations that incorporate clinician, patient, and environmental savings may also be beneficial, although it is important to emphasize that potential cost savings should not take precedence over patient safety, quality of care, and stakeholder experience.

In addition, suggestions made in this research that VCs improve “affordability” of appointments and comfort in sharing personal or clinical information are important areas of future interest. Future research questions could include how and in what ways have VCs affected patient accessibility? Similarly, how, if at all, do VCs affect the therapeutic relationship? Future research could compare patient satisfaction with more conventional face-to-face consultations or other VC platforms. In addition, the range and type of consultations available to patients are currently limited and expressed satisfaction may reflect a lack of choice or alternatives. Future research may review patient experiences over time, particularly during times of heightened and reduced COVID-19 restrictions.

Comparison With Previous Work
Generally, our results continue to demonstrate positive experiences for staff and patients with VCs during the pandemic [4,9,10,16], furthering previous work with smaller samples and narrower focus. For example, congruent with Gilbert et al [4], we found that positively perceived aspects of VCs included reduced travel times and reduced impact of travel on symptoms such as fatigue [4]. Other similarities with previous work include low confidence reported among some participants [4] and the negative impact of technological limitations and difficulties on patient experience [4,9,12,13]. Findings from this research regarding age differences in independent use and family involvement are also congruent with other research [12,33]. However, given the difficulties that many older adults have in traveling to outpatient clinics [34] and the largely high acceptability of VC use reported in this study for older adults, no quick assumptions should be made about the unsuitability of VC for older adults.

Areas of divergence from the existing literature include patients reporting higher levels of satisfaction and willingness to use VCs in the future than in previous work [4]. Previous feedback was collected within an entirely orthopedic service, which could suggest that greater satisfaction and use intentions are seen here owing to the variety of services included, which may better translate to VC than orthopedics as perhaps a more hands-on service. However, this would need further exploration as survey limitations impair our understanding of exactly which service patient respondents accessed. Other contributions of this research include the identification of additional benefits, including enhanced comfort and subsequent ability to “open up more.” This contrasts with the results of Liberati et al [14], who reported impairments to depth of conversation and relational quality via remote means. Although this paper reports on a larger sample, Liberati et al [14] also reported on qualitative interviews. Therefore, this incongruence in results is worth exploring further, perhaps across specific psychological therapy services. In contrast to Isautier et al [9], who suggested that telehealth limitations included poorer quality of communication, our results suggest that most patients were satisfied with the VC aspects related to communication, with combined technical satisfaction being lower, congruent with Kayser et al [10]. In addition, in this study, we provide further insight into the influence of patient age and device used in predicting overall VC experience, with implications for targeted consultations in the future. This research also provides interesting insights into both staff and patients reporting an increased sense of accessibility and patient perception of enhanced affordability. Therefore, our work contributes to furthering previous research [4,9-17] that reported on small sample sizes and generally single-service focus, whereas we report on a comparatively large sample across outpatient services in a rural and older adult setting [18,20].

Conclusions
In conclusion, most NHS staff members and patients reported positive experiences with VCs for outpatient care in a rural, older adult, and deprived setting. Patients often felt listened to, able to communicate their needs, and understood, and staff and patients noted resource savings and enhanced accessibility. However, some barriers identified, such as technological difficulties, accessibility of patient information, and accessibility or suitability concerns, require further attention if the potential benefits of VCs are to be realized and their use is to be sustained. The implications of this research include the implementation of patient-suggested improvements, including trial calls, turning music off, facilitating photo uploads, expanding written character limit, and supporting VCs on other browsers. Future work may explore the accessibility and experience of patients excluded from this study through lack of VC access. In addition, this study demonstrated the real-world impact of routine feedback and raises further discussion on the future use of routine staff and patient experience data.
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Abstract

Background: Shift work is associated with sleep disorders, which impair alertness and increase risk of chronic physical and mental health disease. In health care workers, shift work and its associated sleep loss decrease provider wellness and can compromise patient care. Pharmacological sleep aids or substances such as alcohol are often used to improve sleep with variable effects on health and well-being.

Objective: We tested whether use of noise-masking earbuds can improve reported sleep quality, sleepiness, and stress level in health care shift workers, and increase alertness and reaction time post night shift.

Methods: Emergency medicine resident physicians were recruited for a prospective, single-subject design study. Entrance surveys on current sleep habits were completed. For 14 days, participants completed daily surveys reporting sleep aid use and self-rated perceived sleepiness, tension level, and last night's sleep quality using an 8-point Likert scale. After overnight shifts, 3-minute psychomotor vigilance tests (PVT) measuring reaction time were completed. At the end of 14 days, participants were provided noise-mask ing earbuds, which they used in addition to their baseline sleep regimens as they were needed for sleep for the remainder of the study period. Daily sleep surveys, post–overnight shift PVT, and earbud use data were collected for an additional 14 days. A linear mixed effects regression model was used to assess changes in the pre- and postintervention outcomes with participants serving as their own controls.

Results: In total, 36 residents were recruited, of whom 26 participants who completed daily sleep surveys and used earbuds at least once during the study period were included in the final analysis. The median number of days of earbud use was 5 (IQR 2-9) days of the available 14 days. On days when residents reported earbud use, previous nights’ sleep quality increased by 0.5 points ($P<.001$, 95% CI 0.23-0.80), daily sleepiness decreased by 0.6 points ($P<.001$, 95% CI –0.90 to –0.34), and total daily tension decreased by 0.6 points ($P<.001$, 95% CI –0.81 to –0.32). These effects were more pronounced in participants who reported worse-than-average preintervention sleep scores.

Conclusions: Nonpharmacological noise-masking interventions such as earbuds may improve daily sleepiness, tension, and perceived sleep quality in health care shift workers. Larger-scale studies are needed to determine this interventions’ effect on other populations of shift workers’ post–night shift alertness, users’ long-term physical and mental health, and patient outcomes.
KEYWORDS
shift work; sleep; sleep aid; alertness; earbud; SleepBuds; healthcare worker; physician; health care

Introduction

Over the last several decades, sleep deficiency has reached epidemic proportions. An estimated one-third of adults in the United States do not get the recommended seven hours of sleep nightly, and at least 50 million Americans have chronic sleep disorders [1,2]. Shift work, including working overnight hours, having variable or rotating schedules, or working extended hours on call uniquely contributes to worse sleep and poor work-related outcomes [3-6]. Health care practitioners and support staff represent occupation groups with some of the highest prevalence of shift work and sleep problems including sleep disturbances (eg, multiple awakenings), and sleep deficiency from either extended wake episodes (ie, acute sleep deprivation) or multiple days or nights of insufficient sleep (ie, sleep restriction or chronic sleep deprivation) [7].

In health care workers, sleep loss impairs alertness, which can lead to poor work performance and medical errors, potentially compromising patient care [4,8-11]. Despite the recognized impact of sleep loss on clinician health and patient safety, workplace interventions to combat sleep loss and improve restful sleep are lacking compared to other wellness initiatives [12]. Accordingly, we assessed the impact of noise-masking earbuds on self-reported sleepiness, sleep quality, stress level, and post–overnight shift alertness in emergency medicine (EM) resident physicians.

Methods

Study Design and Setting

This prospective, single-subject design study was performed at a single urban academic medical center. This facility hosts residency training programs for multiple specialties including a 4-year EM training program.

Ethical Considerations

This work was approved by the institutional review board (IRB), and all participants gave informed consent. This study was approved by the Brigham and Women’s Hospital Institutional Review Board (2019p002509).

Participant Recruitment

EM resident physicians working full-time at the emergency department (ED) during the study period were recruited. All EM residents who were not hearing impaired and who owned a smart phone capable of receiving SMS text messages and opening electronic surveys were eligible for inclusion. Participants were recruited via email to the residency listerv and through a text message in a resident-specific group messaging app delivered to their personal devices.

Within this residency training program, each resident works between 18–21 shifts in a rotating schedule comprising day shifts (roughly 7 AM to 5 PM), twilight shifts (roughly 3 PM to 2 AM), or overnight shifts (roughly 11 PM to 8 AM) over each 28-day period. Each participant works 5–7 overnight shifts over a 28-day period.

Interventions

Following consent procedures, participants completed an electronic entrance survey that included questions about their baseline sleep habits, sleep aid use, self-reported sleep quality, daily sleepiness, and daily tension over the prior 28 days (Multimedia Appendix 1). Over the next 14 days (the control period), participants were instructed to continue with their baseline sleep habits. On study day 15, each participant was provided with a pair of Bose SleepBuds (Bose Corp). SleepBuds (hereby referred to as “earbuds”) are earbuds worn in both ears all night and function to mask ambient noises by playing various sound tracks selectable from the Bose app, which each target decibels that are specific to common ambient sounds. Participants were given instruction on device functionality including the app for activating the device noise-masking technology, which only occurs when the device is turned on and used in conjunction with the app. Participants were instructed to use the earbuds with the noise-masking technology for their sleep episodes as needed over the next 14 days in addition to their preferred baseline sleep aids. This 14-day period was considered the intervention period. Earbud use was at the discretion of each participant, and study personnel who were not affiliated with the Bose Corporation were available throughout the study period to answer questions about functionality or troubleshoot device function. At the end of the study period, participants completed an electronic exit survey on sleep aid use and earbud functionality over the prior 28-day period (Multimedia Appendix 1).

Measurements

Daily Surveys

Each day of the 28-day study period, participants received an automated SMS text message at 12 noon containing a daily survey asking them to rate the quality of their last sleep episode, current daytime sleepiness, and current level of tension. All measures were reported on 8-point Likert scales of 0 (extremely bad sleep quality, not sleepy at all, and not tense at all) to 7 (extremely good sleep quality, extremely sleepy, and extremely tense). Beginning on day 15, daily surveys also included a question about whether earbuds were used during the last sleep episode (Multimedia Appendix 2).

Psychomotor Vigilance Testing

After every overnight shift, each participant was approached by a trained study research assistant to complete a 3-minute psychomotor vigilance test (PVT, PVT Research Tool, Texas A&M University System CSE) [13]. This test was conducted on portable tablet devices requiring participants to rapidly tap a circle as it appeared on a tablet screen, and the reaction time for each tap was measured. Participants were able to decline
participation in the daily PVT if clinical demands required their attention.

6-Month Follow-up

After the study period, participants were allowed to keep their earbuds for their own personal use. At 6 months after study completion, participants were sent an electronic survey asking about sleep aid use since study completion, including earbud use. For participants still using earbuds, additional questions about when and how they most commonly used the device since the study period were included.

Data Management and Statistical Analyses

Study data were collected and managed using REDCap electronic data capture system sponsored and hosted at our institution. Data were deidentified prior to analysis and analyzed using Stata (version 16; StataCorp). Frequencies and percentages were used to summarize binary and categorical variables. Mean (SD) or median (IQR) values were used to summarize time variables and Likert scale data.

Changes in quality of the last sleep episode, current daytime sleepiness, and current level of tension in control and intervention periods were assessed using a linear mixed effects regression model with a participant-specific random intercept. In the postimplementation period, we only included data collected on days when participants reported using the earbuds. For PVT data, each participant’s mean reaction times pre- and postintervention period were directly compared. Six-month follow up responses were qualitatively assessed.

Results

Participant Demographic Characteristics

Of 58 invited participants, 38 participants enrolled in the study. Of these, 6 participants who did not complete any daily surveys and 6 who participated in surveys but never used the earbuds were excluded. The remaining 26 participants completed a total of 655 daily sleep surveys. We further excluded surveys taken on postintervention days when participants reported not using earbuds, resulting in 501 daily surveys being included in final analysis (Figure 1). Participants included in final analysis represented resident physicians from all 4 postgraduate years. In total, 27% of participants included in the final analysis were female, and their ages ranged from 25 to 35 years (Table 1).

Figure 1. Study design flow chart. PVT: psychomotor vigilance test.
Table 1. Participant demographic characteristics (N=26).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>19 (73.1)</td>
</tr>
<tr>
<td>Female</td>
<td>7 (26.9)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>20-25</td>
<td>12 (46.1)</td>
</tr>
<tr>
<td>25-30</td>
<td>14 (53.9)</td>
</tr>
<tr>
<td>&gt;35</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Training year, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>PGY1</td>
<td>5 (19.2)</td>
</tr>
<tr>
<td>PGY2</td>
<td>9 (34.6)</td>
</tr>
<tr>
<td>PGY3</td>
<td>7 (26.9)</td>
</tr>
<tr>
<td>PGY4</td>
<td>5 (19.2)</td>
</tr>
<tr>
<td><strong>Baseline average sleep or tension measures over the 4 prior weeks, median (IQR)</strong></td>
<td></td>
</tr>
<tr>
<td>Sleep quality</td>
<td>5 (4-6)</td>
</tr>
<tr>
<td>Sleepiness</td>
<td>4.5 (4-5)</td>
</tr>
<tr>
<td>Tension</td>
<td>5 (3-5)</td>
</tr>
<tr>
<td><strong>Baseline sleep and aid use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Blackout curtains</td>
<td>16 (61.5)</td>
</tr>
<tr>
<td>Eye mask</td>
<td>8 (30.8)</td>
</tr>
<tr>
<td>Earplugs</td>
<td>6 (23.1)</td>
</tr>
<tr>
<td>Weighted blanket</td>
<td>1 (3.8)</td>
</tr>
<tr>
<td>White noise</td>
<td>9 (34.6)</td>
</tr>
<tr>
<td>Pharmacological sleep aid&lt;sup&gt;a&lt;/sup&gt;</td>
<td>9 (34.6)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3.8)</td>
</tr>
<tr>
<td>None of the above</td>
<td>2 (7.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Pharmacological sleep aid refers to oral medications such as melatonin, benzodiazepines, zolpidem, or diphenhydramine.

Earbud Use

Among participants who reported using earbuds at least once, the frequency of use varied. Of 14 days when earbuds were available, participants used earbuds for a median of 5 (IQR 2-9) days. The lowest earbud use occurred on day one of the intervention, with 6 of 26 participants reporting use, trending upward until day 4 when 15 of 26 participants reported using earbuds, and remaining generally stable with a slight downward trend in use toward the end of the study (Figure 2). Participants who reported using earbuds for ≥7 of the 14 days did not have significantly different baseline prestudy 4-week sleep scores than those who reported using earbuds between 1 and 6 days (mean score 5.2 vs 4.8, \( P = .34 \)).
Sleep Quality, Daily Sleepiness, and Tension
Participants’ self-reported last sleep episode quality, daily sleepiness, and daily tension had improving trends in the postintervention period (Figures 3A-C). On days when residents used earbuds, on Likert scales of 0 to 7 points, previous nights’ sleep quality increased by 0.5 points ($P<.001$, 95% CI 0.23-0.80), daily sleepiness decreased by 0.6 points ($P<.001$, 95% CI –0.90 to –0.34), and total daily tension decreased by 0.5 points ($P<.001$, 95% CI –0.81 to –0.32) using linear mixed regression models. In the subset of participants who reported below-median sleep scores before the intervention, the beneficial effects of using earbuds were amplified.

Figure 3. Self-rated last nights’ sleep quality (A), daily sleepiness (B), and daily tension (C) on days with earbud use during the prior sleep period.
Post–Night Shift Reaction Time and Alertness

In total, 7 post–overnight shift residents completed a total of 12 PVT tests during the intervention period. A total of 6 completed PVTs were linked to participants who reported no earbud use and were thus excluded from the final analysis. Ultimately, 3 participants both used the earbuds and completed PVTs in both the control and intervention periods. Data from these participants comparing pre- and postearbuds mean reaction time showed no significant differences; however, this study was underpowered to detect an effect of earbud use on PVT.

6-Month Follow-up

We received responses from 12 (46%) participants. Of the 12 respondents, 5 reported ongoing earbud use; all of whom reported use on less than 25% of all sleep episodes since study completion. Participants cited limited sound options, uncomfortable fit, and forgetting to use the device as barriers to further use. There were no notable differences in self-reported baseline sleep aid use and 6-month follow up sleep aid use.

Discussion

Principal Findings

We report that adding a noise-masking earbud, Bose SleepBuds, to a sleep routine can foster significant improvements in shift workers’ self-reported sleep quality, sleepiness, and tension over baseline sleep habits. Participants in this sample noted statistically significant improvements following use of earbuds, and minimal safety concerns were identified. In health care providers, poor sleep contributes to decreased alertness and performance, which adversely affects patient care. Sleep-deprived shift workers demonstrate decreased mood, and professional fulfillment, emotional exhaustion, and increased rated of burnout [10,14-18].

Sleep and wake disturbances are common among shift workers and can produce a primary circadian rhythm disorder called “shiftwork sleep disorder” (SWSD) characterized by insomnia, excessive sleepiness, and significant sleep loss [6,19,20]. Sleep problems are associated with debilitating chronic physical and mental health disease. In addition to excessive sleepiness, sleep deficiency and SWSD are associated with critical short- and long-term health concerns. Sleep deficiency in shift workers has been associated with obesity, type 2 diabetes, stroke, multiple types of cancers, and cardiovascular disease [21-24].

To combat shift work–associated sleep loss, shift workers may develop self-designed strategies to assist with sleep. One common approach is to alternate between the use of pharmacological stimulants and sedatives to achieve wakefulness or sleep as needed. Staying awake and alert during shift can require aids such as caffeine or nicotine [25,26]. To accelerate the onset of sleep, over-the-counter supplements such as melatonin, prescription sleep aids such as benzodiazepines, or other sedative-hypnotic medications (eg, so-called “Z-drugs” such as zolpidem) are also often used [26-28]. Despite the fact that alcohol consumption worsens sleep overall, postshift alcohol use is another common strategy among shift workers to achieve sleep, a strategy that has been associated with binge drinking disorder [29,30]. Each of these strategies demonstrate variable efficacy and can have significant off-target, often deleterious, health effects, development of compulsive use consistent with addiction, and poor patient care.

Participant adherence and uptake in the intervention was one challenge faced in this study. When considering wellness interventions, in addition to intervention efficacy, institutions must also consider factors such as participant interest and adherence and cost-benefit ratios of a given intervention. Here, roughly two-thirds of the approached participants elected to enroll in the study in which they were receiving sleep aid devices free of charge. It is possible this number may serve as a proxy for interest in such nonpharmacological sleep aid devices or in sleep interventions in general. Direct assessment of shift worker interest in nonpharmacological sleep interventions, such as this one, are needed. Interestingly, a larger proportion of males than females enrolled in the study despite the fact that the group originally solicited was roughly even in terms of sex. This may suggest that an electronic sleep device such as noise-masking earbuds are more attractive to males than to females as an intervention. Further analysis of the most likely users may be helpful in targeting sleep interventions to users who may benefit from or adhere most to them. Finally, cost-benefit ratio is often a consideration when implementing wellness initiatives. Though the particular noise-masking earbuds studied here have a relatively high price point for the general public, targeting these devices to participants who may have the highest uptake, adherence, and physiological outcomes may result in a favorable cost-benefit ratio for organizations. Further work is needed to more carefully target sleep interventions such as the earbuds studied here.

Shift workers experience striking rates of workplace burnout; yet, occupational interventions targeting sleep problems are often lacking compared to other wellness initiatives [12]. The importance of this work, therefore, is that noise-masking earbuds may improve several metrics of sleep quality without the threat of problematic substance use, medication adverse events, or pharmaceutical misuse. Although we identified several beneficial effects of the noise-masking earbuds on self-reported sleep and tension, alertness testing via PVT was underpowered to detect an effect in our study population. Because health care professionals are particularly vulnerable to the deleterious effects of sleep loss and SWSD is prevalent in up to 30% of the general population, our findings, while limited, have broad therapeutic potential in multiple industries where shift work is common, including medicine.

Limitations

This was a single-arm study with a small sample size, and variable intervention adherence, all of which affected the analytical power of this study. Further efficacy should be evaluated in a randomized controlled trial comparing earbud use to a matched control. Here, we focused on resident physicians as representatives of the health care shift worker population. This population tends to be fairly young (between 25-35 years old), and may be more willing to use new technology than shift workers as a whole. While approximately one-third of resident shifts are overnight, night shifts tend to be clustered and are not evenly distributed over a 28-day period.
Thus, typical resident schedules are somewhat suboptimal for a single-subject design where subjects serve as their own controls across 28-days. The PVT data collection was limited given the smaller number of data points across control and intervention periods for individual participants. Future solutions may include recruiting study participants such as nocturnists, who are physicians who work a higher proportion and more consistent distribution of night shifts, other groups who work exclusively overnight, or participants with clinically diagnosed SWSD. Increasing study population size or extending the study period by multiple months would likely enhance our data points and improve study power.

Variable intervention adherence also affected our findings. Manually filling out daily surveys and PVT testing after overnight shifts can be burdensome to participants. Participants may have forgotten to complete surveys after receiving the SMS text message reminder. Future studies will consider alternative data collection strategies that may present less of a burden, such as automatic data collection on sleep quality via wearable fitness trackers or cellular telephones. These strategies may also provide more objective measures of sleep quality as opposed to self-reporting. In terms of inconsistent device use, participants cited a desire for additional sound options including selectable music, improved device fit, and needing reliable reminders to improve intervention adherence. Addressing these factors will be crucial to designing maximally effective digital therapies for sleep deprivation in the future.

The potential for sustained adherence is an important consideration in any wellness intervention. Here, at 6-month follow up, <50% of respondents reported ongoing earbud use beyond the study period. Six-month follow-up responses were collected from only 46% of original participants; thus, the limited response rate likely impacts our ability to draw firm conclusions from these data. Subjectively, however, reasons commonly cited for limited ongoing use included poor fit, limited audio tracks, and forgetting to use the earbuds. The fit and audio selection can be addressed by manufacturers to make such products more attractive to users. Habit formation and establishing automated behaviors are key to implementing sustainable health and wellness interventions. Data from nutritional wellness interventions suggest habits can take more than 50 days to reach automaticity [31]. Regarding forgetting to use the device, it is likely our study period was not long enough to promote habit formation. Prolonging the intervention study period with frequent reminders to use the device, or instructing participants to place the device in a convenient, easily accessible location that will remind and reinforce use can be helpful. Further, time-based cues such as reminders on cellular telephones can help establish behaviors while habit formation is taking place [31].

As a pilot study, the aim of this work was to assess uptake, user receptiveness, and perceived effect of a nonpharmacological sleep intervention. Important next steps for future studies include evaluating objective measures of sleep and mood, physician burnout among earbud users, as well as potential changes in clinician performance and patient outcomes such as physician errors or return visit rates. While participant experience is an important component in evaluating the effect of a wellness intervention, objective outcomes studies will help corroborate the utility of implementing such interventions on an institutional level.

Comparison With Prior Work

While electronic devices aimed at addressing sleep problems do currently exist, few have robust data supporting their efficacy. Most common devices addressing poor sleep include fitness trackers or mobile apps to track sleep quality, but these rarely offer therapeutic interventions [32,33]. Existing digital therapies for poor sleep include app-based meditation or relaxation guides, and app-guided cognitive behavioral therapy [34,35]. Though moderately effective in some populations, these interventions are often targeted at addressing chronic sleep loss and insomnia, are subject to intervention fatigue, and do not address acute sleep problems and circadian rhythm disruption common in post–night shift health care workers.

Devices supplying white noise are commonly marketed as sleep aids. Despite broad commercial penetration, evidence for the efficacy of continuous white noise on sleep onset, latency, or quality is inconsistent [36-39]. Many factors likely play into the effect of ambient sounds on sleep, including but certainly not limited to the type of sound, the ability to block out alternative ambient noises, and sound volume among other factors. The SleepBuds technology used in this study included first-generation devices that provide noise-masking technology to reduce ambient auditory distractions with optional relaxing sounds. Given our promising results, future work can explore the effect of subsequent-generation devices with enhanced functionality targeted at relaxation. This work will both assess the efficacy of this digital intervention, as well as contribute to the existing body of work on the therapeutic effect of ambient noise on sleep overall.

Conclusions

Sleep loss is a public health crisis that disproportionately affects the physical and mental health of shift workers. The recent emphasis on support programs aimed at improving employee wellness and decreasing burnout is not reflected in interventions aimed at improving sleep. Our data demonstrate the efficacy of a digital intervention addressing sleep disturbance. This intervention is of low risk and is feasible in a complex cohort such as medical resident physicians. While our target population was health care shift workers, extension of our findings to other industries and cohorts is reasonable. Our work prepares for additional studies to improve employee health and wellness through effective, generalizable, and scalable sleep interventions.
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Abstract

Background: The overuse of antibiotics has rapidly made antimicrobial resistance a global public health challenge. There is an emerging trend where providers who perceive that their patients expect antibiotics are more likely to prescribe antibiotics unprompted or upon request. Particularly, health care providers have expressed concern that dissatisfied patients will provide disparaging online reviews, therefore threatening the reputation of the practice. To better deal with the negative reviews and inform patients, some health care staff directly respond to patients’ online feedback. Engaging with patients’ online reviews gives providers an opportunity to prevent reputational damage and improve patients’ understanding of the antibiotic resistance problem.

Objective: We aim to test the effectiveness of different response strategies to the negative patient online reviews on the readers’ perceptions of the health care provider and their perceptions related to antibiotics resistance.

Methods: Two experiments were conducted to examine the impact of message tactics (apologizing, inducing fear or guilt) that can be employed by health care providers when responding to patients’ negative online feedback related to not receiving an antibiotic.

Results: Overall, our results demonstrated positive impacts of responding to patients’ online reviews. In study 1, we found apologetic messaging and use of emotional appeals in the response were effective in making readers feel more favorable toward the message. Readers also expressed a greater credibility perception toward the provider and willingness to visit the clinic when emotional appeals were used. Findings from study 2 largely supported the effectiveness of a fear-based response in improving the readers’ credibility perceptions and willingness to visit the clinic. The fear-inducing information was particularly effective among parent readers.

Conclusions: This paper demonstrated that a strategic response to online patient complaints could prevent reputational damage and minimize the potential negative impacts of the review. The results also glean insight into the step toward developing a novel intervention—crafting a persuasive response to patients’ negative feedback that can help improve the understanding of antibiotic resistance problems.

(JMIR Form Res 2022;6(3):e26122) doi:10.2196/26122
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**Introduction**

There are at least 2.8 million antibiotic-resistant infections per year in the United States, and as many as 35,000 people die each year due to such infections [1]. Nearly 1 in 3 antibiotics prescribed at outpatient facilities is found to be unnecessary [2]. Reducing the overuse of antibiotics in such facilities, like urgent care centers, can help to lower risks associated with antimicrobial resistance. While the judicious use of antibiotics has been widely promoted, there are still barriers to antibiotic stewardship practices [3]. The most commonly cited reason for unnecessary prescribing is providers’ perception of patient expectation and satisfaction [4,5]. Studies have consistently reported that patient demand greatly influences antibiotic prescribing decisions [6-8]. Likewise, a major determinant of prescribing antibiotics in pediatric care is parents’ expectations and pressure [9,10]. Improving communication between health care providers and patients is suggested as one of the ways to reduce overprescribing [11,12].

This perception of pressure from patients can be exacerbated by other external factors. For example, as patients are increasingly behaving as consumers by posting their experiences with health care providers to websites such as Yelp.com [13], providers may fear that their patient will post a disparaging online review of the clinic and provider when requested antibiotics were not provided. In fact, these felt pressures have become so well known that Wired Magazine termed it “the Yelp effect” [14]. A study showed that 65% of Americans are aware of these online ratings and 37% had avoided a physician based on negative reviews [15]. Anxious over potential negative online reviews, providers might be pressured to comply with unrealistic patient expectations such as prescribing antibiotics even when not warranted.

For the clinics of providers, it is important to engage with patient feedback as those reviews can influence future patients’ visits [16]. For example, if the complaint is about not receiving requested antibiotics during the visit, providers can think of it as an opportunity to improve the patient experience and inform the patient about the potential consequences of taking unnecessary treatments or antibiotics. Nonetheless, few strategies have been tested to assess how they might positively impact patients’ antibiotic perceptions and expectations and ultimately act as a step in stemming the tide of antibiotic resistance. In fact, there are no studies of this ilk in the domain of the so-called Yelp effect, yet there are effective risk and health communication strategies that should be tested in this domain. Scholars have long proposed that in order to garner attention, increase message scrutiny, and change attitudes, emotional appeals can be useful [17,18]. Two emotional appeals that have received attention are fear and guilt.

Fear appeals, which communicate an impending threat coupled with behavioral recommendations to mitigate the threat, have consistently been shown to effectively change attitudes [19]. If the fear appeal effectively communicates the threat and receivers believe the response is an effective measure they can take, then message receivers judge that the risk is dangerous and can affect their lives. A meta-analysis investigated fear appeal’s effectiveness for influencing attitudes, intentions, or behaviors and found that fear appeals are effective [20]. In addition, practitioners find that fear appeals can be effectively used to persuade audiences when used appropriately [21]. When communicating antibiotic resistance, fear can be aroused by emphasizing the potential harm or danger that will befall individuals if they take unnecessary antibiotics. In this case, we argue that fear messaging can increase the perception of antibiotic resistance risk. Thus, the reader of a negative review would believe that a provider who did not provide antibiotics was being careful and protecting the patient. This could mitigate unfavorable effects of the negative review.

**H1**: A response from the clinic that features fear-inducing antibiotic resistance information will have a positive impact on (a) message favorability, (b) provider credibility, and (c) increased willingness to visit the clinic in the future relative to no response or a simple apology (ie, apologetic response).

Guilt appeals, though, work through a different mechanism. Guilt appeals communicate that a harm could be potentially caused by our own actions or inactions and are commonly used in health and risk communication [22-25]. These subtle messages remind audiences of their moral code (eg, do not harm others) and can spark both attitude change and behavior change. Turner’s research [22,26,27] revealed that when messages convey a discrepancy between individuals’ moral norms and their potential future behavior, they are less likely to engage in the harmful behavior. In this case, people would be reminded that pressuring doctors for antibiotics ultimately affects the antibiotic health crisis. Guilt is seen as a prototypical moral emotion, and it is repeatedly used in persuasion campaigns for its behavioral consequences [24].

**H2**: A response from the clinic that features guilt-inducing antibiotic resistance information will have a positive impact on (a) making readers feel favorable toward the message, (b) increasing the credibility of the reviewed provider, and (c) increase the willingness to visit the clinic in the future relative to no response or an apologetic response.

As indicated in hypotheses 1 and 2, one type of baseline comparison group we test is a simple apology. Apologies are considered to be the essential response component that service providers can use to handle consumer complaints [28,29]. Health care providers can engage in complaints by apologizing and taking responsibility for patients’ negative experiences. This can help them to reclaim a favorable impression as prior research has documented that apologies are effective for reestablishing trust [30,31]. Accordingly, we hypothesized the following:

**H3**: A response from the clinic apologizing for patients’ negative experience will have a positive impact on (a) making readers feel favorable toward the message, (b) increasing the credibility of the reviewed provider, and (c) increasing the willingness to visit the clinic in the future relative to providing no response to the review.
Study 1

Introduction

Based on the vast literature on emotionally framed health and risk communication, we tested strategic communication regarding antibiotic resistance in the form of replies to negative patient online reviews. We test the effectiveness of fear, guilt, and apologetic message strategies used when responding to a patient’s negative online reviews complaining about not receiving requested antibiotics during its visit to the local urgent care. We accomplish these objectives by conducting a randomized controlled experiment with the goal of examining the impact of different response message strategies on readers’ perceptions of the health care providers and perceptions and knowledge about antibiotics resistance.

Methods

A between-subjects experimental design with 4 message conditions—control (no response), apology messaging, fear-based messaging, and guilt-based messaging—was used. Participants were asked to imagine that they have moved to a new town and need to find a local urgent care. Then, participants viewed a review site (like Yelp, but deidentified) where a patient online reviews. We test the effectiveness of fear, guilt, and apologetic message strategies used when responding to a patient online reviews. Participants also saw the urgent care clinic representative’s (staff or care provider) response to the negative review based on the experimental condition. See Multimedia Appendix 1 for stimulus. Participants were allowed to view this page as long as they needed to. Afterward, participants were asked to complete a short survey and asked their favorability toward the response; the credibility of the clinic, provider and staff; and willingness to visit the clinic in the future (see Multimedia Appendix 2). Participants were recruited through the Amazon Mechanical Turk platform. A total of 216 adults (55% (119/216) male, 81% (175/216) White) from around the nation were paid to take part in a 15-minute experiment. About 64% (138/216) of the participants were aged 30 to 49 years, and 42% (91/216) had a Bachelor’s degree.

Results

To test the effect of response strategies on outcome variables, we ran a series of 1-way analyses of variance (ANOVA) with Tukey post hoc testing. There was a statistically significant difference in readers’ favorability toward the message (F(3, 212)=9.81, P<.001), perceived provider credibility (F(3, 212)=3.66, P=.01), and willingness to visit the reviewed clinic (F(3, 212)=4.01, P=.008) across message conditions (see Table 1).

Table 1. Effects of response strategies by messaging condition in study 1 (Note: Means in a row sharing superscripts are significantly different from one another).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control (1)</th>
<th>Apology (2)</th>
<th>Fear (3)</th>
<th>Guilt (4)</th>
<th>η²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>Favorability toward the message</td>
<td>2.90</td>
<td>0.78</td>
<td>3.86*</td>
<td>0.84</td>
<td>4.44*</td>
</tr>
<tr>
<td>Provider credibility perception</td>
<td>3.65*</td>
<td>1.17</td>
<td>3.71*</td>
<td>1.08</td>
<td>4.20*</td>
</tr>
<tr>
<td>Willingness to visit the clinic</td>
<td>3.56*#</td>
<td>0.98</td>
<td>3.36*#</td>
<td>0.98</td>
<td>3.89*#</td>
</tr>
</tbody>
</table>

These data support the hypothesis that a fear-inducing message was effective in making readers feel more favorable toward the response (mean 4.44 [SD .89]) compared to the control group (P<.001). This response was also more effective than an apology message (mean 3.86 [SD .84], P=.003). H1a was supported. Furthermore, the fear message increased readers’ credibility perception toward the reviewed provider (mean 4.20 [SD 1.06]) compared to the control group (mean 3.65 [SD 1.17], P=.06), and the apology message condition (mean 3.71 [SD 1.08], P=.09). H1b was supported. Respondents’ willingness to visit the clinic in the future (mean 3.98 [SD 1.08]) compared to the apology message condition (mean 3.36 [SD .98], P=.01). Nonetheless, a statistically significant difference was not observed when the guilt condition was compared to the control condition (mean 3.56 [SD .98]). Therefore, H2c was partially supported.

We found that the readers who read an apology message (mean 3.86 [SD .84]) from a clinic, which received a negative review from a past patient, felt more favorable toward the response compared to the readers who read the negative patient review with no reply from the clinic (mean 2.90 [SD .78], P<.001). However, there was no significant effect of apology messaging on the credibility perception and willingness to visit the clinic. Thus, H3a was supported, but H3b and H3c were not supported.

The findings from study 1 provide empirical support for the idea that engaging with patients’ negative reviews with an effective and evidence-based communication strategy can prevent potential reputational damage and improve the patient-provider relationship. In doing so, our findings suggest that rather than just apologizing for patients’ negative experiences (which implies admitting blame), using emotional appeals would further enhance the effectiveness of the message at urgent care with a cold and a sore throat but did not receive an antibiotic. The wording of the fictitious online review was based on real online reviews. Participants also saw the urgent care clinic representative’s (staff or care provider) response to the negative review based on the experimental condition. See Multimedia Appendix 1 for stimulus. Participants were allowed to view this page as long as they needed to. Afterward, participants were asked to complete a short survey and asked their favorability toward the response; the credibility of the clinic, provider and staff; and willingness to visit the clinic in the future (see Multimedia Appendix 2). Participants were recruited through the Amazon Mechanical Turk platform. A total of 216 adults (55% (119/216) male, 81% (175/216) White) from around the nation were paid to take part in a 15-minute experiment. About 64% (138/216) of the participants were aged 30 to 49 years, and 42% (91/216) had a Bachelor’s degree.
in building favorable attitudes, credibility, and increasing potential patients’ chance to visit the clinic in the future.

Specifically, we found that apologizing for a patient’s negative experience can make readers feel more favorable, but it did not increase credibility perceptions or willingness to visit the clinic. If the goal of the communication is to restore credibility and increase patient visits, emotion-based messaging is more effective than not responding or apologizing. We found the fear-inducing information related to antibiotic resistance was particularly effective in increasing the credibility perception of the provider.

These findings can help empower managers, owners, and providers within urgent care clinics to deal with the pressures patients might exert when they want antibiotics. It is critical that providers feel confident that they can engage in clinically sound practices without harming their, or the clinic’s, credibility. It is critical to assess the replicability of these findings, though, so we replicated and extended this study with a second national panel of participants.

**Study 2**

**Introduction**

A second study was conducted to test the robustness of some of the key findings from the first study. In a pediatric care setting, parent pressure to prescribe antibiotics for their child is a barrier for working toward a strict adherence of antibiotic prescription [9,10]. Thus, in the second experiment, we test the effectiveness of response strategies when a negative online review is left by a parent who did not get antibiotics prescribed for their sick child. In study 2, we also compare which type of message strategy (control vs apology vs fear vs guilt) is more effective in altering readers’ antibiotics expectations and perceptions.

In study 1, we examined if strategic messaging could improve readers’ perceptions toward the reviewed provider. To test the robustness of the findings, we suggest the following hypotheses:

- **H1**: A response from the clinic that features fear-inducing antibiotic resistance information will increase (a) the credibility of the reviewed provider and (b) the willingness to visit the clinic in the future relative to providing no response or an apologetic response.

- **H2**: A response from the clinic that features guilt-inducing antibiotic resistance information will increase (a) the credibility of the reviewed provider and (b) the willingness to visit the clinic in the future relative to providing no response or an apologetic response.

- **H3**: A response from the clinic apologizing for patients’ negative experience will increase (a) the credibility of the reviewed provider and (b) the willingness to visit the clinic in the future relative to providing no response to the review.

In study 2, we also test if the clinic’s response can be an effective educational intervention that improves people’s understanding of the antibiotic resistance problem. We predict that an effective message will lower people’s unrealistic expectations for antibiotics and reduce the conception of better to be safe than sorry (BSTS). The latter, BSTS, is the common misconception that even in the cases when taking antibiotics are unlikely to be effective; patients perceive that there is some chance that antibiotics might be effective and have little risk. Patients prefer to take antibiotics since doing so provides the possibility of getting better, and it is often the patients’ rationale for requesting antibiotics [32]. Thus, we try to answer the following question:

**RQ1**: Which response message strategy (apology vs fear-inducing vs guilt-inducing messaging) is more effective in (a) lowering people’s antibiotics expectations and (b) reducing BSTS misconception compared to the control group condition?

As the online review used in study 2 features a parent’s experience with a clinic, we also evaluate whether there is any difference in the effectiveness of the response strategies between parent readers and nonparent readers with the following research questions.

- **RQ2**: Is there any difference in the level of (a) credibility perception, (b) willingness to visit, (c) antibiotics expectations, and (d) BSTS misconception between parent readers and nonparent readers?

- **RQ3**: Is there any difference in the effects of response strategies on the (a) credibility perception, (b) willingness to visit, (c) antibiotics expectations, and (d) BSTS misconception while controlling for the parental status?

**Methods**

**Study Overview**

A 4 (message type: control, apology, fear-based, guilt-based) × 2 (parental status: parent vs nonparent) between-subjects experimental design was used. Multimedia Appendix 1 includes the stimulus used in the study. Participants aged 18 years and older and living in the United States were recruited. As with study 1, we used the MTurk survey platform for this 10-minute experimental survey. A total of 400 US adults took the survey; after removing incomplete responses, a total of 390 responses were used in the analysis. The median age group of participants was 30 to 49 years, and 62% (242/390) of participants were male. About 58% (226/390) of participants identified their race as White and 58% (226/390) had a Bachelor’s degree. A summary of survey measurements is presented in Multimedia Appendix 2.

**Data Analysis**

A 2-way ANOVA was conducted to determine the effects of message strategies and parental status for each outcome variable. Table 2 reports a summary of test results. An additional simple effect analysis was conducted to probe interaction effects.

https://formative.jmir.org/2022/3/e26122
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Table 2. Summary table for 2-way analysis of variance of the effects of messaging strategies and parental status in study 2.

<table>
<thead>
<tr>
<th>Variable and source</th>
<th>MS a</th>
<th>F score</th>
<th>P value</th>
<th>( \eta^2_p )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Provider credibility perception</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Message b</td>
<td>5.96</td>
<td>4.02</td>
<td>.008</td>
<td>.031</td>
</tr>
<tr>
<td>Parental status c</td>
<td>33.24</td>
<td>22.45</td>
<td>&lt;.001</td>
<td>.056</td>
</tr>
<tr>
<td>Message x parental status b</td>
<td>3.19</td>
<td>2.15</td>
<td>.093</td>
<td>.017</td>
</tr>
<tr>
<td><strong>Willingness to visit the clinic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Message b</td>
<td>8.23</td>
<td>19.36</td>
<td>&lt;.001</td>
<td>.033</td>
</tr>
<tr>
<td>Parental status c</td>
<td>36.57</td>
<td>19.36</td>
<td>&lt;.001</td>
<td>.048</td>
</tr>
<tr>
<td>Message x parental status b</td>
<td>7.09</td>
<td>3.75</td>
<td>.011</td>
<td>.029</td>
</tr>
<tr>
<td><strong>Antibiotic expectation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Message b</td>
<td>0.49</td>
<td>0.56</td>
<td>.640</td>
<td>.004</td>
</tr>
<tr>
<td>Parental status c</td>
<td>2.34</td>
<td>2.7</td>
<td>.102</td>
<td>.007</td>
</tr>
<tr>
<td>Message x parental status b</td>
<td>0.625</td>
<td>0.72</td>
<td>.541</td>
<td>.006</td>
</tr>
<tr>
<td><strong>BSTS d misconception</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Message b</td>
<td>1.13</td>
<td>1.28</td>
<td>.281</td>
<td>.010</td>
</tr>
<tr>
<td>Parental status c</td>
<td>24.66</td>
<td>27.99</td>
<td>&lt;.001</td>
<td>.068</td>
</tr>
<tr>
<td>Message x parental status b</td>
<td>0.606</td>
<td>0.69</td>
<td>.560</td>
<td>.005</td>
</tr>
</tbody>
</table>

aMS: mean squares.
bdf = 3, 382.
cdf = 1, 382.
dBSTS: better safe than sorry.

Results

To test H1-H3, we first compared the mean scores of credibility perception and willingness to visit the clinic across the 4 message conditions (Table 3). We found that response strategies have statistically significant effects on readers’ credibility perception of the provider and willingness to visit the clinic (see Table 2).

Table 3. Effects of response strategies by messaging condition in study 2 (Note: Means in a row sharing superscripts are significantly different from one another).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control (1)</th>
<th>Apology (2)</th>
<th>Fear (3)</th>
<th>Guilt (4)</th>
<th>( \eta^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean SD</td>
<td>Mean SD</td>
<td>Mean SD</td>
<td>Mean SD</td>
<td>Mean SD</td>
<td>Mean SD</td>
</tr>
<tr>
<td>Provider credibility perception</td>
<td>2.51 1</td>
<td>2.92 * #</td>
<td>3.09 # ^</td>
<td>2.82 * # ^</td>
<td>1.3</td>
</tr>
<tr>
<td>Willingness to visit the clinic</td>
<td>2.61 *</td>
<td>2.94 * #</td>
<td>3.26 * ^</td>
<td>3.05 * # ^</td>
<td>1.5</td>
</tr>
<tr>
<td>Antibiotic expectation</td>
<td>3.24 *</td>
<td>3.25 *</td>
<td>3.11 *</td>
<td>3.15 *</td>
<td>0.97</td>
</tr>
<tr>
<td>BSTS misconception</td>
<td>2.91 *</td>
<td>2.71 *</td>
<td>2.76 *</td>
<td>2.71 *</td>
<td>1.01</td>
</tr>
</tbody>
</table>

These data support the hypothesis that fear-inducing information can increase providers’ credibility perception (mean 3.09 [SD 1.29], P=.006) and willingness to visit the clinic (mean 3.26 [SD 1.42], P=.008) when compared to the control group (credibility: mean 2.51 [SD 1.13]; willingness to visit: mean 2.61 [SD 1.30]), but the differences were not statistically significant compared to the apology message condition (mean 2.98 [SD1.27]). Thus, H1 was partially supported. The guilt-inducing response did not increase credibility perception. Study 1 showed that the guilt message can increase readers’ willingness to visit when compared to the apology condition. However, in study 2, which is in the pediatric context, the effect was not statistically significant. Accordingly, H2 was not supported. Regarding H3, there were no statistically significant effects of the apology message on the credibility perception or willingness to visit the clinic (H3 not supported), repeating the findings from study 1.
To answer RQ1, we compared the mean scores of the expectations for antibiotics and BSTS misconception (see Table 3) across the message conditions. We found no significant main effects of message strategies on antibiotic expectation and BSTS misconception.

Two participant groups (parents vs nonparents) were compared to answer RQ2 (see Table 4). Participants’ parental status had a statistically significant impact on provider credibility perception, willingness to visit the clinic, and the BSTS misconception. Parents perceived the provider less credible (mean 2.56 [SD 1.19], P<.001) compared to nonparents (mean 3.13 [SD 1.29]). Parents were also less willing to visit the clinic in the future (mean 2.69 [SD1.42], P<.001) than nonparents (mean 3.26 [SD 1.40]). Parent readers exhibited greater BSTS misconception (mean 3.01 [SD .86], P<.001) than nonparent participants (mean 2.52 [SD 1.01]). There was no statistically significant difference observed in their expectations of getting antibiotics.

Finally, a statistically significant interaction effect between parental status and the message strategy was detected on individuals’ willingness to visit the clinic in the future (RQ3, see Figure 1). For the parent participants (F<sub>3, 384</sub>=3.51, P=.02), the response that elicited fear increased their willingness to visit the clinic (mean 3.18 [SD .20]) significantly more than the control (mean 2.52 [SD .20], P=.02) and the apology (mean 3.21 [SD .20], P=.002) message conditions. For the nonparent participants (F<sub>3, 384</sub>=3.93, P=.009), all 3 types of response messages increased their willingness to visit the clinic (apology: mean 3.56 [SD .20], P=.002; fear: mean 3.33 [SD .19], P=.02; guilt: mean 3.49 [SD .21], P=.006) when compared to the control group condition (mean 2.69 [SD .20]). There was no statistically significant difference among the three message conditions for nonparents.

Table 4. Mean and standard deviations for effects of parental status in study 2.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parent Mean</th>
<th>SD</th>
<th>Nonparent Mean</th>
<th>SD</th>
<th>η&lt;sup&gt;2&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provider credibility perception</td>
<td>2.56</td>
<td>1.18</td>
<td>3.13</td>
<td>1.29</td>
<td>.051</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Willingness to visit the clinic</td>
<td>2.69</td>
<td>1.42</td>
<td>3.26</td>
<td>1.40</td>
<td>.040</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Antibiotic expectation</td>
<td>3.26</td>
<td>0.97</td>
<td>3.11</td>
<td>0.88</td>
<td>.007</td>
<td>.11</td>
</tr>
<tr>
<td>BSTS&lt;sup&gt;a&lt;/sup&gt; misconception</td>
<td>3.01</td>
<td>0.86</td>
<td>2.52</td>
<td>1.01</td>
<td>.065</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

BSTS: better safe than sorry.

Figure 1. Interaction effects between message condition and parental status on willingness to visit the clinic in Study 2.

Discussion

**Principal Findings**

Emotional appeals can be used to better communicate the information about the risks and consequences of inappropriate use of antibiotics. Appealing to human emotion has long been known to help garner attention, engage message receivers cognitively, and change beliefs and intentions [18]. This study showed that such emotion-based tactics need not be solely used in public service announcements; rather, such known message strategies can also be used in responses to online reviews.
Providers and clinic owners can and should communicate good clinical practice whenever they can do so. Instead of being worried about negative online reviews, it is possible that these moments can be leveraged as teachable moments, and we believe this paper provides insight into how to develop evidence-based online interventions [33,34].

Study 1 was conducted in the primary care context. This study revealed that fear-based messaging can increase message favorability, provider credibility, and willingness to go to the clinic compared to a simple apology. Given that the apologetic response is the most common response to negative online reviews, this information is critical for clinics. These results can be explained by the studies that showed that when communication of the severity of a health threat is combined with communication of susceptibility to the threat, message receivers are more likely to engage with the message content [17]. Particularly if the message communicates a solution (ie, efficacy), message receivers will engage in a process known as danger control whereby they are fearful of the health threat, understand the threat can be averted, and want to engage in behaviors that would control and prevent it [35].

The findings from study 2 further demonstrated the effectiveness of using a fear-frame when responding to a patient’s negative online review. Another important finding was that while different message strategies were equally effective in increasing nonparents’ willingness to visit, only the fear-inducing message had an impact on parent readers. Thus, when responding to a pediatrics online review often left and read by parents, fear messaging, demarked by communicating susceptibility to, and severity of a risk, can help to mitigate potential negative consequences of a negative online review.

Moreover, we found that parents were overall more influenced by the negative online review than nonparents. Parents perceived the provider as less credible, and they were less willing to visit the clinic than nonparents. This could be because parents are generally concerned about doing the right thing for their child. When it comes to medical decisions, they experience greater uncertainty and anxiety with their decisions for their ill child [36]. Parents held greater BSTS misperception (taking antibiotics has little risk associated and increases the chance of getting better even when it might not be needed) because they are more worried about missing an opportunity to treat their child’s serious illness than a long-term side effects of antibiotics.

Finally, the emotion-based response strategies did not have statistically significant effects on lowering individuals’ antibiotic expectations or correcting the BSTS misperception. Although we found limited educational effects of the response messages, as changing patients’ perception is critical to reduce the overprescribing of antibiotics, future studies should examine the effects of different message strategies and interventions that can improve people’s understanding of antibiotic resistance.

To this point, it is critical that expertise in messaging strategies is sought before clinicians design responses to online reviews (or develop message strategies generally). It is well known that certain messaging strategies can fail when used with the wrong audience or in the wrong context. In this study, we found that while nonparent readers were receptive to various messaging strategies, only fear-inducing messaging was effective among parent readers. Previous studies reported that a persuasive appeal’s effectiveness varies by the audience, and aligning message strategies with the recipient’s personal traits and emotional status can increase the message’s impact [37,38]. Likewise, certain messaging strategies can fail when used with the wrong audience or in the wrong context [39]. Thus, practitioners should critically analyze their target audience and develop the best messaging strategies accordingly.

Limitations

There are limitations to this research. Certainly, these studies did not use probability-based samples (although they did use random assignment), and thus, we should be cautious when generalizing the findings. Additionally, this study only examined one iteration of fear or guilt; but guilt and fear messages vary a great deal in intensity. Overly intense messages can cause anger and perceptions of being manipulated—so such strategies must be used subtly and thoughtfully. We were also mainly interested in the effects of messages in both studies, but the tested outcome variables (ie, favorability, credibility perception, and willingness to visit) are interrelated. For instance, it is possible that the favorability or credibility perception may predict readers’ desire to visit the clinic. Thus, future studies could further our findings by investigating a causal model among the outcome variables engaging in mediation analysis. Finally, it may be that clinics are uncomfortable replying to negative online reviews at all. Although we hope that these data provide confidence that replying is a good idea, we recognize that some clinic managers will remain reticent to do so. In those cases, the emotional appeals here could be used to inform in-clinic messages that might change or adjust expectations prior to a negative review happening.

Conclusion

It is imperative that providers feel empowered to follow clinically sound practices. In this case, that means not feeling pressured to prescribe antibiotics when they are not needed. Health communication theories can provide strategies that can be used to assist in these efforts. For example, some clinics have tested the impacts of displaying posters using a commitment strategy [40], as a well-known strategy in communication and psychology, on changing patient expectations [41]. Overall, the strategy has shown promising results in affecting patient perceptions and expectations. Here, we examined the role of emotionally framed messages. Health communication scholars have tested emotional appeals on attitude change for nearly a century, finding that they can have a positive impact at how people perceive health risks. In this case, the key outcomes were to increase the credibility of a provider and willingness to visit a clinic. More studies of this ilk must be conducted going forward so that we can arm providers with efficacious communication devices that help them do their job.
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Abstract

Background: Although mental ill-health is more prevalent among people from lower socioeconomic groups, digital mental well-being innovations are often developed for people from higher socioeconomic groups, who already have resources to maintain good mental and physical health. To decrease health inequalities and ensure that available solutions are appealing and accessible to people with fewer resources, new approaches should be explored. We developed the app Wakey!, which focused on creating engaging mental health content that is accessible, particularly among lower socioeconomic groups in the United Kingdom.

Objective: The aim of this study is to assess engagement with the app, investigate initial effectiveness data for 6 well-being outcomes, and explore participants’ subjective experiences of using Wakey!

Methods: The app Wakey! was publicly launched on January 20, 2020, and was free to download from Apple Store and Google Play. The app provided its users with entertaining and educational content related to mental well-being. Concurrently, a single-arm mixed methods feasibility trial was carried out from January to April 2020 among people who had downloaded the app and created an account. The primary outcome was engagement, which was collected passively from data logs. Secondary outcome measures were 6 well-being outcomes collected from self-report questionnaires. Individual interviews with 19 app users were carried out in April 2020.

Results: In total, 5413 people fit the inclusion criteria and were included in the final sample—65.62% (3520/5364) women, 61.07% (3286/5381) aged between 25 and 44 years, 61.61% (2902/4710) in employment, 8.92% (420/4710) belonging to the lower socioeconomic group, and 8.09% (438/5413) were engaged users. There was no evidence of a difference in engagement regarding sociodemographic and socioeconomic characteristics. There was evidence that users with a higher average daily sleep score, who joined the study more recently, who had higher baseline self-report of sleep quality, and who found episodes more entertaining were more likely to be engaged users. Among 230 users who provided follow-up data, there was evidence of improvements on four of the six well-being outcomes: life satisfaction (P<.001), feeling that life is worthwhile (P=.01), ease of getting up in the morning (P<.001), and self-efficacy (P=.04). The app and its content were well received by those who were interviewed, and several people perceived a positive change in their mental well-being.

Conclusions: This study shows that the app Wakey! could potentially be engaging across different socioeconomic groups, and there is an indication that it could positively impact the mental well-being of those engaged with the app. However, this study was a pragmatic trial with a limited sample, and the selection bias was present in the qualitative and quantitative study. Further work is needed to make any generalizable conclusions.

Trial Registration: ClinicalTrials.gov NCT04287296; https://clinicaltrials.gov/ct2/show/NCT04287296
Introduction

Background

Mental health conditions are a considerable burden for patients and health services and have been shown to have social patterning in severity and incidence [1,2]. People in the lowest socioeconomic groups have mental ill-health at higher rates than those in the highest socioeconomic groups [3,4]. Those in lower socioeconomic groups are more likely to be unemployed, working in jobs with low pay, and have insecure work, which have been found to be detrimental to mental health [3,5-7]. Mental health services are struggling to cope with demands on services, and unequal access to support is further exacerbating health inequalities [8,9]. Prevention and broader determinants of health have a larger effect on mental health than reactive, illness-based treatment [10,11]. In addition, people with higher education and higher socioeconomic background who have good access to resources (eg, time, income, and knowledge) are more likely to use commercial mental health solutions in the market to invest in their self-care [12-14].

Digital interventions have been proposed as a solution to address the high demand for mental health support in the context of the crisis in health care services [15]. During the past decade, there has been an explosion of available apps offering mental health and well-being support [16]. These apps target a variety of needs from habit formation to supporting recovery from mental ill-health [17]. Despite the large number of available apps, most lack evidence of effectiveness (ie, no available data) [18] and long-term engagement [19]. Results from a systematic search by Baumel et al [20] show how most apps see a drop in retention between days 1 and 30, 69% and 3%, respectively, depending slightly on the focus of the app (eg, happiness and meditation). Success in engagement has been shown to be a combination of several factors, such as higher rating in app stores, lower price, more positive reviews, good usability, variety in content and features, personalized experience, credibility, high security, social support, and the use of behavior change techniques (BCTs) [21-24]. McKay et al [17] found that 2 BCTs seemed to be more common to use in mental health apps, allowing or encouraging practice or rehearsal in addition to daily activities and providing instructions on how to perform the behavior.

The role of digital mental health interventions in addressing health inequalities is yet to be determined. On the one hand, they provide the potential to reduce health disparities, by providing personalized, low-cost, infinitely reusable resources that can increase access to health interventions [25,26]. On the other hand, they may increase inequity where there remain barriers to access and usability for disadvantaged groups [27,28]. To ensure that health inequalities are not further exacerbated by digital interventions, there is a need to develop and assess digital interventions that manage to maintain long-term engagement and that are appealing and accessible to people from lower socioeconomic groups who often use entertainment to regulate difficult emotions and for education [29-31].

We developed Wakey!, a mental well-being app that is generally appealing across social groups. However, we also aim to address inequalities in access to mental health and well-being support for lower socioeconomic groups in the United Kingdom, by providing content that is both entertaining and led by theory and evidence. The content was developed using information and techniques from cognitive and third-wave psychotherapies, positive psychology interventions, and mental health interventions [32-37]. The web-based psychoeducational strategies are effective at improving mental health literacy [33], reducing stigma [38], and improving the clinical course in depression [39]. Psychoeducational interventions in general are effective (with a small effect size) in managing stress [40].

Objectives

The purpose of this feasibility study is to explore engagement, assess initial impact, and explore users’ subjective experiences with the app, to inform the next steps. Although we measured the app’s impact on health outcomes, the study was not intended to be a definitive effectiveness trial.

Methods

Overview of Study Design

A 12-week mixed methods single-arm feasibility trial was conducted to explore engagement with the app Wakey!, initial effectiveness data, and subjective user experiences. Participants were recruited for the quantitative component exploring the engagement and effectiveness of Wakey! between January 17 and March 30, 2020. The qualitative study to explore people’s experiences of using Wakey! was conducted between April 9 and 24, 2020.

Ethical Considerations

The trial was approved by the Faculty of Health Sciences Research Ethics Committee at the University of Bristol (reference 98382) and registered in ClinicalTrials.gov (NCT04287296).

Intervention—The App Wakey!

Wakey! is an app that delivers a 9-minute morning edutainment show, designed as an alternative to an alarm clock (ie, where users can set an alarm and wake up to a breakfast show on their phone). Edutainment refers to media where entertainment is combined with education [41]. The initial pilot of the show (10 episodes) was streamed via Facebook from April to May 2019. During this time, both quantitative and qualitative data (such as desired improvements) were collected and subsequently used as input in the development of the show and the app. Approximately 40.37% (44/109) of the sample had an annual household income below £30,000 (US $40,836.40), which suggests that the feedback received reflected the thoughts and
experiences of our target group. In addition, in February 2020, we carried out a think-aloud study among people who lived in a deprived area of London (Southwark and Lambeth). This provided us with new insights that influenced usability tweaks in the app, which were implemented before the trial began.

This study focuses on the first 12 weeks after the launch on January 20, 2020, on Apple Store and Google Play. During this time, the show was presented by a comedy drag queen (Ginger Johnson) and a previous cast member from Love Island (Christopher Taylor), who were occasionally accompanied by special guests. Although including a drag queen as a host may turn off some lower socioeconomic group users who may hold more conservative social values, there is evidence that drag queens are seen as an important part in the working-class entertainment in the United Kingdom [42], and people from lower socioeconomic groups tend to watch Independent Television programs, such as Love Island, which is aimed at a less conservative audience [43].

Each week focused on a different mental health–related topic that was discussed by using colloquial language paired with humor in the morning shows (Multimedia Appendix 1). The content was developed (and written by one of the authors (IJ) who is a consultant psychiatrist and psychotherapist) as psychoeducational content designed to communicate the underlying principles from a variety of evidence-based treatments of, and preventative strategies for, common mental disorders. The content was composed of easy-to-understand principles from various cognitive therapies [44], third-wave psychotherapies such as compassion-focused and mindfulness-based therapies [46], positive psychology interventions (such as well-being therapy developed by Fava [34]), and behavioral and lifestyle mental health interventions such as sleep behavior, exercise, and behavioral activation [47]. The content was adapted for the scripts for the show in collaboration with one of the hosts of the show who is a professional writer. Additional content and features were provided on the app to support the theory- and evidence-based techniques, to increase engagement with the app, and to respond to current events (such as the COVID-19 crisis; Multimedia Appendix 1).

Recruitment

The app was advertised in the United Kingdom through partner companies of the Lost In TV Audience Services, who have a database of 450,000 people (approximately 10% were targeted). In addition, the app’s content was advertised through social media platforms (eg, Facebook and Instagram) and more traditional media outlets (eg, Marie Claire, Sunday Mirror, The Sun, and Metro).

As this was a feasibility study and focused primarily on uptake and engagement with an interest in the demographics of the users, a sample size calculation was not performed.

Quantitative Study

Procedures

On downloading the app, users were taken through a registration process. Users were presented with the Terms and Conditions and the Privacy Policy, which included consent to enter the study and the data to be used for research purposes (Multimedia Appendix 1). Thereafter, users were asked to provide sociodemographic and socioeconomic information: name, email address, age range, gender, and occupation (Multimedia Appendix 1). Users were asked to set their in-app alarm clock time. Baseline data were then collected on the 4 UK Office for National Statistics (ONS) well-being questions [48], one question inquiring about ease of waking up in the morning and one question inquiring about self-efficacy (Multimedia Appendix 1). Following sign-up, users were taken to the home page (Multimedia Appendix 1), where they were presented with the welcome video.

Data Collection

All quantitative data were collected from users via the app. The data on overall engagement were collected passively from data logs on a daily basis (ie, whether users watched that day’s episode or not). Other measures were collected by asking users to provide information at baseline (ie, onboarding) and thereafter on either a daily or weekly basis. Sociodemographic and socioeconomic information was collected only at baseline. A total of 6 well-being outcomes were collected at baseline and then weekly until the end of the trial. Engagement outcomes included the number of people who downloaded the app and created an account, number of shows watched over the 12-week period, average time watched, and entertainment value of the episode (self-reported on a scale of 0 [not at all] to 10 [completely]).

Data Processing

Users were excluded from all analyses if they had not finished creating the account or were aged <18 years. Users whose baseline and follow-up scores were left on the default setting were excluded from the impact assessment. This was 0 for the ONS and sleep questions and strongly disagree for the self-efficacy question. In addition, when participants answered Prefer not to say to gender (n=49), age (n=32), or occupation (n=703) questions, their answer for a specific variable was treated as missing. Owing to a technical error, 63 users were not able to answer the self-efficacy questions when creating the user, thus missing the baseline assessment and excluded from the analysis about self-efficacy.

Users were segmented into five levels of engagement: never active—had not seen any of the episodes and the welcome video; inactive—had seen only 1 episode or the welcome video or both; became inactive after their first week—saw at least two episodes on their onboarding week and then stopped watching; irregular—had seen at least two episodes on separate weeks but <20% of all the available episodes for them; and engaged users—had seen ≥20% episodes of those available to them. The 20% threshold was a rough equivalent of weekly use—if the user would watch 1 episode per week, then it would equal to 20% of weekly episodes.

The coding of occupational groups is based on two classifications: the Standard Occupational Classification 2010 volume 1 [49] and 2016 ONS National Statistics Socio-economic Classification (NS-SEC) [50]. The 8 NS-SEC...
categories provided in Table S1 in Multimedia Appendix 1 were used to provide a more detailed overview of socioeconomic groups within the sample of people who used Wakey! during the 12-week trial in the descriptive analysis and to explore the predictors of engagement with Wakey! and improvements on the well-being outcomes.

Data Analysis
To see if there were any differences in the probability distributions between the active and never active groups and between people who provided follow-up data and those who did not by sociodemographic and socioeconomic characteristics and content use characteristics (ie, number of watched episodes and entertainment value), chi-square tests and independent-group 2-tailed t tests (or Wilcoxon rank-sum tests) were conducted. Wilcoxon signed-rank tests were used to investigate improvements in the 6 ordinal well-being outcomes from baseline to follow-up. To explore predictors of outcomes, binary variables were created, and multiple logistic regression was undertaken, as the parameters were not met for linear regression. For engagement, we explored which variables predicted whether the participant was an engaged user (watched ≥20% of episodes available) or a not engaged user (watched <20% of episodes available). For retention, both the daily (ie, days 1, 7, 14, and 30) and weekly (weeks 1-5) retention were assessed by calculating the proportion of users who created an account and then were active at a specific time. For well-being outcomes, we explored predictors of improvements (≥1 point change) versus no improvement (no change or deterioration). Univariable analysis was conducted using logistic regression to explore predictors of whether the participant was an active user or improved on well-being outcomes. All predictor variables are presented in Table S1 (Multimedia Appendix 2). Repeated-measures multivariable analysis was performed using logistic regression. The initial model inclusion criterion was \( P < 0.05 \), with putative predictors entered using backward stepwise selection and retained where \( P < 0.05 \). To explore the influence of exposure to Wakey! and to account for different entry times into the study for different participants, we explored associations between improvements in well-being outcomes and user segmentation, the week when they joined the study, if they were an active user, the time between baseline and the last follow-up, and the last week they provided follow-up data.

Qualitative Study

Procedures
The aim was to interview people from lower socioeconomic groups [49,51] and from a diverse range with respect to gender, age range, and user engagement with Wakey! We used purposive sampling [52] and divided people into different groups based on their engagement (to ensure that people from all 4 groups would be represented in the study) and then sent invitations by email (at first) and push notifications to participate in the study (Multimedia Appendix 1). People who were interested in participating in the study received an email with the participant information sheet and a link to the web-based consent form. The web-based consent forms were hosted on the University of Bristol BOS system, and the data were kept in accordance with the Data Protection Act 2018 [53].

Data Collection, Processing, and Analysis
Qualitative data were collected via semistructured audio-recorded individual interviews conducted by MO. All interviews occurred either on the phone or on a video-call platform. Participants were given a £20 (US $27.22) high-street voucher if they were an active user and £5 (US $6.81) if they were an inactive user as a thank-you for their time. The interview topic guide is outlined in Multimedia Appendix 1. The audio recordings were made on encrypted audio-recorders and transferred to Method X Studios secure servers, where they were kept in accordance with the Data Protection Act 2018 [53]. The anonymized transcriptions were kept separately from the identifiable information on the consent forms, so they could not be linked. Transcribed recordings were anonymized (all names or other identifying material removed), and the collected data were analyzed in themes, which were based on the interview topic guide (using a deductive approach). Gender, age range, and user group have been added to all quotes presented in the Results section.

Results
Quantitative Study Sample
Between January 17 and March 30, 2020, a total of 5928 people downloaded Wakey! (unique downloads, excluding the Wakey! Team). Of these 5928 people, 515 (8.69%) did not meet the inclusion criteria and were excluded from the study (276 were aged <18 years and 239 had not verified their email address and thus did not finish the registration), leaving a final sample of 5413 users, who were divided into two groups—never active and active. The characteristics of active and never active users are presented in Table 1. Two-thirds of the active users were women (3520/5364, 65.62%) and aged between 25 and 44 years (3286/5381, 61.07%). Approximately 61.61% (2902/4710) of the users were in employment. Approximately 8.92% (420/4710) of the users had an occupation that indicated belonging to a lower socioeconomic group (as defined by the NS-SEC [50]), such as semiroutine and routine occupations (Table S2 in Multimedia Appendix 1). A higher proportion of the never active group was women, in the youngest age group, and not working (unemployed, caregivers, retired, students, looking after family or home, or sickness or disability). In terms of socioeconomic groups, those who were never active were also more likely to have an occupation that indicated them belonging to lower socioeconomic groups.
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Table 1. Sociodemographic and socioeconomic characteristics among active and never active users.

<table>
<thead>
<tr>
<th></th>
<th>Active, n (%)</th>
<th>Never active, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong> (active N=3958, never active N=1406)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>2489 (62.89)</td>
<td>1031 (73.33)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1404 (35.47)</td>
<td>358 (25.46)</td>
<td></td>
</tr>
<tr>
<td>Nonbinary or other</td>
<td>65 (1.64)</td>
<td>17 (1.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years; active N=3972, never active N=1409)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-24</td>
<td>643 (16.19)</td>
<td>300 (21.29)</td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>1268 (31.92)</td>
<td>459 (32.58)</td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>1195 (30.09)</td>
<td>364 (25.83)</td>
<td></td>
</tr>
<tr>
<td>45-54</td>
<td>689 (17.35)</td>
<td>236 (16.75)</td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>153 (3.85)</td>
<td>42 (2.98)</td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>24 (0.60)</td>
<td>8 (0.57)</td>
<td></td>
</tr>
<tr>
<td><strong>Occupation</strong> (active N=3455, never active N=1255)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employed</td>
<td>2191 (63.42)</td>
<td>711 (56.65)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>137 (3.97)</td>
<td>56 (4.46)</td>
<td></td>
</tr>
<tr>
<td>Caregivers</td>
<td>241 (6.98)</td>
<td>94 (7.49)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>53 (1.53)</td>
<td>10 (0.80)</td>
<td></td>
</tr>
<tr>
<td>Students</td>
<td>363 (10.51)</td>
<td>184 (14.66)</td>
<td></td>
</tr>
<tr>
<td>Looking after family or home</td>
<td>301 (8.71)</td>
<td>132 (10.52)</td>
<td></td>
</tr>
<tr>
<td>Sickness or disability</td>
<td>169 (4.89)</td>
<td>68 (5.42)</td>
<td></td>
</tr>
<tr>
<td><strong>Socioeconomic groups</strong> (active N=3455, never active N=1255)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High</td>
<td>1462 (42.32)</td>
<td>438 (34.90)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>414 (11.98)</td>
<td>136 (10.84)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>290 (8.39)</td>
<td>130 (10.36)</td>
<td></td>
</tr>
<tr>
<td>Not classified elsewhere</td>
<td>1289 (37.31)</td>
<td>551 (43.90)</td>
<td></td>
</tr>
</tbody>
</table>

User Retention and Engagement

Among all 5413 users (this includes both active and nonactive users), 1593 (29.43%) were active on day 1, a total of 273 (5.04%) on day 7, 169 (3.12%) on day 14, 126 (2.33%) on day 21, and 108 (2%) on day 30.

As Wakey! was meant to be used during weekdays and people were onboarded during weekends, it was decided to assess the weekly retention as well. Of the 5413 people, 3135 (57.93%) were active on the week they were onboarded, 1454 (26.87) 1 week later, 635 (11.73%) 2 weeks later, 448 (8.28%) 3 weeks later, and 341 (6.30%) were active 4 weeks later.

The welcome video (length 1 min 26 seconds) was seen by 24.46% (1324/5413) of the users, with a mean watch time of 1 min 6 seconds. The mean number of users watching live streamed episodes was 127 (SD 83.67), and that for archives episodes was 102 (SD 92.22). When combining the unique views of livestream and archived episodes, the mean number of viewers was 219 (SD 131.65). The mean entertainment value of all 60 episodes was 6.80 out of 10 (SD 1.14). Compared with the first week (mean 5.64, SD 0.68), the average score increased by 2.34 points by the last week (mean 7.98, SD 0.43).

When dividing the 5413 users based on the level of engagement, 1420 (26.23%) were never active, 2024 (37.39%) were inactive users, 406 (7.50%) became inactive after their first week, 1125 (20.78%) were irregular users, and 438 (8.09%) were engaged users. The engaged users were divided into those who saw 20%-39% of the episodes available to them (269/5413, 4.97%), 40%-59% (83/5413, 1.53%), and 60% or more of the episodes available to them (86/5413, 1.59%).

In the univariable analysis (excluding the never active users), being engaged users was predicted by a higher average entertainment score (odds ratio [OR] 1.16, 95% CI 1.12-1.20; \( P < .001 \)), a higher average daily sleep score (OR 1.15, 95% CI 1.11-1.20; \( P < .001 \)), a higher average daily sleep score (OR 1.15, 95% CI 1.11-1.20; \( P < .001 \)), joining the study more recently (OR 0.92, 95% CI 0.88-0.96; \( P < .001 \)), and a higher baseline report of sleep quality (OR 1.06, 95% CI 1.03-1.10; \( P = .001 \)) (Table S2 in Multimedia Appendix 2). There was no evidence of a difference in engaged users (watched \( \geq 20\% \) of available episodes) versus not engaged users (watched <20% of available episodes) in terms of social characteristics (Table S3 in Multimedia Appendix 2). The results from the multivariate model are presented in Table S4 (Multimedia Appendix 2).
Effectiveness on Well-being Outcomes

When comparing users (N=3893) who had seen at least one episode (or the welcome video) and provided follow-up data with those who had seen at least one episode (or the welcome video) and had not provided any follow-up data, there was a higher proportion of users aged ≥45 years and users who were from middle socioeconomic groups and who provided follow-up data on ONS, sleep, and self-efficacy measures (Table S5 and Table S6 in Multimedia Appendix 2). In addition, users who provided follow-up data had rated episodes with a higher score (mean=7.5 vs 5.2; \( t_{1348}=-8.6134, P<.001 \)) and had watched more live (11 vs 1; \( t_{3885}=-36.1515, P<.001 \)) and archived episodes (6 vs 1; \( t_{3885}=-26.9019, P<.001 \)).

Users who provided follow-up data demonstrated improvements on 4 of the 6 health outcomes (Table 2). There was strong evidence (\( P<.001 \)) that users experienced improvements on life satisfaction and ease of getting out of bed in the morning (median difference 2 points). There were also improvements in feeling that life is worthwhile (median difference 1, \( P=.01 \)) and in self-efficacy (median difference 0, \( P=.04 \)).

Table 2. Evidence of improvements in outcomes from baseline to final follow-up (N=5413).

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Users whose score improved</th>
<th>Users with baseline data, n (%)</th>
<th>Median at baseline (range, IQR)</th>
<th>Users with follow-up data, n (%)</th>
<th>Median at follow-up (range, IQR)</th>
<th>Difference from baseline to follow-up</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>life satisfaction</td>
<td>230 (112 (48.7))</td>
<td>3638 (67.21)</td>
<td>6 (0-10, 4-7)</td>
<td>230 (4.25)</td>
<td>7 (0-10, 5-8)</td>
<td>+1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Worthwhile</td>
<td>230 (111 (48.3))</td>
<td>3638 (67.21)</td>
<td>6 (0-10, 4-8)</td>
<td>230 (4.25)</td>
<td>7 (0-10, 5-8)</td>
<td>+1</td>
<td>.01</td>
</tr>
<tr>
<td>Happy yesterday</td>
<td>230 (97 (42.2))</td>
<td>3638 (67.21)</td>
<td>5 (0-10, 4-8)</td>
<td>230 (4.25)</td>
<td>6 (0-10, 4-8)</td>
<td>+1</td>
<td>.43</td>
</tr>
<tr>
<td>Anxious yesterday</td>
<td>230 (97 (42.2))</td>
<td>3638 (67.21)</td>
<td>5 (0-10, 2-7)</td>
<td>230 (4.25)</td>
<td>4 (0-10, 2-7)</td>
<td>−1</td>
<td>.73</td>
</tr>
<tr>
<td>Easy to get up</td>
<td>230 (133 (57.8))</td>
<td>3638 (67.21)</td>
<td>4 (0-10, 2-7)</td>
<td>230 (4.25)</td>
<td>6 (0-10, 4-8)</td>
<td>+2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>158 (53 (33.5))</td>
<td>3577 (66.08)</td>
<td>4 (1-5, 3-4)</td>
<td>158 (2.92)</td>
<td>4 (1-5, 3-4)</td>
<td>0</td>
<td>.04</td>
</tr>
</tbody>
</table>

\( a \)Baseline and final follow-up data were collected at different time points for different users, as people were able to sign up at any point during the 12-week trial, and follow-up data were collected each week. Follow-up data were reported as the final outcome data reported by the users.

There was a single variable that predicted improvements in life satisfaction (\( P<.05 \)) in the univariable analysis; therefore, no multivariable analysis was conducted (Table S7 in Multimedia Appendix 2). Lower self-efficacy at baseline was associated with improvement in life satisfaction by the end of the trial (OR 0.77, 95% CI 0.63-0.87; \( P<.001 \)).

There were 2 variables associated with improvements in feeling life is worthwhile by the end of the trial. Those participants who improved on perceiving the life worthwhile were more likely to have a lower baseline sleep quality (OR 0.89, 95% CI 0.81-0.97; \( P=.01 \)) and have had lower self-efficacy at baseline (OR 0.78, 95% CI 0.63-0.98; \( P=.03 \)). The results from the multivariate model are presented in Table S8 (Multimedia Appendix 2).

Four variables were associated with improvements in sleep quality in the univariable analysis: higher number of archived episodes watched (OR 1.04, 95% CI 1.00-1.08; \( P=.04 \)) and lower baseline scores for three of the ONS questions—satisfaction with life (OR 0.83, 95% CI 0.74-0.93; \( P=.002 \)), life being worthwhile (OR 0.77, 95% CI 0.69-0.87; \( P<.001 \)), and happiness (OR 0.85, 95% CI 0.76-0.94; \( P=.003 \)).

A single variable was associated with self-efficacy in the univariable analysis; those with a lower baseline score of perceiving life being worthwhile (OR 0.86, 95% CI 0.76-0.99; \( P=.03 \)) were more likely to show improvements in self-efficacy.

**Qualitative Study Sample**

In total, 1524 people received an invitation to participate in the qualitative study, and of these 1524 people, 76 (4.99%) were interested in participating. Ultimately, 1.25% (19/1524) of the users consented, all of whom were interviewed. Of the 19 participants, 9 (47%) were women, 12 (63%) were aged between 25 and 44 years, and 15 (79%) were not in full-time employment (eg, student, caregiver, and unemployed). On the basis of the segmentation of the level engagement, of the 19 participants, 9 (47%) were active users, 5 (26%) were irregular users, 2 (11%) had become inactive, and 3 (16%) were inactive users.

**Qualitative Results**

**Hearing About and Using the App**

Participants mainly heard about Wakey! through social media, such as Facebook and Instagram. When asked about what made the interviewees interested in the app, different reasons were mentioned, such as having a drag queen as one of the hosts, having a different approach to waking up, and addressing mental health issues (almost all interviewees reported having mental ill-health currently or in the past).

When asked about how they used the app, most used Wakey! as part of a morning routine after waking up or sometimes later during the day, rather than as an alarm clock. Whereas some users whose score improved in self-efficacy (median difference 0, \( P=.04 \)) and had watched more live (11 vs 1; \( t_{3885}=-36.1515, P<.001 \)) and archived episodes (6 vs 1; \( t_{3885}=-26.9019, P<.001 \)).

The results from the multivariate model are presented in Table S8 (Multimedia Appendix 2).

Four variables were associated with improvements in sleep quality in the univariable analysis: higher number of archived episodes watched (OR 1.04, 95% CI 1.00-1.08; \( P=.04 \)) and lower baseline scores for three of the ONS questions—satisfaction with life (OR 0.83, 95% CI 0.74-0.93; \( P=.002 \)), life being worthwhile (OR 0.77, 95% CI 0.69-0.87; \( P<.001 \)), and happiness (OR 0.85, 95% CI 0.76-0.94; \( P=.003 \)).

A single variable was associated with self-efficacy in the univariable analysis; those with a lower baseline score of perceiving life being worthwhile (OR 0.86, 95% CI 0.76-0.99; \( P=.03 \)) were more likely to show improvements in self-efficacy.
The interviewees who were active users said that they watched Wakey! on most mornings or every day (including watching old episodes during the weekend or watching archived episodes if they missed the livestream ones). When asked why they might have missed some of the episodes, the main reasons were the change in their morning routine due to lockdown (e.g., change in work times and not having to wake up at a particular time), forgetting to watch the show, and occasionally oversleeping or staying up late. The use of the app varied slightly among the irregular users. Of them, 4 were watching the show at least three times a week, including occasional watch of the archived episodes. Getting late to bed or forgetting about the show were two reasons behind not watching the show more frequently. One of the irregular users felt that sometimes he feels it was too overwhelming to watch the show.

To be honest with you, it’s how I feel on the day...It is basically about trying to be in the right state of mind...trying to be in the mood to watch Wakey Wakey is one thing because sometimes if you’re not feeling too great within yourself, it’s like the last thing you want is sometimes to be looking at some people, where everyone’s laughing, because it’s hard. [Male, aged 25-34 years, irregular]

Watching Wakey! was usually less regular among people who became inactive after their first week or who had been inactive before the qualitative study. Some of them mentioned that they tend to watch Wakey! a couple of times a week or as often as possible. The reasons behind not watching the show more often were related to the change in their routine during lockdown (as among active users) and work routine.

The Presenters and Content

Interviewees’ general impression of the app was positive. They were very satisfied with the presenters, and it was mentioned several times that they seem very friendly and have a great chemistry, which makes the show very enjoyable. Several people pointed out that the content of Wakey! was very well developed, as it covered a variety of useful topics on mental health and provided practical tips that people can relate to and incorporate into their lives, and it was done in a fun and entertaining way that helped keep people engaged.

You’ve wrapped it up in an entertainment bubble, but it’s very much about mental health. I think it’s brilliant the way it’s done. [Female, aged 35-44 years, active]

I think it’s really good that they’re focusing on a lot to do with mental health because that is a big thing that gets pushed under the carpet. There’s so many of us that look okay on the outside but might be suffering. [Female, aged 35-44 years, irregular]

Use of Features

Several interviewees had used the chat option during livestream episodes, Q and A sessions, or Brain-aerobics quizzes. They liked that using the chat created the feeling of a community through interacting with other users. In addition, it was appreciated that people received responses to their questions and comments.

I do appreciate the fact that somebody from Wakey! has actually replied to me and had a bit of a conversation with me. I do like the interactive aspect and getting involved with people.” [Female, aged 25-34, active]

By the time the interviews occurred, 8-9 articles were made available on the app. Whereas some people had read the articles and found them useful, most had not yet engaged with them.

There were two types of live events: Q and A and Brain-aerobics quiz. Not everyone was aware of the quiz, but those who were viewed it positively, describing it as an opportunity to interact with Ginger Johnson and other users. Only a small number of interviewees had watched Q and A live events (as people had other responsibilities at the time it was broadcast). Of those who had, some found them useful, whereas others did not feel they were relevant to them or found them boring.

Among users who had visited the progress page, the regularity of use varied however, in general, people found it useful as a tool to track their progress and see improvements.

Data Collection

Daily questions at the end of episodes were perceived, among some participants, as a possibility for self-reflection. Whereas some of them would have liked more daily questions, others found them too frequent. Whereas the majority remembered the daily questions, several struggled to remember if they had answered the weekly ones. Those who had answered the questions commented that the questions can be useful when you are interested in your mental well-being and show how things have changed compared with previous weeks.

When you actually put that number in on the score, you think to yourself, “I actually feel a lot better than what I thought,” or, “I actually feel a lot worse than what I thought.” I think it’s a good idea definitely because it helps well, yourself to be able to see how you are feeling. [Male, aged 25-34 years, irregular]

When I joined, I was quite shocked by doing the survey at the end, when you have to give yourself points as to how you feel and things. It shocked me how bad I was feeling, I hadn’t realized that that’s how I was feeling. [Female, aged 55-64 years, active]

Perceived Change in Outcomes

When asked about changes in mood, sleep, or other similar aspects that might relate to using Wakey!, almost all interviewees had some positive examples of change that related to improvement in their mood, paying more attention to having a routine (which was perceived as likely to have an effect on sleep quality), finding it easier to get up from the bed in the mornings, and reduced stress levels.

Using the app made me feel better in the morning, got me up, got me alert, got me awake, relatively easy. Whereas I previously tended to snooze my alarm clock frequently. [Male, aged 45-54 years, irregular]

It just gets me out of bed at a proper time. I’ve noticed that in personally myself, I’ve been able to smile a
bit more rather than being a bit down in the dumps. Even if I am in a bit of a mood when I wake up, by the time I’ve watched an episode of Wakey!, I’ve giggled me up for a good 10 minutes. [Male, aged 35-44 years, active]

**Usability Issues and Future Improvements**

Although people had many positives to say about the content of Wakey!, there were things that participants felt could be improved, such as some users feeling that the show felt a bit rushed and too preplanned and some of its content repeating itself. Technical issues mentioned included the following: alarm not going off, videos freezing, issues with chat’s functionality, livestream episodes not starting from the beginning, and not being able to save the videos or watch them offline.

When interviewees were asked about three things they would keep if everything else about Wakey! would be changed, the three most popular things were the presenters and the Old News and Bed-Aerobics segments from the morning shows (described in Multimedia Appendix 1).

That’s a tough one. Things to stay, obviously, first of all, is the presenters. Secondly, I’d say the content...is fantastic. [Male, aged 25-34 years, active]

Several participants found it difficult to answer but instead focused on things that could be improved. Suggestions included addressing different parts of the app, such as the content, survey, chat, live events and challenges, length and frequency of the episodes, and technical issues. One of the interviewees emphasized that the app’s objective is not entirely clear and could have an effect on people not using it.

I think one of the main things is it’s not entirely clear what the app’s meant to do. It’s a wake-up alarm clock, and the mental health and well-being side of it’s not that clear until you’ve started using it. [Male, aged 45-54 years, irregular]

**Discussion**

**Principal Findings**

This study has three main objectives: (1) exploring engagement, (2) assessing the app’s potential to improve mental well-being, and (3) exploring users’ subjective experiences with the app. The findings provide insights into the potential an edutainment app can have, from both the engagement and effectiveness perspectives. Fleming et al [19] have shown that the use of digital interventions can be more modest when launched in a real-world setting (compared with a trial setting). As Wakey! was made publicly available to everyone, the findings are more likely to reflect the real-world data and to be ecologically valid. Although 8.09% (438/5413) of the users were considered as engaged, it is difficult to compare the level of activity at Wakey! with other apps, owing to differences in definitions and the content [19]. For example, moderate use can be viewed as using an app 1 week after installation, but it can also mean that a proportion of users (7%-16%) have completed at least two modules on the app [19]. In contrast, there are universal indicators such as user retention that enable the initial comparison. Baumel et al [20] showed that, on average, around 70% of mental health apps’ users are active on day 1. That number drops significantly and reaches 10% by day 7 and 4% by day 30. When comparing the user retention numbers of Wakey! with the average, the former are around twice as low at each time point. At the same time, Wakey! is a weekday app, with no new content added during the weekend, and as the expectation for an active user was to use the app at least once a week, it was decided to see the weekly retention as well. Although the week 1 retention of Wakey! is still lower than the average day 1 retention, user activity does not drop that rapidly in the following weeks. Although days 1, 7, 14, and 30 retention rates tend to be more common to use [20], the authors would recommend considering using weekly retention as an accompanying metric, especially if the app is not meant for daily use.

Although Wakey! aims to decrease inequalities by increasing access to mental health information and products to people from lower socioeconomic groups, only a small proportion of users were from these groups. In addition, people who had never used the app were more likely to be from lower socioeconomic groups. Taken together, these findings suggest that the version of Wakey! explored in this trial was less accessible or appealing to people from lower socioeconomic groups. Low uptake can be influenced by a variety of factors, such as low digital literacy, lack of awareness of the app, low availability and accessibility, lack of recommendations from other people to use the app, and lack of support to navigate new technology [54,55]. The difference in use has been explored in several systematic reviews, but the evidence regarding socioeconomic characteristics is inconclusive. For example, Turnbull [56] found that people with higher income were more likely to use digital solutions that addressed chronic health conditions, but there were no differences in use regarding education and employment. However, it was highlighted that caution should be taken with conclusions drawn from these findings because the number of studies included in the analysis was small and there was a high risk of bias. Beatty and Binnion [57] investigated the adherence to web-based psychological interventions and found that in 28% of studies reporting education, higher adherence was predicted by higher education. Similar to Turnbull [56], the authors did not find any association between employment and adherence in all studies reporting employment. Perski et al [58] found that higher levels of education and employment were associated with greater engagement with digital behavior change solutions. On the basis of the responses from a small number of users who provided qualitative data, participants’ general experience with the app was positive. This was in agreement with the high average entertainment scores reported in the quantitative data. The latter, in turn, was one of the indicators that predicted higher engagement with the app. The results of this study also indicate that in the small sample (n=158-230) of users who were engaged with the app and provided data for health outcomes, improvement was seen across different mental well-being outcomes, such as life satisfaction, life being worthwhile, ease of waking up and self-efficacy, and users’ perception of positive change in their mental well-being. A recent systematic review highlighted that only 2% of publicly available psychosocial
wellness and stress management mobile apps have published peer-reviewed evidence of feasibility or efficacy [18].

Mental health apps vary by different factors, such as the mental health conditions they target [59,60] and the BCTs used [17]. For example, providing instructions on how to perform a behavior and allowing or encouraging practice or rehearsal in addition to daily activities are the two most popular BCTs used in apps that aim to improve mental well-being [17]. The content of Wakey! has influences from different types of therapies and psychology interventions and covers a variety of BCTs shown to have an impact on mental well-being [17,61]. Although the concept that Wakey! uses—mixing entertainment with education—has been used for decades in various forms (eg, Sesame Street in the Unites States and The Archers in the United Kingdom) [62], its uniqueness largely stems from its format—it is about addressing mental well-being at the start of the day through a breakfast show. However, the app should be more appealing to the target population who already tends to be less likely to use digital health solutions [63-65].

There are several ways to make the app more appealing to people from all socioeconomic groups. Our qualitative findings in this study suggested that not everyone was aware of the app’s objective when they downloaded it (ie, a focus on improving mental well-being) and providing a clear description of the app in social media and in the App Store and Google Play is “a key channel to inform consumer choice” [66]. For some people, this led to dissatisfaction and disengagement because they were seeking entertainment, not entertainment and support. We will seek to clarify the description of the app in the App Store and Google Play, to improve clarity of the purpose of the app, and to reduce misunderstanding about its purpose. To make the app more appealing and user-friendly to lower socioeconomic groups specifically (as we did not quite reach the groups expected), further work (eg, cocreation workshops and feedback sessions) is being undertaken with the target group. These methods are evidenced to improve the accessibility of behavior change interventions and to improve engagement in these groups [67,68].

Huang and Bashir [21] investigated how information cues across anxiety apps influence the selection and adoption of the app. They found that users were more likely to select apps that were cheaper and had better ratings and reviews. Schueller et al [69] asked people to rate the importance of health apps’ features and found that content, ease of use, and cost were the most important factors regarding uptake and continued use. Alqahtani and Orji [22] found that poor usability, unvaried content, and lack of personalization were the most common reasons why users stop using mental health apps. Although the general experience of the app described by the sample of qualitative study participants (n=19) was positive (eg, easy to navigate, useful, and entertaining content), it was also pointed out that technical issues should be addressed, and the content could be more varied. Although there is a lack of information regarding the main reasons why people stopped using the app (ie, becoming inactive). The app was advertised as an alternative to a traditional alarm clock, and the feedback received implied that it was not fully functional for everyone—the phone had to be unmuted and connected to the internet.

Uptake and ongoing use of apps are influenced by a variety of factors, which are often related to users’ needs and resources. To reduce barriers to access for those with lower incomes, Wakey! is designed to be free to use and the entertaining content becomes available as soon as the user creates an account.

**Limitations**

First, the study lacked the comparator group. It is therefore not possible to know if improvements in the 4 well-being outcomes were related to the use of the app.

Second, the sample size of people who provided follow-up data is small, and this limits the generalizability of the findings. Although there was an indication that these users improved on 4 health outcomes, these results should be interpreted with caution as the data are likely to be not missing at random [70]. Users who provided health data had rated episodes with a higher score and had watched more episodes; a higher proportion were aged ≥45 years and were more likely to be from a middle socioeconomic group. Therefore, this group of individuals was not representative of the whole sample but can be taken of an indication that those engaged with the app can benefit from its use. Using incentives (eg, quizzes and prizes) would be an option to motivate people who do not normally engage in research to provide data.

Third, the app was targeting people from lower socioeconomic groups, but the group was underrepresented in the final sample (420/4710, 8.92%).

Fourth, more than one-third of users (1840/4710, 39.07%) who provided data on their occupation belonged to a group Not classified elsewhere. This group included people who were not in employment—unemployed, caregivers, retired, students, looking after family or home, or sickness or disability. It is possible that a proportion of these people who had engaged with Wakey! would have been classified as people from lower socioeconomic groups, as those people who are not in employment may have lower levels of access to resources. However, because we did not have any information about people’s income or prior occupations, it was not possible to infer their socioeconomic group in this study. In a future study, prior occupations and other indicators of access to resources would be sought to support the identification of the socioeconomic group.

Fifth, the frequency of follow-up reports varied among the participants, from 35.2% (81/230) of the people whose last follow-up was after 1 week of using Wakey! and 5.2% (12/230) from the 12th follow-up week. To account for this, we explored the influence of study entry dates and the dates of follow-up data in the analysis of predictors of improvements in outcomes. As only a small number of variables were captured to reduce the data burden on the app’s users, it is likely that several important covariates that affected participants’ mental...
well-being were not captured, including social characteristics (such as ethnicity) and mental health indicators.

Sixth, 3 of the 6 well-being questions asked were based on recent past (how happy and anxious you were yesterday and how easy it was to get up this morning) and might not reflect users’ overall state.

Seventh, there was a lower proportion of users who were less engaged with the app (inactive or who had become inactive user groups) in the qualitative study compared with those who were more engaged (ie, active and irregular user groups). Although we used a diverse range of recruitment methods (eg, sent emails and push notifications and used incentives) to include an equal number of participants from each group, we found it very challenging to get inactive users to engage with the qualitative study. Ultimately, we interviewed everyone who expressed interest by the end of the study, thus potentially introducing self-selection bias [71]. We appreciate that this limits the conclusions that can be drawn from this study as we did not reach data saturation and interviewed those who were more motivated to share their experience. Interviewing more inactive people might have provided us some additional insights that potentially may have diverged from our sample.

Eighth, the occurrence of the COVID-19 lockdown may have had an impact on the study outcomes and user engagement with the app.

Conclusions
Digital mental well-being solutions are often aimed at people from higher socioeconomic groups, and the majority struggle with high drop-off rates. This study shows that an app could not only be potentially engaging across socioeconomic groups if its content is grounded in theory and evidence but also be engaging and entertaining. There is also an indication that this type of app can have a positive impact on mental well-being among more engaged users.

However, this study was a pragmatic trial, which was based on a limited sample without a control group, and these results apply to the particular group of people in the study. Thus, it is not possible to generalize the results to a wider population.

As we saw that the uptake of the app was significantly lower in lower socioeconomic groups, further work that involves cocreation with the target group is to be undertaken.
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Background: Telemedicine visit use vastly expanded during the COVID-19 pandemic, and this has had an uncertain impact on cardiovascular care quality.

Objective: We sought to examine the association between telemedicine visits and the failure to meet the Controlling High Blood Pressure (BP) quality measure from the Centers for Medicare & Medicaid Services.

Methods: This was a retrospective cohort study of 32,727 adult patients with hypertension who were seen in primary care and cardiology clinics at an urban, academic medical center from February to December 2020. The primary outcome was a failure to meet the Controlling High Blood Pressure quality measure, which was defined as having no BP recorded or having a last recorded BP of ≥140/90 mm Hg (ie, poor BP control). Multivariable logistic regression was used to assess the association between telemedicine visit use during the study period (none, 1 telemedicine visit, or ≥2 telemedicine visits) and poor BP control; we adjusted for demographic and clinical characteristics.

Results: During the study period, no BP was recorded for 2.3% (486/20,745) of patients with in-person visits only, 27.1% (1863/6878) of patients with 1 telemedicine visit, and 25% (1277/5104) of patients with ≥2 telemedicine visits. After adjustment, telemedicine use was associated with poor BP control (1 telemedicine visit: odds ratio [OR] 2.06, 95% CI 1.94-2.18; P<.001; ≥2 telemedicine visits: OR 2.49, 95% CI 2.31-2.68; P<.001; reference: in-person visits only). This effect disappeared when the analysis was restricted to patients with at least 1 recorded BP (1 telemedicine visit: OR 0.89, 95% CI 0.83-0.95; P=.001; ≥2 telemedicine visits: OR 0.91, 95% CI 0.83-0.99; P=.03).

Conclusions: Increased telemedicine visit use is associated with poorer performance on the Controlling High Blood Pressure quality measure. However, telemedicine visit use may not negatively impact BP control when BP is recorded.

(Keywords: telemedicine; hypertension; blood pressure; quality of care; impact; COVID-19; cohort; cardiology; telehealth; retrospective)
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Introduction
The COVID-19 pandemic resulted in the rapid expansion of telemedicine as an integral part of outpatient care [1-7]. A telemedicine visit is defined as using video and telephone technology to connect patients to their clinicians as a substitute for in-person office visits. Telemedicine visits have helped maintain the continuity of care and preserve patients’ access to care and are expected to remain a significant part of the health care delivery landscape even after the COVID-19 pandemic ends [8,9]. However, despite its increased utilization, concern has arisen that the content of care delivered via telemedicine visits may differ from that delivered during in-person visits. In particular, studies have shown that telemedicine visits are less likely to address standard components of care, such as blood pressure (BP) assessment, laboratory testing, and medication prescriptions and test orderings [10,11].

BP measurement is a fundamental component of hypertension management [12,13], and there has been increasing concern that the increased use of telemedicine visits in primary care and cardiology outpatient settings may impact the accurate assessment of BP and, in turn, how well BP is controlled for patients with hypertension [14]. To address this potentially unintended consequence of telemedicine expansion, we performed an electronic health record (EHR)—based retrospective analysis of a diverse population of patients with hypertension receiving care at a large, urban, academic medical center across an 11-month period during the COVID-19 pandemic. Using the specification of the Controlling High Blood Pressure quality measure from the Centers for Medicare & Medicaid Services (CMS) that defines poor BP control as having no recorded BP measurements or having a last recorded BP of ≥140/90 mm Hg [15,16], we sought to determine the association between telemedicine visit use and the failure to meet this widely used measure for benchmarking population-level quality of care, hypothesizing that the increased use of telemedicine visits can lead to poorer performance on this quality measure.

Methods
Ethics Approval
The study was approved by the Columbia University Irving Medical Center Institutional Review Board (AAAT0375), in accordance with the ethical standards of the responsible committee on human experimentation (institutional and national) and with the Helsinki Declaration of 1975, as revised in 2000. Informed consent was waived due to the study being of minimal risk.

Study Design
After approval by our institutional review board, we queried our EHR (Epic EHR; Epic Systems) to identify all completed outpatient visits to primary care and cardiology clinics at Columbia University Irving Medical Center from February 1, 2020, to December 31, 2020. The Medical Center transitioned to Epic EHR on February 1, 2020, that is, 1 month prior to the start of the COVID-19 pandemic in New York City. For each visit, we extracted information, including patients’ date of birth, sex, race, and ethnicity; the primary payer; and the International Classification of Diseases, 10th Revision (ICD-10) codes associated with the visits. BP data associated with the visits were extracted from Epic flow sheets, and BP measurements were recorded in accordance with standard clinical protocols (ie, staff or clinicians recorded BP measurements in the office during in-person visits, and self-reported BP values that were measured at home during telemedicine visits at clinicians’ discretion).

For our analysis, we defined the study population by using specifications published by the CMS for the 2020 version of the quality measure HTN-2: Controlling High Blood Pressure [16]. Specifically, we included all patients aged between 18 and 85 years with a diagnosis of hypertension, which was defined as having the ICD-10 code “E10” associated with any visit during the study period. Patients with end-stage renal disease, those with a history of kidney transplant, or those who were pregnant during the study period were excluded based on the ICD-10 codes for these conditions published by the CMS. For the primary outcome, following the above CMS specification, we defined a patient as one who failed to meet the Controlling High Blood Pressure quality measure if (1) BP was not recorded during any visit included in the study period or (2) the last BP recorded during the study period was ≥140/90 mm Hg.

For the primary exposure variable—telemedicine visit use—we defined telemedicine visits based on appointment type (ie, visits that were scheduled and conducted by using video or telephone technology) [2]. Because the distribution of telemedicine visits is right-skewed, we classified patients into the following three categories: those with in-person visits only, those with 1 telemedicine visit, and those with ≥2 telemedicine visits. To adjust for the total number of visits (including in-person and telemedicine visits), we similarly defined the following patient categories: patients with a total number of 1, 2, or ≥3 outpatient visits during the study period.

We used patients’ self-reported race and ethnicity to classify patients into the following race and ethnicity categories: non-Hispanic White; non-Hispanic Black; Hispanic; Asian, Hawaiian, and Pacific Islander; and other, declined to answer, or unknown. Patient insurance was categorized as “commercial,” “Medicare,” or “Medicaid” by using the primary payer field associated with the last visit during the study period. Using a similar approach as the one described above for hypertension, we identified patients with a diagnosis of atherosclerotic cardiovascular disease (ASCVD) and diabetes mellitus through visit-associated ICD-10 codes.

Statistical Analysis
Descriptive statistics were calculated for the proportion of visits in which BP was recorded (ie, for each type of visit [in-person, video, or telephone visits]). Descriptive statistics were also calculated for demographic and clinical characteristics according to the categories of telemedicine use. A chi-square test, a 1-way ANOVA, and the Kruskal-Wallis test were used for categorical variables, normally distributed continuous variables, and nonnormally distributed continuous variables, respectively. A multivariable logistic regression model was used to determine if telemedicine use was associated with higher odds of poor BP...
control; we adjusted for age, race and ethnicity, payer, and the presence of comorbidities. Because telemedicine visits frequently do not have recorded BP data, we applied the same model for the subgroup of patients with at least 1 recorded BP. As disparities in telemedicine visit use have been previously described for older patients and by race, ethnicity, and insurance status [2,4,5], we conducted additional subgroup analyses for patients aged ≥65 years, non-Hispanic Black patients, Hispanic patients, and patients with Medicaid. All analyses were carried out by using Stata statistical software (version 16; StataCorp LLC).

**Results**

For the study population, we identified 32,727 patients aged between 18 and 85 years who had at least 1 completed outpatient visit to primary care or cardiology clinics at Columbia University Irving Medical Center between February 1, 2020, to December 31, 2020, and who had a diagnosis of hypertension (but not end-stage renal disease, history of kidney transplant, or pregnancy). Of these patients, 20,745 (63.3%) had an in-person visit only, 6878 (21%) had 1 telemedicine visit, and 5104 (15.6%) had ≥2 telemedicine visits. Detailed baseline characteristics are described in Table 1. Specifically, patients with more telemedicine visit use were more likely to be female, be Hispanic or non-Hispanic Black, and have Medicaid insurance. They were also less likely to have ASCVD but more likely to have diabetes mellitus, and they had a higher total number of visits.

Of the total 87,309 visits across the study period, 59,409 were conducted in person, 14,982 were video visits, and 12,918 were telephone visits. BP was recorded for 93% (55,370/59,409) of in-person visits, 20% (3011/14,982) of video visits, and 9% (1187/12,918) of telephone visits (Figure 1).

<table>
<thead>
<tr>
<th>Table 1. Demographic and clinical characteristics of patients with hypertension by telemedicine use.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Characteristic</strong></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td><strong>Race and ethnicity, n (%)</strong></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
</tr>
<tr>
<td>Hispanic</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
</tr>
<tr>
<td>Asian, Hawaiian, and Pacific Islander</td>
</tr>
<tr>
<td>Other, declined to answer, or unknown</td>
</tr>
<tr>
<td><strong>Primary insurance, n (%)</strong></td>
</tr>
<tr>
<td>Commercial</td>
</tr>
<tr>
<td>Medicare</td>
</tr>
<tr>
<td>Medicaid</td>
</tr>
<tr>
<td><strong>Comorbidities, n (%)</strong></td>
</tr>
<tr>
<td>Atherosclerotic cardiovascular disease</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
</tr>
<tr>
<td>Total number of visits, median (IQR)</td>
</tr>
<tr>
<td><strong>Blood pressure</strong>&lt;sup&gt;a&lt;/sup&gt; (mm Hg), mean (SD)</td>
</tr>
<tr>
<td>Systolic blood pressure</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
</tr>
<tr>
<td><strong>Hypertension control status, n (%)</strong></td>
</tr>
<tr>
<td>No blood pressure measured</td>
</tr>
<tr>
<td>Last recorded blood pressure of &lt;140/90 mm Hg</td>
</tr>
<tr>
<td>Last recorded blood pressure of ≥140/90 mm Hg</td>
</tr>
</tbody>
</table>

<sup>a</sup>Calculated from patients with at least 1 recorded BP.
Figure 1. Number of visits by modality (in-person visit, video visit, or telephone visit). For each modality, whether BP was or was not recorded during the visit is also indicated. BP: blood pressure.

In a multivariable model that was adjusted for demographic and clinical characteristics, telemedicine use was associated with higher odds of not meeting the Controlling High Blood Pressure quality measure (1 telemedicine visit: odds ratio [OR] 2.06, 95% CI 1.94-2.18; \( P < .001 \); ≥2 telemedicine visits: OR 2.49, 95% CI 2.31-2.68; \( P < .001 \); reference: in-person visits only; Table 2). Older age, Hispanic or Black patients, Medicaid insurance, and diabetes mellitus were also associated with higher odds of not meeting the measure, while ASCVD and ≥2 total visits during the study period were associated with lower odds of not meeting the measure.
Table 2. Multivariable analysis for predictors of the failure to meet the Controlling High Blood Pressure (BP) quality measure, including all patients with hypertension and only those with at least 1 recorded BP. The failure to meet the measure is defined as having (1) no BP recorded at any visit or (2) a last recorded BP of ≥140/90 mm Hg.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>All patients with hypertension (n=32,727)</th>
<th>Patients with at least 1 recorded BP (n=29,101)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (per 10-year increase)</td>
<td>1.03 (1.00-1.05)</td>
<td>1.02 (0.99-1.05)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Reference</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Female</td>
<td>1.03 (0.99-1.08)</td>
<td>1.07 (1.02-1.13)</td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>Reference</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.45 (1.36-1.55)</td>
<td>1.43 (1.33-1.54)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>1.58 (1.45-1.73)</td>
<td>1.63 (1.48-1.79)</td>
</tr>
<tr>
<td>Asian, Hawaiian, and Pacific Islander</td>
<td>0.97 (0.82-1.13)</td>
<td>0.96 (0.81-1.14)</td>
</tr>
<tr>
<td>Other, declined to answer, or unknown</td>
<td>1.03 (0.97-1.09)</td>
<td>1.05 (0.99-1.12)</td>
</tr>
<tr>
<td>Primary insurance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commercial</td>
<td>Reference</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Medicare</td>
<td>0.97 (0.91-1.04)</td>
<td>1.00 (0.94-1.08)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>1.28 (1.18-1.38)</td>
<td>1.28 (1.17-1.39)</td>
</tr>
<tr>
<td>Comorbidities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atherosclerotic cardiovascular disease</td>
<td>0.71 (0.68-0.75)</td>
<td>0.72 (0.68-0.76)</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>1.10 (1.04-1.16)</td>
<td>1.12 (1.05-1.19)</td>
</tr>
<tr>
<td>Total number of visits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Reference</td>
<td>N/Aa</td>
</tr>
<tr>
<td>2</td>
<td>0.72 (0.69-0.77)</td>
<td>1.09 (1.02-1.16)</td>
</tr>
<tr>
<td>≥3</td>
<td>0.49 (0.46-0.52)</td>
<td>1.11 (1.04-1.19)</td>
</tr>
<tr>
<td>Number of telemedicine visits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-person visit only</td>
<td>Reference</td>
<td>N/Aa</td>
</tr>
<tr>
<td>1 telemedicine visit</td>
<td>2.06 (1.94-2.18)</td>
<td>0.89 (0.83-0.95)</td>
</tr>
<tr>
<td>≥2 telemedicine visits</td>
<td>2.49 (2.31-2.68)</td>
<td>0.91 (0.83-0.99)</td>
</tr>
</tbody>
</table>

When restricting the analysis to the 29,101 patients (patients with in-person visits only: n=20,259, 69.6%; patients with 1 telemedicine visit: n=5015, 17.2%; patients with ≥2 telemedicine visits: n=3825, 13.1%) with at least 1 recorded BP, telemedicine use was associated with lower odds of not meeting the Controlling High Blood Pressure quality measure (1 telemedicine visit: OR 0.89, 95% CI 0.83-0.95; P<.001; ≥2 telemedicine visits: OR 0.91, 95% CI 0.83-0.99; P=.03; reference, in-person visit only). In this model, female sex, Hispanic patients of color, Black patients, Medicaid insurance, and diabetes mellitus were associated with higher odds of not meeting the measure, while ASCVD and 2 or ≥3 total visits during the study period continued to be associated with lower odds of not meeting the measure (Table 2).

Subgroup analyses for patients who were aged ≥65 years, Hispanic patients, non-Hispanic Black patients, and those with Medicaid insurance are shown in Multimedia Appendix 1. The impact of telemedicine use on BP control in these subgroups was similar to that in the analysis that was restricted to the subgroup of patients with at least 1 recorded BP, both in the model that included all patients with hypertension and when only patients with at least 1 recorded BP were included.

Discussion

In our analysis of patients with hypertension who were seen in primary care and cardiology clinics at an urban, academic medical center during the COVID-19 pandemic in 2020, we found that increased telemedicine visit use was associated with poorer performance on the Controlling High Blood Pressure quality measure. These findings are largely driven by BP being recorded in less than 20% (4198/27,900) of telemedicine visits, as BP was recorded in 93% (55,370/59,409) of in-person visits.

aN/A: not applicable.
When the analysis was restricted to patients with at least 1 recorded BP, patients with higher telemedicine visit use had a better or similar likelihood of poor performance on the Controlling High Blood Pressure quality measure. These findings were also robust for the subgroups of patients who were previously described to have more difficulty with using telemedicine services, including patients aged ≥65 years, Black or Hispanic patients, and those with Medicaid insurance [2,4,5,17,18].

Our finding that primary care and cardiology telemedicine visits are less likely to have recorded BP values when compared to in-person visits is consistent with prior literature. A recent report from a large US database containing 125.8 million primary care visits from 2018 to 2020 demonstrated that BP is recorded in less than 10% of telemedicine visits, whereas BP is recorded in approximately 70% of in-person visits [10]. In our analysis, we additionally found that the disparate rate of BP being recorded at telemedicine visits versus in-person visits resulted in patients who used telemedicine visits being more likely to not meet the Controlling High Blood Pressure quality measure. These findings highlight potential unintended consequence of the rapid adoption of telemedicine visits and have direct implications for various quality payment programs, such as those of Medicare accountable care organizations, that use BP control as a key quality benchmark [16]. More broadly, our findings highlight the importance of the continued assessment of the content and quality of care delivered via telemedicine services [10,11], especially as telemedicine visits are expected to remain an integral part of the health care delivery landscape after the COVID-19 pandemic ends.

Nonetheless, it is reassuring that telemedicine visit use did not negatively impact the Controlling High Blood Pressure quality measure when the analysis was restricted to patients with at least 1 recorded BP. This suggests that while BP is less likely to be recorded during telemedicine visits, in general the quality of BP management in primary care and cardiology settings may be similar regardless of telemedicine visit use. It is also reassuring that we observed similar results even in populations that are known to have decreased telemedicine use and poorer BP control, such as older patients, Black or Hispanic patients, or patients with Medicaid [2,4,5,19]. However, we cannot fully exclude residual confounding, such as from patients who use more telemedicine services also being more likely to maintain the continuity of care and other health behaviors during the COVID-19 pandemic [6,7,20]. Future studies would need to more rigorously evaluate how telemedicine use can impact BP management as well as determine the best approaches to incorporating BP management strategies, including BP telemonitoring, into routine clinical practice during the telemedicine era [21,22]. Examples of such strategies might include conducting randomized clinical trials of interventions to improve the accuracy of home BP assessments performed by patients in advance of telemedicine and office visits [23] as well as using approaches to integrating telemedicine visits as part of novel BP telemonitoring and medication titration programs [24,25].

There are several additional limitations to our study. As a retrospective cohort study that uses EHR data, our study is necessarily hypothesis-generating research, and additional confounding factors, including those outside of EHR data capture, cannot be excluded. Because we did not assess the quality of BP medications and potential clinical inertia, we have limited insight on how telemedicine use can affect clinical management practices for hypertension. Furthermore, the BP recordings used for this analysis reflect actual clinical practice, and we could not assess the quality of BP measurements that were taken at patients’ homes and then recorded during telemedicine visits, although home BP measurements have been shown to be potentially more reliable than BPs measured during office visits [23,26]. The Controlling High Blood Pressure quality measure may also not accurately reflect a patient’s true BP control status at a given point in time. Finally, because there were dramatic care disruptions during the COVID-19 pandemic, our findings may not be generalizable to in-person visits and telemedicine visits when the COVID-19 pandemic ends, and longitudinal research is needed to assess the continued impact of telemedicine visits on cardiovascular care delivery. Despite these limitations, our study is among the first to describe the real-world impact of telemedicine visits on BP control for a diverse population of patients who access ambulatory care. We found that while the higher use of telemedicine visits was associated with poorer performance on the Controlling High Blood Pressure quality measure, this was mainly driven by BP being much less likely to be recorded during telemedicine visits. When BP was recorded, telemedicine use was found to be associated with similar or slightly improved BP control. These results provide timely insights into the impact of telemedicine on cardiovascular care quality with important implications for research, implementation, and policy making in the telemedicine era.
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Multigroup Appendix 1

Subgroup analyses on the association between telemedicine use and the failure to meet the “Controlling High Blood Pressure” quality measure for patient populations with potential technology barriers (age: ≥65 years; primary insurance: Medicaid; race and ethnicity: Hispanic people of color and non-Hispanic Black). Poor BP control is defined as having no BP recorded at any visit or having a last recorded BP of ≥140/90 mm Hg. BP: blood pressure; OR: odds ratio.
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Abstract

Background: Information systems based on artificial intelligence (AI) have increasingly spurred controversies among medical professionals as they start to outperform medical experts in tasks that previously required complex human reasoning. Prior research in other contexts has shown that such a technological disruption can result in professional identity threats and provoke negative attitudes and resistance to using technology. However, little is known about how AI systems evoke professional identity threats in medical professionals and under which conditions they actually provoke negative attitudes and resistance.

Objective: The aim of this study is to investigate how medical professionals’ resistance to AI can be understood because of professional identity threats and temporal perceptions of AI systems. It examines the following two dimensions of medical professional identity threat: threats to physicians’ expert status (professional recognition) and threats to physicians’ role as an autonomous care provider (professional capabilities). This paper assesses whether these professional identity threats predict resistance to AI systems and change in importance under the conditions of varying professional experience and varying perceived temporal relevance of AI systems.

Methods: We conducted 2 web-based surveys with 164 medical students and 42 experienced physicians across different specialties. The participants were provided with a vignette of a general medical AI system. We measured the experienced identity threats, resistance attitudes, and perceived temporal distance of AI. In a subsample, we collected additional data on the perceived identity enhancement to gain a better understanding of how the participants perceived the upcoming technological change as beyond a mere threat. Qualitative data were coded in a content analysis. Quantitative data were analyzed in regression analyses.

Results: Both threats to professional recognition and threats to professional capabilities contributed to perceived self-threat and resistance to AI. Self-threat was negatively associated with resistance. Threats to professional capabilities directly affected resistance to AI, whereas the effect of threats to professional recognition was fully mediated through self-threat. Medical students experienced stronger identity threats and resistance to AI than medical professionals. The temporal distance of AI changed the importance of professional identity threats. If AI systems were perceived as relevant only in the distant future, the effect of threats to professional capabilities was weaker, whereas the effect of threats to professional recognition was stronger. The effect of threats remained robust after including perceived identity enhancement. The results show that the distinct dimensions of medical professional identity are affected by the upcoming technological change through AI.

Conclusions: Our findings demonstrate that AI systems can be perceived as a threat to medical professional identity. Both threats to professional recognition and threats to professional capabilities contribute to resistance attitudes toward AI and need to be considered in the implementation of AI systems in clinical practice.

(JMIR Form Res 2022;6(3):e28750) doi:10.2196/28750
Introduction

Objective

Advances in machine learning and image recognition have driven the implementation of systems based on artificial intelligence (AI) in clinical practice. These systems are able to perform tasks commonly associated with intelligent beings, such as reasoning or learning from experience [1]. AI systems based on machine learning gain insight directly from large sets of data [2]. Such AI systems can, therefore, make more complex decisions and complete more complex tasks than can rule-based systems. Moreover, machine learning has the potential to improve AI system capabilities with growing amounts of training data. In medical disciplines such as radiology, AI systems already diagnose specific diseases in a manner comparable with that of experienced physicians [3]. Current AI systems provide diagnosis and treatment recommendations, facilitate access to information, and perform time-consuming routine tasks of physicians, such as the segmentation of radiological images [4]. In the light of an accelerated technological development, AI systems in health care are expected to pave the way for truly personalized medicine by augmenting medical decisions and helping physicians cope with increasing amounts of relevant data and growing numbers of medical guidelines [5]. In fact, future AI systems are expected to autonomously execute medical actions (eg, communicating results and making diagnosis decisions) as efficiently and accurately as expert physicians [3]. Thus, medical professionals will be able to delegate more complex medical tasks to those systems than to any traditional rule-based clinical decision support system [6].

Despite their benefits and the great expectations toward their future use, AI systems do not cause only positive reactions in medical professionals. Although nearly all current applications of AI are still limited to narrow use cases, the future potential of this technology has resulted in a discourse driven by a duality of hyped expectations and great fears [7]. Many physicians seem to be concerned about the changes that AI systems impose on their profession [8]. Such negative attitudes toward new technology can manifest as resistance attitudes, resulting in hesitation toward adopting a technology [9] and even in active resentment against using a technology in clinical practice [10]. Although multiple studies have investigated attitudes toward AI [11-13], they did not consider how resistance attitudes toward AI are formed. Specifically, they did not examine whether negative attitudes toward AI stem from the perception that AI is threatening the medical professional identity. Therefore, we aim to address the following research questions:

1. How is the medical professional identity threatened by AI systems?
2. Under which conditions do medical professional identity threats contribute to resistance to AI?

Theoretical Background

Professional identity refers to how professionals define themselves in terms of their work roles and provides an answer to the question “Who am I as a professional?” [14]. In general, professionals strive to maintain a coherent and positive picture of themselves [15], resulting in a tendency to interpret experiences in identity-coherent ways. This helps individuals to adapt to social changes, such as technological innovations, and to create benefits from the positive identification with a social group. Professional identity can be considered as a combination of social identity [16] (ie, membership in a group of professionals) and personal identity (ie, the individual identification and enactment of professional roles) [15]. Medical professionals are known for their strong commitment to their professional identity, which is already developed in the early phases of their socialization and later refined through practical experience [17]. The medical profession’s group boundaries are very rigid and shaped by strong core values and ideals [18]. Medical professionals can, therefore, be seen as a prototypical profession [17], and their professional identity is particularly resilient to change [19].

Identity threats are “experiences appraised as indicating potential harm to the value, meanings, or enactment of an identity” [20]. Such experiences are potentially decreasing an identity’s value, eliminating a part of the identity, or disturbing the connection between an identity and the meaning the individual associates with the threatened identity [20]. In the following, we distinguish between two parts of individuals’identity that can be threatened: personal identity and professional identity.

First, self-threat describes a context-independent threat to personal identity by challenging fundamental self-motives of distinctiveness, continuity, generalized self-efficacy, and self-esteem [21]. Self-threat can bias information processing, result in avoidance of threatening information [22-24], and adverse emotional reactions [25]. Recently, self-threat has been identified as an antecedent of resistance to technology [26]. Second, medical professionals can be threatened along different dimensions of their professional identity. Drawing on a synthesis of prior work (Multimedia Appendix 1 [9,10,14,27-34]), we differentiate between 2 dimensions of medical professional identity threats. First, threats to professional recognition refer to challenges to the expertise and status position of medical professionals [10,27]. Second, threats to professional capabilities refer to the enactment of roles related to the medical work itself. The latter include threats to the care provider role [28], autonomy [14,29-31], and professional control [9,32]. Multiple studies show that professional identity threats can stipulate resistance to new technologies and organizational change [10,28,35]; however, it is unclear how these threats manifest in the context of AI systems.

Multiple conditions do influence how medical professionals experience identity threat from AI systems. In this paper, we focus on the following two conditions: professional experience and the perceived temporal distance of AI. First, perceived
experience influences how likely medical professionals perceive that AI systems can replace parts of their work. In particular, more experienced physicians believe that they have unique skills that AI systems cannot substitute, whereas novices have yet to develop those skills. Second, medical professionals might have different perceptions of how fast AI systems are implemented in clinical practice. Perceiving AI systems as temporally close and relevant in the immediate future suggests that AI systems will be seen as more influential on concrete medical work practices, thus threatening one’s professional capabilities. Conversely, if AI systems are perceived to be relevant only in the distant future, the perceived threat might be less specific to medical work practices but more relevant for the long-term reputation of medical professionals, thus threatening their professional recognition. Hence, the perceived temporal distance of AI systems could affect how relevant each dimension of the professional identity becomes [36].

**Methods**

**Survey Design**

We collected data in 2 waves of a web-based survey. The first wave survey mainly addressed medical students, whereas the second survey focused on experienced physicians from different specialties. All participants were provided with a vignette of an AI system named *Sherlock* (Textbox 1) that was based on the description of IBM Watson and was pretested with researchers and medical students. We selected this vignette because it depicts a general AI system in which the participants were familiar with because of the marketing efforts of the vendor. It does not limit the abilities of the AI to a specific medical specialty. The vignette was purposefully focused on the benefits of the system and evoked expectations of high accuracy to establish the picture of a powerful AI system that goes beyond extant narrow use cases and, thus, has the potential to be threatening. Then, control questions were included to ensure that participants associated AI with the vignette and that it was perceived as realistic. The vignette was pretested with medical students and professionals. We then asked an open question about the participants’ perceptions of the changes to their professional role caused by AI systems to gain qualitative insights into the perceived upcoming change of their identity. Afterward, we asked participants to complete the provided survey of experience, identity threat, resistance attitudes, and perceived temporal distance of AI systems.

**Textbox 1. Vignette Sherlock—a general artificial intelligence system.**

<table>
<thead>
<tr>
<th>What is an intelligent clinical decision support software?</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Physicians often need to quickly analyze all the information provided to make diagnoses and decisions about treatments. These decisions have far-reaching consequences for patients and yet often have to be made under time pressure and with incomplete information. This is where the Sherlock decision support software comes in.</td>
</tr>
<tr>
<td>• Sherlock can be used in different specialties but will be presented here as with the following example of an oncological system.</td>
</tr>
<tr>
<td>• Every physician has an iPad or a laptop through which he or she can access his or her electronic medical records. The “Ask Sherlock” button is integrated into each medical record. When the physician asks Sherlock, he or she receives a 1-page treatment recommendation with up to 40 pages of explanations as backup.</td>
</tr>
<tr>
<td>• With the help of artificial intelligence, Sherlock can integrate and compare millions of patient data to identify similarities and connections. In addition, Sherlock has been trained by renowned experts. On the basis of the evidence base and the expert training, Sherlock then generates treatment options. Sherlock then presents those treatment options ranked by appropriateness (recommended, for consideration, or not recommended) alongside key information from the medical record and relevant supporting articles from current research. As a result, the practicing physician can easily follow Sherlock's recommendations and directly access relevant articles or clinical data.</td>
</tr>
<tr>
<td>• Sherlock is already in use in some clinics and tests have shown that Sherlock's recommendations are 90% in line with the decisions of renowned tumor boards.</td>
</tr>
</tbody>
</table>

**Measures**

We used a 4-item measure of self-threat [21] on a 6-point Likert scale and a 3-item measure of resistance [9]. Furthermore, we asked participants whether they perceived the change from AI systems as temporally close or distant by assessing the agreement to the following statements: “Such systems will only become relevant in the distant future,” “Such systems are unlikely to be implemented technically,” and “Such systems are too abstract and intangible for me.” We extended existing measures for threats toward professional recognition and professional capabilities following the procedure of MacKenzie et al [37], as outlined in Multimedia Appendix 2 [9,28,29,37-46]. For medical students, we also assessed positive expectations toward AI, which mirrored the negatively framed items that we used for identity threat (*identity enhancement*). We also included an open question about their expectations of how the medical role would change with the introduction of AI systems. As a control variable, we asked for participants’ familiarity with clinical decision support systems. Except items related to self-threat, all items were measured on a 5-point Likert scale from totally disagree to totally agree. Table 1 lists the survey items. The items for *identity enhancement* can be found in Multimedia Appendix 3 [47-50].
Table 1. Final list of items used for the hypothesis testing.a

<table>
<thead>
<tr>
<th>Construct</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Threats to professional recognition (self-developed from literature review)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Threat to expertise</strong></td>
<td>E2: I fear that when using the system, physicians may lose their expert status.</td>
</tr>
<tr>
<td></td>
<td>E3: I fear that when using the system, certain physician specializations can be replaced.</td>
</tr>
<tr>
<td><strong>Perceived threat to status position</strong></td>
<td>S1: I fear that when using the system, physicians' position in the hospital hierarchy may be undermined.</td>
</tr>
<tr>
<td></td>
<td>S2: I fear that when using the system, physicians may have a lower professional status.</td>
</tr>
<tr>
<td></td>
<td>S4: I fear that the status of physicians, who use the system, may deteriorate within the physician community.</td>
</tr>
<tr>
<td><strong>Perceived threat to status position</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Perceived threat to status position</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Perceived threat to professional capabilities</strong></td>
<td>A1: I fear that when using the system physicians' job autonomy may be reduced.</td>
</tr>
<tr>
<td><strong>Perceived threat to professional capabilities</strong></td>
<td>A3: I fear that physicians' diagnostic and therapeutic decisions will be more monitored by nonphysicians.</td>
</tr>
<tr>
<td><strong>Perceived threat to professional influence</strong></td>
<td>I1: I fear that when using the system physicians may have less control over patient medical decisions.</td>
</tr>
<tr>
<td><strong>Perceived threat to professional influence</strong></td>
<td>I2: I fear that when using the system physicians may have less control over ordering patient tests.</td>
</tr>
<tr>
<td></td>
<td>I3: I fear that when using the system physicians may have less control over the distribution of scarce resources.</td>
</tr>
<tr>
<td><strong>Perceived threat to being a care provider (self-developed from literature review)</strong></td>
<td>C1: I fear that when using the system physicians have less influence on patient care.</td>
</tr>
<tr>
<td><strong>Perceived threat to being a care provider (self-developed from literature review)</strong></td>
<td>C3: I fear that when using the system physicians are less able to treat their patients well.</td>
</tr>
<tr>
<td><strong>Self-threat from AI(^b) (adapted from Murtagh et al [21])</strong></td>
<td>ST1: Using Sherlock undermines my sense of self-worth.</td>
</tr>
<tr>
<td><strong>Self-threat from AI(^b) (adapted from Murtagh et al [21])</strong></td>
<td>ST2: Using Sherlock makes me feel less competent.</td>
</tr>
<tr>
<td><strong>Self-threat from AI(^b) (adapted from Murtagh et al [21])</strong></td>
<td>ST3: Using Sherlock would have to change who I am.</td>
</tr>
<tr>
<td><strong>Self-threat from AI(^b) (adapted from Murtagh et al [21])</strong></td>
<td>ST4: Using Sherlock makes me feel less unique as a person.</td>
</tr>
<tr>
<td><strong>Resistance to AI (adapted from Bhattacherjee and Hikmet [9])</strong></td>
<td>RC1: I do not want Sherlock to change the way I order patient tests.</td>
</tr>
<tr>
<td><strong>Resistance to AI (adapted from Bhattacherjee and Hikmet [9])</strong></td>
<td>RC2: I do not want Sherlock to change the way I make clinical decisions.</td>
</tr>
<tr>
<td><strong>Resistance to AI (adapted from Bhattacherjee and Hikmet [9])</strong></td>
<td>RC3: I do not want Sherlock to change the way I interact with other people on my job.</td>
</tr>
<tr>
<td><strong>Resistance to AI (adapted from Bhattacherjee and Hikmet [9])</strong></td>
<td>RC4: Overall, I do not want Sherlock to change the way I currently work.</td>
</tr>
<tr>
<td><strong>Temporal distance of AI (self-developed)</strong></td>
<td>A1: Such systems will only become relevant in the distant future.</td>
</tr>
<tr>
<td><strong>Temporal distance of AI (self-developed)</strong></td>
<td>A2: Such systems are unlikely be implemented technically.</td>
</tr>
<tr>
<td><strong>Temporal distance of AI (self-developed)</strong></td>
<td>A3: Such systems are too abstract and intangible for me.</td>
</tr>
<tr>
<td><strong>Familiarity</strong></td>
<td>F1: I have never heard of such systems to I have heard a lot of such systems</td>
</tr>
<tr>
<td><strong>Familiarity</strong></td>
<td>F2: I have never used such systems to I have used such systems quite often</td>
</tr>
<tr>
<td><strong>Familiarity</strong></td>
<td>F3: I have never dealt with such systems to I have dealt with such systems in great detail.</td>
</tr>
<tr>
<td><strong>Familiarity</strong></td>
<td>F4: I am not at all familiar with such systems to I am very familiar with such systems.</td>
</tr>
</tbody>
</table>

\(^a\)Items with the identifiers E1, S3, A2, and C2 were removed because of measurement properties (see Multimedia Appendix 2).

\(^b\)AI: artificial intelligence.
Scale Validation

We validated the scales of professional identity threats in the sample of novices and experienced physicians and the corresponding identity enhancement values, as outlined in Multimedia Appendix 2. A confirmatory factor analysis with all measurement scales resulted in a good model fit. All scales displayed good psychometric properties, including reliability, convergent validity, and discriminant validity (Multimedia Appendix 2). The correlation between threats to professional recognition and professional capabilities was 0.64, which was smaller than the lowest square root of the average variance extracted of 0.77, indicating acceptable multicollinearity. Similarly, multicollinearity between self-threat and threats to professional recognition was acceptable with a correlation of 0.66 being lower than the lowest square root of the average variance extracted of self-threat. We accounted for potential common method bias in the survey design and through testing for a common method factor. The results indicated that common method bias is unlikely to have a strong impact on our results (see Multimedia Appendix 2 for details). The items of identity enhancement were combined into 1 factor because of the result of the exploratory factor analysis. All analyses were performed using SPSS (version 26; IBM Corporation) and Stata (version 16; StataCorp).

Sample and Participants

A total sample of 227 novice and experienced physicians participated between fall 2017 and spring 2019. Participants were recruited from medical social media groups and by personal reference. After excluding participants because of failed comprehension checks or poor data quality (ie, very fast completion time or answers to the open question that were completely unrelated to the question), a total data sample of 206 participants was used for data analysis. Of these 206 participants, 164 (79.6%) were medical students and 42 (20.4%) participants were medical professionals across different specialties (see Table 2 for details on sample). We included both medical students and trained physicians in our sample for two reasons: First, especially inexperienced physicians are susceptible to the influence of technology [51]. They may thus provide valuable insight into the effects of AI systems. Second, particularly medical students face strong, long-term career consequences if AI systems alter the meaning of specific medical disciplines such as radiology. They are thus likely to cognitively engage with potential identity threats to make reasonable career decisions, for example, with regard to the specialty they pursue. Conversely, experienced medical professionals may have a more pronounced professional identity and may experience threats from AI systems differently.

Table 2. Sample properties of novice and experienced physicians.a

<table>
<thead>
<tr>
<th></th>
<th>Novice physicians</th>
<th>Experienced physicians</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total sample size, N</td>
<td>182</td>
<td>45</td>
</tr>
<tr>
<td>Sample used for data analysis, n (%)</td>
<td>164 (90.1)</td>
<td>42 (93.3)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>24.65 (3.23)</td>
<td>39.57 (13.14)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>131 (72)</td>
<td>18 (40)</td>
</tr>
<tr>
<td>Experience (average)</td>
<td>Eighth semester</td>
<td>12.6 years of job experience</td>
</tr>
</tbody>
</table>

aThe specialties of experienced physicians are presented at a later stage.

Statistical Analysis

Our main outcome variable measures participants’ resistance toward using the Sherlock application. Because of differences in sample size between novice physicians (n=164) and experienced physicians (n=42), we conducted a nonparametric Mann–Whitney U test to test the differences between the 2 samples regarding resistance attitude and self-threat. We conducted seemingly unrelated regression analyses with self-threat and resistance as the dependent variables because we expected their error terms to be correlated. The predictors were included in a stepwise approach to assess how much additional variance they explain. To test the effect of perceived temporal distance of AI, we incorporated 2 interaction terms between temporal distance and the 2 dimensions of professional identity threats into the regression analysis. We conducted a mediation analysis following Hayes [52] with 10,000 bootstrap samples to test the mediating role of self-threat on resistance attitudes.
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Results

Descriptives and Group Differences

We find that both experienced and novice physicians perceived identity threats from the upcoming change from AI systems (Table 3). Novice physicians showed relatively high resistance to AI and self-threat, whereas experienced physicians showed slightly lower resistance and self-threat from AI. The group differences were significant for resistance (P=.005) and self-threat (P<.001). Novices perceived equally strong threats to their professional recognition (mean 3.05, SD 1.23) and professional capabilities (mean 3.25, SD 0.97), whereas experienced physicians perceived a stronger threat to their professional capabilities (mean 2.72, SD 1.18) than to their professional recognition (mean 2.38, SD 1.03). Group differences were statistically significant; novice experienced more threats to professional recognition (P<.001) and...
professional capabilities ($P=.80$) than experienced physicians. Similarly, novices reported AI systems as slightly more temporally distant than did experienced physicians ($P=.08$). Moreover, in the sample of experienced physicians, the experienced threats and resistance attitudes differed based on the medical specialty (Table 4). The descriptive statistics show, for example, that physicians in the psychiatry specialty reported stronger threats to professional recognition than to professional capabilities, whereas surgeons reported stronger threats to professional capabilities than to professional recognition. However, as the sample size was relatively small, more research is needed to fully understand the effects of different specialties on experienced identity threats.

Table 3. Mann–Whitney $U$ test between novice and experienced physicians.$^a$

<table>
<thead>
<tr>
<th></th>
<th>Novice physicians (n=164), mean (SD)</th>
<th>Experienced physicians (n=42), mean (SD)</th>
<th>Group differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Resistance to AI$^b$</td>
<td>3.58 (0.97)</td>
<td>3.13 (0.97)</td>
</tr>
<tr>
<td></td>
<td>Self-threat from AI</td>
<td>2.78 (1.36)</td>
<td>1.92 (0.91)</td>
</tr>
<tr>
<td></td>
<td>Threats to professional recognition</td>
<td>3.05 (1.23)</td>
<td>2.38 (1.03)</td>
</tr>
<tr>
<td></td>
<td>Threats to professional capabilities</td>
<td>3.25 (0.97)</td>
<td>2.72 (1.18)</td>
</tr>
<tr>
<td></td>
<td>Perceived temporal distance of AI</td>
<td>2.23 (0.84)</td>
<td>2.03 (0.94)</td>
</tr>
<tr>
<td></td>
<td>Familiarity with AI</td>
<td>1.75 (0.89)</td>
<td>2.32 (0.77)</td>
</tr>
</tbody>
</table>

$^a$All items except self-threat were measured on a 5-point Likert scale and self-threat was measured on a 6-point scale ranging from strongly disagree to strongly agree.

$^b$AI: artificial intelligence.

Table 4. Means (SDs) by specialty of experienced physicians (n=42).

<table>
<thead>
<tr>
<th>Specialty</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Self-threat from AI$^a$</td>
</tr>
<tr>
<td>Not specified (n=7)</td>
<td>2.32 (0.89)</td>
</tr>
<tr>
<td>Internal medicine (n=10)</td>
<td>2.05 (0.98)</td>
</tr>
<tr>
<td>General medicine (n=3)</td>
<td>1.92 (1.01)</td>
</tr>
<tr>
<td>Psychiatry (n=5)</td>
<td>1.55 (0.82)</td>
</tr>
<tr>
<td>Pediatrics (n=5)</td>
<td>2.05 (1.25)</td>
</tr>
<tr>
<td>Surgery (n=5)</td>
<td>1.45 (0.45)</td>
</tr>
<tr>
<td>Anesthesiology (n=3)</td>
<td>1.75 (0.90)</td>
</tr>
<tr>
<td>Others such as neurology and pathology (n=4)</td>
<td>1.94 (1.13)</td>
</tr>
</tbody>
</table>

$^a$AI: artificial intelligence.

Regression Analyses

Testing the relationships between different types of identity threat and resistance attitudes in the total sample (Tables 5 and 6; Multimedia Appendix 3), we found that perceived professional identity threats directly affected resistance attitudes and personal identity threat (self-threat). Both threats to professional recognition ($P<.001$) and threats to professional capabilities ($P<.001$) were significant predictors of self-threat (model 4a, Table 6). Moreover, we found that both professional identity threats contributed independently to resistance to change. However, threats to professional recognition predicted resistance only in isolation (Multimedia Appendix 2; $P<.001$) but not in combination with threats to professional capabilities (Multimedia Appendix 3, model 3b; $P=.50$). Hence, threats to professional capabilities overruled the impact of threats to professional recognition on resistance attitudes and significantly increased resistance (Multimedia Appendix 3, model 3b; $P<.001$). The findings suggest that threats to professional recognition are more strongly related to personal identity, whereas threats to professional capabilities are more strongly and directly related to resistance to change.
Table 5. Descriptive statistics of the measurement model (N=206).^a

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean (SD)</th>
<th>Square root of the AVE^b</th>
<th>Resistance</th>
<th>Self-threat</th>
<th>Age</th>
<th>Gender</th>
<th>Gender</th>
<th>Temporal distance</th>
<th>ProCap^c</th>
<th>ProRec^d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistance</td>
<td>3.49 (0.989)</td>
<td>0.778 (0.856)</td>
<td>—^e</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Self-threat</td>
<td>2.606 (1.324)</td>
<td>0.821 (0.891)</td>
<td>0.491^f</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>27.689 (8.896)</td>
<td>— (—)</td>
<td>—0.131^g</td>
<td>—0.287^f</td>
<td>(—)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gender</td>
<td>0.345 (0.476)</td>
<td>— (—)</td>
<td>0.058</td>
<td>0.107</td>
<td>(—)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Familiarity</td>
<td>1.869 (0.892)</td>
<td>0.841 (—)</td>
<td>—0.122^g</td>
<td>—0.152^b</td>
<td>0.162^b</td>
<td>0.124^g (0.905)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Temporal distance</td>
<td>2.188 (0.864)</td>
<td>0.673 (—)</td>
<td>0.264^f</td>
<td>0.306^f</td>
<td>—0.111</td>
<td>0.111</td>
<td>—0.209^f (0.713)</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>ProCap</td>
<td>3.14 (1.037)</td>
<td>0.771 (—)</td>
<td>0.529^f</td>
<td>0.621^f</td>
<td>—0.132^g</td>
<td>0.006</td>
<td>—0.054</td>
<td>0.295^f (0.910)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ProRec</td>
<td>2.915 (1.133)</td>
<td>0.798 (—)</td>
<td>0.385^f</td>
<td>0.660^f</td>
<td>—0.154^h</td>
<td>—0.050</td>
<td>—0.108</td>
<td>0.232^f</td>
<td>0.640^f (0.896)</td>
<td></td>
</tr>
</tbody>
</table>

^aValues in table are correlations between two variables. Values in parentheses are composite reliabilities.
^bAVE: average variance extracted.
^cProCap: threats to professional capabilities.
^dProRec: threats to professional recognition.
^eNot applicable.
^fSignificance level: P<.001.
^gSignificance level: P<.05.
^hSignificance level: P<.01.
Table 6. Results of seemingly unrelated hierarchical regression analyses with self-threat and resistance to change as dependent variables (full model 4).

<table>
<thead>
<tr>
<th>Model 4a with dependent variable self-threat</th>
<th>Coefficient (SE; 95% CI)</th>
<th>Z value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 1 (controls)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.034 (0.009; –0.052 to –0.016)</td>
<td>-3.650</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.134 (0.134; –0.396 to 0.129)</td>
<td>-1.000</td>
<td>.39</td>
</tr>
<tr>
<td>Familiarity</td>
<td>-0.086 (0.072; –0.226 to 0.054)</td>
<td>-1.210</td>
<td>.25</td>
</tr>
<tr>
<td>Group (experienced and novice)</td>
<td>0.317 (0.218; –0.109 to 0.744)</td>
<td>1.460</td>
<td>.15</td>
</tr>
<tr>
<td>Step 2 (identity threats)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ProRec&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.503 (0.070; 0.366 to 0.641)</td>
<td>7.170</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ProCap&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.372 (0.080; 0.215 to 0.529)</td>
<td>4.650</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Step 3 (Temporal distance of AI&lt;sup&gt;c&lt;/sup&gt;, interactions)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temporal distance</td>
<td>0.137 (0.077; –0.014 to 0.289)</td>
<td>1.780</td>
<td>.08</td>
</tr>
<tr>
<td>Temporal distance x ProRec</td>
<td>0.291 (0.078; 0.138 to 0.443)</td>
<td>3.730</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Temporal distance x ProCap</td>
<td>-0.203 (0.086; –0.372 to –0.034)</td>
<td>-2.350</td>
<td>.02</td>
</tr>
<tr>
<td>Intercept</td>
<td>1.071 (0.276; 0.531 to 1.611)</td>
<td>3.880</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model 4b with dependent variable resistance</th>
<th>Coefficient (SE; 95% CI)</th>
<th>Z value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 1 (controls)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.001 (0.009; –0.018 to 0.016)</td>
<td>-0.130</td>
<td>.90</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.134 (0.127; –0.382 to 0.114)</td>
<td>-1.060</td>
<td>.29</td>
</tr>
<tr>
<td>Familiarity</td>
<td>-0.066 (0.068; –0.198 to 0.067)</td>
<td>-0.970</td>
<td>.33</td>
</tr>
<tr>
<td>Group (experienced and novice)</td>
<td>-0.061 (0.206; –0.465 to 0.343)</td>
<td>-0.300</td>
<td>.77</td>
</tr>
<tr>
<td>Step 2 (identity threats)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ProRec</td>
<td>0.055 (0.066; –0.076 to 0.185)</td>
<td>0.820</td>
<td>.41</td>
</tr>
<tr>
<td>ProCap</td>
<td>0.400 (0.076; 0.251 to 0.548)</td>
<td>5.270</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Step 3 (Temporal distance of AI, interactions)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temporal distance</td>
<td>0.149 (0.073; 0.005 to 0.292)</td>
<td>2.030</td>
<td>.04</td>
</tr>
<tr>
<td>Temporal distance x ProRec</td>
<td>0.087 (0.074; –0.057 to 0.232)</td>
<td>1.190</td>
<td>.24</td>
</tr>
<tr>
<td>Temporal distance x ProCap</td>
<td>-0.165 (0.082; –0.325 to –0.005)</td>
<td>-2.020</td>
<td>.04</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.237 (0.261; –0.274 to 0.748)</td>
<td>0.910</td>
<td>.36</td>
</tr>
</tbody>
</table>

<sup>a</sup>ProRec: threats to professional recognition.
<sup>b</sup>ProCap: threats to professional capabilities.
<sup>c</sup>AI: artificial intelligence.

We also analyzed how perceiving AI systems as temporally close or distant interacted with perceived professional identity threat. The perception of AI systems as temporally distant interacted positively with threats to professional recognition ($P<.001$) and interacted negatively with threats to professional capabilities ($P=.02$) in predicting self-threat (Table 6, model 4a). In predicting resistance, the perception of AI systems as temporally distant interacted negatively with threats to professional capabilities (Table 6, model 4b; $P=.04$), whereas the interaction with threats to professional recognition was not significant ($P=.24$). Figures 1–4 show the moderating effects of temporal distance on both dimensions of identity threat. The findings suggest that experienced identity threats are closely related to how temporally distant or close the technological change from AI systems is perceived. Threats to professional capabilities refer to more concrete and context-specific elements of professional identity. Thus, these threats are more salient if physicians believe that AI systems are temporally close and relevant to clinical practice in the near future. Conversely, threats to professional recognition require physicians to consider their profession in a holistic way. Thus, these threats are more salient if physicians perceive AI systems to be relevant only in the distant future.
Figure 1. Moderating effect of temporal distance on the association of threats to professional recognition with self-threat. AI: artificial intelligence.

Figure 2. Moderating effect of temporal distance on the association of threats to professional recognition with resistance. AI: artificial intelligence.
For the sample of novice physicians, we also collected data about perceived identity enhancements through AI. We used these data for robustness analysis to exclude the possibility that our results regarding the effects of identity threat are biased by hidden positive attitudes. The identity enhancement items mirrored the wording of the identity threat items to capture any positive expectations toward the change induced by AI systems (Multimedia Appendix 3). The analysis shows that identity enhancement reduced resistance to AI ($P=.02$) and was not related to self-threat ($P=.52$). After including identity enhancement as a control variable, the above-described effects of perceived identity threat remained qualitatively unchanged. This indicates that perceived professional identity threats have a significant effect on resistance to AI over and beyond any effects of perceived identity enhancement through AI.

Finally, we conducted a content analysis of the qualitative statements from novice physicians to validate that our measured dimensions capture the experienced changes through AI systems. The data set consisted of a total of 414 distinct statements by 176 participants. The content of all statements was classified as positive or negative statements about AI systems by 2 independent coders (EJ and one student assistant; Table 7).
Table 7. Content analysis of the qualitative statements.

<table>
<thead>
<tr>
<th>Dimensions of identity threat and categories identified in the data</th>
<th>Example statements from participants (survey ID)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Threats to professional recognition</strong></td>
<td></td>
</tr>
</tbody>
</table>
| AI replaces important knowledge tasks leading to a loss in professional status | • “Physicians appear to be less competent as patients believe that a small machine can also find solutions and solve their problem.” (#98)  
  • “Physicians will be replaced by computers and will only fulfill an assistant job.” (#894) |
| Decreasing importance of professional knowledge and expertise | • “Physicians are tempted to study less as they know that the system will have all data accessible.” (#492) |
| **Threats to professional capabilities**                      |                                                 |
| Loss of professional autonomy in decision-making             | • “Physicians might stop to think for themselves and do not reflect on the results presented by the system which is a severe source of mistakes” (#98)  
  • “Less legal protection for the physician if he/she acts against the AI’s recommendation due to experience” (#954) |
| Pressuring the role of care provider                          | • “A physician will be more someone who operates a machine than being a doctor taking care of his/her patient’s individual needs.” (#2426)  
  • “less patient oriented care when using technology” (#850) |
| Loss of influence                                             | • “The management will then require even faster decisions which results in increased time pressure.” (#719) |
| **Perceived enhancements**                                    |                                                 |
| AI supports decision-making by increasing decision certainty  | • “AI is a relief for the physician and helps to gain security in diagnosing by providing a second opinion which either encourages the physician to reflect his diagnosis a second time or strengthens the certainty of having found the right diagnosis.” (#47)  
  • “work more independently and provides them more security in their work.” (#3159) |
| AI supports decision-making by helping to stay up-to-date      | • “it is no longer necessary to know the smallest detail of every single disease.” (#743)  
  • “AI stays abreast of the fast changes and developments in medical science.” (#250) |
| AI increases workflow efficiency                              | • “AI saves time which can then be invested in the treatment of more patients or more personalized care.” (#94) |
| AI leads to better patient care                               | • “AI increases security in diagnosing and might lead to better results. This again can increase the patient’s trust towards the physician.” (#2277) |

a: AI: artificial intelligence.

One-third of the negative statements (34/105; 32.4%) described threats to professional recognition. The implementation of AI systems was perceived as leading to a loss of status and prestige for the occupational group of physicians and made participants fear that physicians might become redundant and reduced to a mere voice of the AI system. Moreover, participants feared that expert knowledge would become less important as AI systems incorporated more up-to-date knowledge than ever possible for a human being. The statements also contained multiple threats to professional capabilities. As such, participants feared that physicians might lose their autonomy in decision-making as they might trust the AI system more than appropriate, whereas the system would perform tasks autonomously. In addition, participants perceived that it would become more difficult to be a care provider with AI systems in place, as these systems would increase the distance between physicians and patients. The participants also feared that liability issues would arise if they disagreed with AI decisions. Conversely, 3 categories of positive statements emerged from the content analysis. AI systems were perceived as supporting decision-making through reduced uncertainty and complexity in diagnostics. Moreover, they were seen as facilitators of access to knowledge, supporting especially novice physicians, by providing access to the newest guidelines and empirical findings.

**Discussion**

**Principal Findings**

Our work contributes to the knowledge on the impact of AI and the future of work in health care [53-55]. It shows that professional identity threats from AI systems are indeed a serious concern for novice and experienced physicians and contribute to resistance to AI. AI systems threaten both professional recognition and professional capabilities of medical professionals. Threats to professional capabilities directly contribute to resistance to AI, whereas the effect of threats to professional recognition is mediated through self-threat. Professional experience and perceived temporal distance of AI systems influence the relationship between perceived identity threats and resistance attitudes. Medical novices experience
stronger identity threats than medical professionals. In addition, if AI systems are perceived as more relevant in the near future, threats to professional capabilities are more profound. If, however, AI systems are perceived as relevant in the distant future, threats to personal recognition gain in importance.

Our findings have implications for the understanding of how the medical professional identity changes with increasingly powerful AI systems and how AI systems are integrated into medical decisions. First, experienced identity threats influence how physicians adapt their professional identity to the upcoming change. For instance, study participants who indicated that “the role of the physician will be more passive, since decisions will be automated” might be less likely to choose specialties such as radiology. This can lead to fewer physicians who actively work with AI systems and develop the technological capabilities to evaluate those systems. Furthermore, several participants declared that they planned to focus on soft skills instead of analytical decision-making skills, which would rather be performed by an AI. Thus, instead of using AI systems as a second opinion and engaging in elaborate decision-making, physicians might end up delegating important tasks to AI systems without considering them in detail.

Second, threats to the professional identity cause identity protection responses [20] that directly impact technology use. In health care, physicians are pivotal for developing the ground truth for learning algorithms and for identifying relevant explanations and predictive values. Furthermore, physicians can make better diagnosis decisions with the support of trained algorithms and use them as a second opinion [36]. However, if they feel threatened in their identity, physicians are less likely to engage in the active development and adaptation of AI systems and resist their implementation. Moreover, identity protection responses can lead to incorrect medical decisions with AI systems if physicians reject AI advice as soon as it contradicts their opinion and is perceived as threatening [51]. In particular, threats to professional capabilities play a focal role in developing negative attitudes toward AI systems and should, thus, be addressed through specific medical training in interacting with AI systems.

Limitations and Future Research

This study has several limitations that can serve as a springboard for future research. First, by using the survey method, we were not able to capture how the identity develops through a longer period of time and whether medical students who perceived stronger threats to their future from AI would switch to a nonthreatened profession that requires more subjective interpersonal skills. In addition, it would be interesting to see how the professional identity is affected in clinical practice through a more intensive interaction with AI systems. Furthermore, our study provides first insights into potential differences in experienced identity threats across medical specialties. Specialties such as radiology or pathology were scarce in our sample, although those specialties often use AI in medical practice. Consequently, a follow-up study that looks at differences across specialties in more detail might provide interesting insights. In addition, our sample consisted of respondents who reported a relatively low degree of familiarity with AI systems. This reflects the current situation in medical education, in which medical novices are not trained in the use of AI systems. However, whether a sample with more familiarity would experience lower degrees of threat from AI systems needs to be further researched. Second, as noted in the literature [28,33,57] and underlined by the qualitative survey responses, there are also positive appraisals of AI systems that can enhance, rather than threaten, individuals’ identity. Given that there are both strong positive and negative perceptions of the impact of AI systems on the professional identity, future research should consider the impact of ambivalence [58] on professional identity formation and restructuring. Third, we presented an AI system with a 90% accuracy rate. However, in clinical practice, the accuracy rate is highly dependent on the context, that is, the complexity of patient cases, and can be heavily disputed by medical professionals. Furthermore, with lower perceived or actual accuracy, physicians might develop more negative attitudes toward the AI system. Finally, as our study examined only 2 dependent variables, it is important to investigate how professional identity threat from AI systems impacts other variables, such as anxiety and long-term behaviors.
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Abstract

Background: There remains a need to engage at-risk primary care populations in cancer prevention behaviors, yet primary care physicians often lack the time or resources to discuss these behaviors with their patients.

Objective: The objective of this study is to evaluate the content, usability, and acceptability of a mobile app that leverages insights from goal-setting and social network literature to facilitate cancer prevention goal setting, tracking, and sharing between non-Hispanic Black primary care patients and their social ties.

Methods: We recruited eligible non-Hispanic Black primary care patients (aged ≥18 years) from 2 practice sites in West Philadelphia, using nonprobabilistic purposive sampling. We conducted semistructured interviews with 5 to 7 participants over 3 weeks to solicit feedback on paper mock-ups of the app, iteratively adapting these mock-ups after each set of interviews. Thereafter, and informed by initial feedback, we created an electronic beta version of the app and sought acceptability and usability feedback from a different set of participants. Then, we conducted content analysis of all user responses to search for unifying themes on acceptability and usability of both the initial mock-ups and beta version of the app. We further assessed app usability using questions derived from the System Usability Scale.

Results: A total of 33 non-Hispanic Black primary care patients participated in this study. The mean age was 49 (SD 13) years, and 26 (79%) out of 33 participants identified as female. Semistructured interviews revealed three primary generalizable insights from our target population: the framing of each goal and its relevance to cancer impacted the likelihood that the goal would be chosen, participants thought that sharing health goals with others facilitates health behaviors, and most participants found it motivating to see other users’ goal progress, while still collaborating with these users on their health goals. An overarching insight that permeated across each theme was the participants’ desire to customize and personalize the app. Usability testing revealed that 100% (33/33) of participants found the app easy to use, and 76% (25/33) of participants reported that they would like to use this app frequently.
Conclusions: Cancer prevention in the modern era must include options that are accessible to all, but this does not mean that all options must be universal. This study’s iterative process led to the development of a cancer prevention mobile app that non-Hispanic Black primary care patients deemed usable and acceptable and yielded noteworthy insights about what intended end users value in setting and accomplishing health goals.

(JMIR Form Res 2022;6(3):e28157) doi: 10.2196/28157
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Introduction

Background
Increasing the adoption of health behaviors at a population level is essential if we are to significantly decrease the burden of preventable cancer and improve public health. In the United States, more than 600,000 people die of cancer each year [1]. Approximately 30% of these deaths are linked to poor diet, physical inactivity, and carrying too much weight, with another 30% due to tobacco use, comprising nearly two-thirds of US cancer deaths [2-5]. Furthermore, cancer disproportionately impacts non-Hispanic Black populations largely due to inequities stemming from structural racism [6-9]. Evidence suggests that current primary care services do not effectively engage all patients in cancer prevention [10-16]. Therefore, there remains a need for other potential interventions to address this gap, especially among those most at risk.

One strategy to increase cancer prevention health behaviors is goal setting [17,18]. Collaborative goal setting, a process whereby the provider and patient agree upon a health-related specific SMART (specific, measurable, achievable, realistic, and time-bound) goal and action plan [19], has been shown to modify behaviors by directing intention and building self-efficacy [20-22]. However, in primary care, we lack an approach to implement a strategy for collaborative goal setting. A second approach to increase cancer prevention health behaviors is to disseminate health behaviors and knowledge through social networks, which are known to influence behaviors related to cancer risk, such as obesity and smoking [23-26]. Experimental studies suggest that reinforcement from multiple social ties (ie, through a network) increases health behavior adoption more than social reinforcements from single ties [27]. Prior work also suggests that cancer prevention strategies involving some form of social support are more effective in changing behaviors in BIPOC (Black, Indigenous, and People of Color) populations as compared with non-Hispanic White people [28,29]. There is evidence that BIPOC populations have denser social networks, with more reliable and frequent activation of informal social support [12,14].

The objective of this study is to develop and evaluate the content, usability, and acceptability of an electronic decision support tool—ie, a mobile app—that leverages these insights to facilitate cancer prevention goal setting, tracking, and sharing between primary care patients and their social ties. We conducted a series of semistructured interviews to determine the optimal content and app features before piloting the prototype with our priority population: non-Hispanic Black primary care patients. Although non-Hispanic Black populations use health technology at greater rates than their White counterparts [30-32], they remain underrepresented in studies about health technology and health behaviors [33,34]. There is evidence that end user experiences may vary by background and culture with the need for culturally sensitive and effective design [35-37]. In addition, there is a call for evaluating public health interventions with messaging grounded in the understanding of the populations served and without White bias [38,39].

Objective
Given that this app will center on facilitating cancer prevention behaviors in populations most at risk, we aimed to ensure the app is culturally attuned to and meets the needs of its targeted end user. We also aimed to test features, such as leveraging social ties, given the evidence that such features may work better among non-Hispanic Black populations [28,29]. Therefore, this study aims to evaluate the content, usability, and acceptability of a cancer prevention app designed with direct input from and specifically for a non-Hispanic Black primary care patient population.

Methods

Study Overview
We conducted a multistage, mixed methods study to develop and evaluate the content, usability, and acceptability of a mobile app that facilitates cancer prevention goal setting, goal tracking, and goal sharing. Consistent with mHealth app development best practices [40], this study comprised 2 stages. First, we obtained feedback from potential end users regarding the paper prototypes of the app. Then, we solicited feedback on a beta version of the app, informed by initial feedback, from a new set of participants. Participants completed questionnaires containing both open- and closed-ended questions, which were subsequently analyzed to refine the prototype. The study team guided the design, features, and content of both the paper prototype and the electronic beta version of the mobile app in collaboration with Transmogrify (Conshohocken, PA), a firm that helps create, build, and grow digital products. Figure 1 shows a visual representation of the study design and stages.
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Setting and Participants

Participants and Eligibility Criteria

Participants had to (1) self-identify as non-Hispanic Black, (2) be aged ≥18 years, (3) speak English, (4) be seen at one of our study sites once in the past 3 years (if the patient has a designated primary care provider [PCP]) or twice in the past 2 years (if no assigned PCP), (5) be able to provide informed consent, and (6) not have participated in another stage of testing for the intervention.

Setting and Recruitment Process

We recruited participants for both stages at 2 internal medicine primary care clinics in West Philadelphia, which serve a racially/ethnically diverse patient population, using a nonprobabilistic purposive sampling technique. We first generated a list of patients that met the first 4 eligibility criteria...
above with upcoming appointments. Then, between April and May 2019 (stage 1) and May and June 2019 (stage 2), study team members invited potential participants from the clinics’ waiting rooms that were on the pregenerated list to screen for the study. Interested participants reported to a private room after their appointments, where the study team confirmed the participants’ eligibility, including their self-reported race/ethnicity, informed participants of the study’s aims, and obtained formal consent for participation.

In stage 1, we aimed to recruit 5 to 7 participants per week over 3 weeks to rapidly modify the prototype based on participant feedback. Early usability testing research demonstrates that optimal feedback is derived from multiple rounds of testing with potential end users that inform refinements in between rounds [41-43], rather than one larger study that examines only one version of an app. In stage 2, we targeted a sample size of 15 to 20 participants to achieve thematic saturation of feedback and generate quantitative usability data of the beta version of the app [42,44]. Participants were incentivized at US $30 to complete the interviews.

**Ethics Approval**

The University of Pennsylvania Institutional Review Board approved the protocol for this study (828151).

**Mobile App Prototype**

The main objectives of the mobile app prototype were to (1) communicate the value of collaborative goal setting for cancer prevention, (2) provide a selection of concrete SMART goals [45] related to cancer prevention behaviors informed by evidence-based guidelines and recommendations from the American Cancer Society (ACS) [46], and (3) serve as a patient-held prompt to facilitate cancer prevention collaborative goal-setting discussions with PCPs and encourage easy sharing of information with social ties. The earliest version of the prototype was based on guidelines for the adoption of cancer prevention behaviors [29]. We ensured it tested at a Flesch Reading Ease score of 86.2% (ie, is understood by 11- to 13-year-olds) and a Flesch-Kincaid grade level score of 4.3 (ie, is at a fourth-grade reading level) [47]. Through quantitative and qualitative assessments, we aimed to solicit end user perspectives and preferences on the app’s (1) content and format, (2) delivery and use during primary care visits, and (3) use to share information with social ties (please refer to Multimedia Appendices 1 and 2 for iterative versions of our prototype at different stages of our study).

**Data Collection, Measurements, and Analysis**

**Qualitative and Quantitative Data Collection**

**Stage 1**

Over a 3-week period, the study team conducted semistructured interviews with 5 to 7 participants each week to solicit feedback on paper mock-ups of the app. Semistructured interviews averaged 30 minutes and included both closed and open-ended questions about the app’s content, features, delivery methods, and potential future use. The study team synthesized and discussed the interview feedback weekly, iteratively refining the prototype before the subsequent set of participant interviews until the study team felt as though it could proceed to the next stage of testing. Please refer to Multimedia Appendix 1 for examples of our prototype and the corresponding interview guides.

**Stage 2**

Before stage 2, the development team transformed the latest paper prototype into an electronic beta version of the app. In stage 2, the study team walked individual participants (n=17) through the beta version of the app on a smartphone. During this 30-minute walk-through, team members asked each participant approximately 33 close-ended and approximately 20 open-ended questions about the usability and acceptability of the app and its features. Multimedia Appendix 2 illustrates an example of our prototype and interview guide.

For both stages, we recorded all open-and close-ended responses verbatim into REDCap (Research Electronic Data Capture; REDCap Consortium) [48].

**Participant Characteristics**

In stage 1, we assessed participants (n=16), age, sex, technology use, and health habits. Survey questions evaluated participants’ typical use of their mobile devices, comfortability with sharing health information with social ties on the internet and offline, and current goal setting and health tracking behaviors. In stage 2 (n=17), we collected the participants’ age and sex.

**Qualitative Measures**

We asked certain open-ended questions in both study stages to inquire about the participants’ overall impressions of the acceptability and usability of the app and its main features. We modified the interview guide iteratively each week in stage 1 to incorporate questions focused on specific changes made to the app based on the prior week’s feedback. Examples of our early prototypes and corresponding interview scripts are provided in Multimedia Appendix 1. The stage 1 prototype went through 10 refinements to inform stage 2. For stage 2, we developed this prototype within InVision [49], a digital product design platform that allows end users to interact with the prototype as if it is an app. Examples of this prototype and sample interview guides are provided in Multimedia Appendix 2.

**Quantitative Measures**

In addition to the open-ended questions, we asked participants in stage 2 (n=17) close-ended survey questions about the usability of certain app features and the app overall. These questions were adapted from the System Usability Scale [50], an instrument commonly used to evaluate the usability of different technology products.

**Analysis**

We first assessed the participants’ characteristics by tabulating the distributions or frequencies of the questions detailed above. We also calculated the distribution of Likert scale responses, ranging from strongly disagree to strongly agree, for the modified System Usability Scale questions asked in stage 2 of app testing.
Iterative Qualitative Analysis

Study team members (JMS, AB, LJ, and JA) met after each round of interviews to analyze feedback for key themes to inform refinements to the app content and features. This form of analysis allowed for the rapid implementation of the participants’ feedback and strengthened the development of the app [42].

Qualitative Content Analysis

Two team members (DR and MDK) conducted a qualitative content analysis [51] of all responses to search for unifying themes across stages of testing, by reading through the responses and creating the initial codebook. We randomly selected one interview from each round of testing (4 total) to refine the codebook and achieve consensus on code definition, inclusion criteria, and exclusion criteria. JMS then coded the remaining interviews using a constant-comparison technique. Throughout the coding process, a total of 8 out of 33 interviews (24% of the total sample) were jointly coded by DR, MDK, and JMS to assess interrater reliability. Facilitated by NVivo software (version 12; QSR International), we calculated the percent agreement [52], a measure of coding consensus, and determined that there was satisfactory interrater reliability (median 75% agreement; mean 69.4%, SD 23.5%). The study team then reviewed all coded responses and extracted key themes from across responses. This allowed for the simultaneous analysis of interviews collected throughout all stages of app development.

Results

Participant Characteristics

Of the 33 non-Hispanic Black primary care patients participating in the study, the mean age was 49 (SD 13) years, and 26 (79%) identified as female. Of the initial stage 1 (n=16) participants, 14 (88%) reported using a smartphone multiple times a day, 7 (44%) specifically used an app or digital fitness tracker to track their health, 13 (81%) reported tracking their health either digitally or manually, 15 (94%) reported sharing “some” or “a lot” of health information with close friends and family, and 13 (81%) said they have relied on friends to accomplish health goals. Only 25% (4/16) of the participants reported that they were comfortable discussing health matters on the internet.

Qualitative Analysis

Table 1 summarizes the 3 dominant themes and associated subthemes that emerged from the qualitative content analysis of both stages. Below, we expand on these qualitative themes and add additional insights and changes made during the iterative analysis.

Table 1. Content themes and representative quotes.

<table>
<thead>
<tr>
<th>Theme and subtheme</th>
<th>Representative quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Messaging matters</td>
<td></td>
</tr>
<tr>
<td>SMART goals resonate</td>
<td>“It’s something that I’m already working on, so actually a lot of [the] options were pretty good, so I wanted to pick more than one of them” [stage 2]</td>
</tr>
<tr>
<td>Achieving buy-in for cancer prevention messaging</td>
<td>“...[the app is] to the point. It tells me exactly what we’re working on and gives me some things right on hand to reduce my chances of getting cancer.” [stage 1, round 2]</td>
</tr>
<tr>
<td>Specifying goals for the target population</td>
<td>“I was already interested in cutting down red meat, but I wasn’t sure if I was ready to do it yet. So, it was cool to see that as an option.” [stage 2]</td>
</tr>
<tr>
<td>To share or not to share</td>
<td></td>
</tr>
<tr>
<td>Working with others facilitates goal accomplishment</td>
<td>“I like the idea of sharing with friends and family and seeing other people sharing their progress. Overall, I think it’s pretty good. It helps you keep on track.” [stage 2]</td>
</tr>
<tr>
<td>Preferences for sharing goals with loved ones only versus all app users</td>
<td>“…I like [the app]. I would only pick [to share with] my friends. Since I’m trying to quit smoking, I wouldn’t open it to everyone.” [stage 2]; “Family sometimes are critical. You could get more compassion from someone you don’t know.” [stage 1, round 2]</td>
</tr>
<tr>
<td>Competition versus collaboration</td>
<td></td>
</tr>
<tr>
<td>Deriving motivation from competition</td>
<td>“Ah yeah, some people like to do things out of competition.” Prompt: Would it be motivating for you personally? “Yes. I don’t like to lose.” [stage 1, round 2]</td>
</tr>
<tr>
<td>Success through collaboration</td>
<td>“I think it’s a good idea to be able to communicate with [other users] the things that they are doing and the things that I’m doing to make better choices to reduce our risk of contracting cancer.” [stage 2]</td>
</tr>
<tr>
<td>The progress board: a Goldilocks solution</td>
<td>“I really like the progress board. I like that you can click on a person and send them encouragement, or even your own personal message. I think I would use this app.” [stage 2]</td>
</tr>
</tbody>
</table>

aSMART: specific, measurable, achievable, realistic, and time-bound.
Theme 1: Messaging Matters

SMART Goal Framing Resonates

A key objective of this app is to encourage the setting of appropriate and motivating health goals. Therefore, we sought feedback on how to present the SMART goals in a manner that is relevant to the target population, which highlights the important connection between these goals and cancer prevention. Overall, we found that messaging mattered to the participants. Participants appreciated the goals’ specificity and commented that these goals seem relevant to their efforts to become healthier. One participant stated as follows:

[The goals are] good...they're all something that I can work on. I like the ‘Make small changes for a big impact.’ That makes a lot of sense. [stage 1, round 3]

Achieving Buy-in for Cancer Prevention Messaging

A few participants noted confusion and skepticism about the relationship between lifestyle behaviors and cancer prevention. One participant said as follows:

only the smoking makes people think of cancer. The other ones seem more like basic health as opposed to associating it with cancer.

She then asked for “more specific information about how [these goals] relate to cancer.” [stage 1, round 2]. This initial feedback led to the following modifications: (1) we changed the language in the app to emphasize that small lifestyle modifications, such as those advocated by the app, can lead to a direct impact on cancer risk and (2) we added direct links to ACS webpages on lifestyle behaviors and cancer, to further emphasize the importance of these goals. Feedback on these modifications was positive in stage 2, with 15 (88%) participants out of 17 indicating that they agreed or strongly agreed that the connection to cancer in the app was both clear and useful. (See Figure 2 for additional quantitative results from stage 2).

Figure 2. Usability feedback for key app features.

Specifying Goals for the Target Population

In another example of the importance of SMART goal framing, we made significant changes to the app’s “Get Active” goals when we realized that none of the participants chose those goals when using the app in stage 2. Specifically, we centered each “Get Active” goal around a type of exercise (eg, “I will do 30 minutes of dancing”), rather than a more general goal (eg, “I will do 30 minutes of moderate intensity exercise”). As noted in a separate report, these new “Get Active” goals became more popular in future rounds of testing [53].

Desire for Customization

Participants broadly supported the goal choices offered by the app. However, nearly all participants wished to further adapt the goals themselves. Given this feedback, we added a number of customization options, from allowing users to choose the frequency of an action (eg, “I will do 30 minutes of dancing 4 times a week”) to permitting users to change their goals on a weekly basis. Even with these modifications, all goals remained SMART (ie, specific, measurable, achievable, realistic, and time-bound) and connected to cancer prevention.
Theme 2: To Share or Not To Share

Working With Others Facilitates Goal Accomplishment

One key feature of this app is sharing health goals with other users and working on those goals together. Across the rounds of testing, participants universally agreed that this social component of the app was a valuable feature. One end user said as follows:

> What I really like is the whole concept of sharing with someone else and getting them actively involved. It reminded me more of a safety plan [in the context of social work]. This is how we help you get where you need to get. [stage 1, round 2]

Participants expressed numerous benefits to working on health goals with others, from increased accountability for one’s own goals to the positive consequences of helping others.

Preferences for Sharing Goals With Loved Ones Only Versus All App Users

However, there is a lack of consensus about the user with whom health goals can be shared. Many users preferred only sharing their goal progress with the users they knew before joining the app. One participant did not want to reveal that he smokes outside his social circle, while another thought she would feel “压ured” by sharing her goals with all users. Nonetheless, some participants appreciated the opportunity to work on these health goals with all app users, with a couple of participants remarking that they may receive more valuable feedback from a user they did not know rather than from close friends and family. In addition, we noticed that as participants used the app in stage 2 of testing, their willingness to share the information with all app users increased. While using the app, 47% (8/17) participants selected “share with everyone.” In a postuse questionnaire, however, 82% (14/17) participants said they would select “share with everyone” in the future.

Customization Supports Personal Sharing Preferences

In response to different preferences, we modified the app to facilitate all aspects of goal sharing. Between stages 1 and 2, we added a username feature to protect anonymity when users shared goal information with unknown social ties on the app. We also permitted users to customize and change their share settings, allowing participants to choose whether to share information with only social ties or with all app users.

Theme 3: Competition Versus Collaboration

Deriving Motivation From Competition

A third key feature of the app is helping users track their health goal progress, which participants universally agreed would facilitate goal accomplishment. Many participants also commented that it was motivating to view the progress of other users on the app. In fact, a number of participants suggested that the app should create a leaderboard to foster competition among users to rise to the top:

> I definitely like the challenging [competitive version]. It’s good because it’s just like a game. [stage 1, round 2]

Success Through Collaboration

Some participants strongly rejected the idea of a competitive tone on the app, with one woman stating as follows:

> I’m not in competition with [other users] for my health...I don’t see where being in competition with someone else is helpful: there’s certain things I’m not competitive about and my health is one of them. [stage 1, round 3]

Instead, many participants wanted the app to facilitate collaboration on health goals among users. Participants thought the app would be a valuable space to provide and receive suggestions on how to accomplish certain goals (eg, sharing recipes for healthy meals) and encouragement for goal progress.

The Progress Board: A “Goldilocks” Solution

In synthesizing this feedback on competition and collaboration, we changed the name of the “leaderboard” to “progress board,” so that users could visualize other users’ health goal progress without incentivizing competition. We also added a messaging feature because users expressed a strong interest in collaborating with one another. These changes resonated with participants in stage 2 of testing, with 88% (15/17) participants stating they would check their social ties’ goal progress weekly and 82% (14/17) stating they would send their friends encouraging messages weekly as well.

Discussion

Principal Findings

We conducted 2 stages of semistructured interviews with non-Hispanic Black primary care patients to develop and iteratively refine a cancer prevention goal setting mobile app. Our study yielded three primary generalizable insights from our target population: (1) the framing of each goal and its relevance to cancer impacted the likelihood that the goal would be chosen, (2) participants thought that sharing health goals with others facilitates the adoption of healthy behaviors, and (3) most participants found it motivating to see other users’ goal progress, while still collaborating with these users on their health goals. An overarching insight that emerged across themes was the participants’ desire to customize and personalize the app.

Our first theme highlights the importance of framing goals as relevant to cancer prevention. Some participants in our study initially struggled to understand the connection between cancer and lifestyle behaviors, remarking that they felt as though “genes” and “God’s will” had a larger role to play. Nonetheless, we maintained the overall cancer prevention framework of the app, as health behavior research has demonstrated that framing behaviors as cancer preventing increases their adoption [54-56]. Moreover, a 2019 meta-analysis found that underserved populations in the United States are comfortable receiving cancer prevention information and interventions on the internet and through mobile devices [57]. In response to the feedback received, we clarified the language on the app to better communicate how changes in behavior can make a difference in cancer risk. We re-enforced this message with links to the ACS lay resources. Following these changes,
participants in subsequent rounds did not convey similar confusion, and in fact, many appreciated the link between health behavior and cancer prevention. This change is one example of the numerous adaptations we made to optimize the app for the intended end users.

The second and third themes indicate the values of goal sharing and collaboration, respectively. Although some participants hoped that the app would foster competition among users for completing health goals, most expressed a strong desire for the app to facilitate collaboration with others to achieve their health goals. This tension between competition and collaboration is frequently studied in behavioral economics, with mixed evidence as to which approach yields a greater impact on health behavior [58]. To respect the diverging opinions among our participants, we created a progress board that displays each user’s goal success count, allowing more competitive-minded users a chance to compare their progress to others. We removed any references to “leaderboards” and added new avenues for participants to communicate with each other on the app, responding to most participants who expressed a desire to collaborate with other app users. Brewer et al [59] similarly found a “sharing board” to be a popular feature in their app promoting cardiovascular health among church-going African Americans. Participants in Brewer’s study were likewise motivated by the ability to send and receive encouraging messages while keeping track of other users’ progress.

Finally, we found that participants uniformly valued the ability to customize the app to meet their unique needs, and in response, we provided additional options for goal sharing and goal setting. The desire for customization is common in health app development [60,61], and we aimed to satisfy participant requests while ensuring that the app remained grounded in evidence-based techniques. For example, although we allowed participants to modify the frequency of a particular health goal (eg, dance for 30 minutes three vs four times a week), we did not allow users to write their own health goals. We made this choice to ensure that all of our goals remained consistent with ACS recommendations and an evidence-based SMART [19] set-up.

Given that this study evaluated end user experience with a mobile app exclusively among a non-Hispanic Black population, it is difficult to ascertain whether our findings are unique to this population or perhaps more broadly applicable to other populations. However, we did find a preference for collaboration over competition that aligns with prior evidence of this among non-Hispanic Black populations [59]. In addition, our findings of fatalism in early iterations of app content feedback aligned with prior studies that demonstrate this among non-Hispanic Black populations [62-64]. Future studies should be designed to compare the experiences of apps and messaging between users to determine what features may be uniquely appreciated by one racial/ethnic population as compared with another.

**Strengths and Limitations**

These findings must be considered in the context of several limitations and strengths. First, the study used a nonprobabilistic purposive sampling technique to recruit non-Hispanic black primary care patients from 2 primary care clinics and thus may not be generalizable. Second, we recognize that stated intentions do not always align with future behavior, and we cannot predict the effectiveness of this tool based on this study. The objective of this study is to develop and optimize the features and content of the app with and for our target population. This methodology also has several strengths. In contrast to many other behavior change apps [65], we followed a user-centered design approach to optimize the app for our intended audience, which may have different content wishes than other populations [57,66,67]. We also followed app design best practices by conducting iterative rounds of testing, allowing ample opportunities for usability feedback from potential end users [40,42]. Finally, 2 team members experienced in qualitative research analyzed all participant feedback using more traditional qualitative content analysis techniques to search for generalizable insights that may inform future health intervention research beyond the development of this app.

**Conclusions**

Cancer prevention in the modern era must include options that are accessible to all, but this does not mean that all options must be universal. A mobile app—or any intervention, importantly—that promotes healthy, cancer-preventing behaviors in population A is not guaranteed to work as well with population B. Accordingly, given the disproportionate burden of cancer and cancer-related mortality among non-Hispanic Black populations in the United States [6-9], our iterative development approach for a cancer prevention mobile app focused uniquely and specifically on goal setting among non-Hispanic Black primary care patients. This iterative process led to the development of a cancer prevention mobile app that potential end users deemed usable and acceptable and yielded noteworthy insights about what intended end users value in health goals and how they may work on these goals with others.
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Abstract

Background: Continuously growing medical knowledge and the increasing amount of data make it difficult for medical professionals to keep track of all new information and to place it in the context of existing information. A variety of digital technologies and artificial intelligence–based methods are currently available as persuasive tools to empower physicians in clinical decision-making and improve health care quality. A novel diagnostic decision support system (DDSS) prototype developed by Ada Health GmbH with a focus on traceability, transparency, and usability will be examined more closely in this study.

Objective: The aim of this study is to test the feasibility and functionality of a novel DDSS prototype, exploring its potential and performance in identifying the underlying cause of acute dyspnea in patients at the University Hospital Basel.

Methods: A prospective, observational feasibility study was conducted at the emergency department (ED) and internal medicine ward of the University Hospital Basel, Switzerland. A convenience sample of 20 adult patients admitted to the ED with dyspnea as the chief complaint and a high probability of inpatient admission was selected. A study physician followed the patients admitted to the ED throughout the hospitalization without interfering with the routine clinical work. Routinely collected health-related personal data from these patients were entered into the DDSS prototype. The DDSS prototype’s resulting disease probability list was compared with the gold-standard main diagnosis provided by the treating physician.

Results: The DDSS presented information with high clarity and had a user-friendly, novel, and transparent interface. The DDSS prototype was not perfectly suited for the ED as case entry was time-consuming (1.5-2 hours per case). It provided accurate decision support in the clinical inpatient setting (average of cases in which the correct diagnosis was the first diagnosis listed: 6/20, 30%, SD 2.10%; average of cases in which the correct diagnosis was listed as one of the top 3: 11/20, 55%, SD 2.39%; average of cases in which the correct diagnosis was listed as one of the top 5: 14/20, 70%, SD 2.26%) in patients with dyspnea as the main presenting complaint.

Conclusions: The study of the feasibility and functionality of the tool was successful, with some limitations. Used in the right place, the DDSS has the potential to support physicians in their decision-making process by showing new pathways and unintentionally ignored diagnoses. The DDSS prototype had some limitations regarding the process of data input, diagnostic accuracy, and completeness of the integrated medical knowledge. The results of this study provide a basis for the tool’s further development. In addition, future studies should be conducted with the aim to overcome the current limitations of the tool and study design.
 Trial Registration: ClinicalTrials.gov NCT04827342; https://clinicaltrials.gov/ct2/show/NCT04827342

(JMIR Form Res 2022;6(3):e29943) doi:10.2196/29943
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Introduction

Background

Digital tools play an increasingly relevant role in the health sector. Most patients search the internet to complement their knowledge of health care topics [1]. In addition, patients increasingly use symptom checkers instead of standard search engines for symptom analysis [2]. In contrast to the fast uptake in the consumer sector, professional tools similar to symptom checkers designed to support physician decision-making have not found widespread adoption in the clinical and outpatient environment [3] even though this concept is not new. A variety of digital technologies and artificial intelligence-based methods are currently available and have recently emerged as impressively persuasive tools to empower physicians in clinical decision-making and improve health care quality [4]. Diagnostic decision support systems (DDSSs) have been demonstrated to facilitate the assessment of clinical data input by using an extensive medical knowledge base [5,6].

Continuously growing medical knowledge and the increasing amount of data make it difficult for medical professionals to keep track of all new information and to place it in the context of existing information [7]. DDSSs have been suggested as a solution to this problem [8]. An expert system can help by expanding the clinician’s differential diagnosis list and suggesting other avenues of investigation [9].

Diagnostic errors, consisting of inaccurate, delayed, or missed diagnoses, remain major challenges in public health care [10] that need to be addressed.

The overall purpose is to invite physicians to rethink and re-examine their steps and possible alternatives in light of the presented diagnostic information [11]. DDSSs are not intended to replace physicians but rather to augment and optimize the diagnostic decision-making process. If they are to be adopted, it is important that they provide accurate information and are trusted by clinicians. The diagnostic decision-making process must be as transparent and comprehensible as possible. The trustworthiness of the data handling and the medical quality of the knowledge base and algorithms are essential to this. Poor usability is another important barrier that could limit adoption and be a deterrent to the routine use of new technology.

In this study, we pilot-tested whether the use of a DDSS prototype from Ada Health GmbH is feasible in an emergency department (ED) setting.

The Diagnostic Decision Support Tool

The DDSS is a web-based diagnostic decision support system for medical professionals developed as a research prototype by Ada Health GmbH that can be accessed by laptop or tablet.

In the DDSS, the physician can input a patient case over time with several visits (if relevant), and the system updates the provided decision support dynamically. The user interface consists of pages representing the steps during an individual patient visit and a case overview page. The design of this prototype provides full transparency over the artificial intelligence-based medical reasoning. The user interface allows for a continuous and transparent exchange between the machine and human.

The case starts with the input of the epidemiological data followed by a consultation page where one or several findings are entered. On the case analysis dashboard, symptoms, findings, and their related attributes can be added as present or absent for the case. The search allows the user to enter synonyms or related terms to find a specific symptom. In addition, the tool suggests a ranked list that changes in real time of symptoms and findings that have the highest potential for information gain for the current case. The DDSS supports the collection of both patient-reported complaints and findings gathered via medical examination or testing. Lifestyle or risk factors that may affect the patient’s condition can also be recorded, and it is taken into consideration via the reasoning engine. The system does not use a predefined standard ontology or taxonomy to enter symptoms.

The patient information, symptoms, and findings, as well as a list of differential diagnoses ranked by probability and fit, are represented on the main page of the tool (Figure 1).
The probability list is ranked by the estimated probability of a disease. It is based on the representation of medical knowledge using a probabilistic reasoning engine considering existing epidemiological data such as age, sex, or geographical location. This mirrors the approach that a health care professional takes during clinical routine. The fit list is ranked by the most likely conditions that could explain the finding constellation without knowledge of the probability of the conditions occurring in the general population. The reasoning engine infers disease probability estimations based on a representation of medical knowledge. The medical knowledge base is used to define a Bayesian network in which approximate inference is carried out.

Contribution lines visualize the correspondence between a symptom and a disease. The relative weighting of the symptoms to the diseases is indicated by the thickness of the lines. The color of the lines indicates the presence or absence of the finding in the constellation. This user interface was designed to ensure the transparency of the underlying reasoning engine inferences to the physician in real time. The medical knowledge base of the prototype DDSS was not based on a pre-existing database or medical knowledge ontology. Instead, it was generated and reviewed by in-house medical professionals using a process of curated integration of peer-reviewed medical literature. The medical knowledge and reasoning of the tool were designed with the primary goal of achieving high condition suggestion accuracy. More than 1300 conditions and 11,000 findings and symptoms are available in the medical knowledge base.

The DDSS prototype has been examined in a retrospective study with a focus on rare diseases, demonstrating that Ada suggested accurate diagnoses earlier than clinical diagnoses in more than half of all cases [12]. However, this tool has not been investigated prospectively in a real-life setting. The DDSS is a prototype in development, has not yet been optimized for everyday use, and is not publicly available. Nevertheless, the user interface is novel and unique in its presentation and transparency. In this regard, we aimed to conduct feasibility testing with a focus on a very common symptom; namely, dyspnea. Patients presenting to the ED with dyspnea were chosen as the focus area for testing as dyspnea has a wide range of possible etiologies, including cardiac, pulmonary, and infectious diseases [13]. This approach ensured a broad range of possible outcomes to comprehensively test the system’s novel user interface while being appropriate to the stage of development of the prototype.

**Aim of the Study**

This is the first prospective study evaluating a DDSS prototype from Ada Health GmbH, which uses a novel approach for dynamically interacting with the physician in a real-life clinical setting by entering routinely collected health-related personal data. Our primary goal is to investigate the potential of this concept. Secondary outcomes are the identification of any key reasons for inaccuracy, current technical limitations, and the potential for further development and adaptation of the DDSS prototype based on the findings and needs identified with regard to the usability of the tool.

**Methods**

**Study Design and Case Selection**

We conducted this prospective feasibility study (ClinicalTrials.gov: NCT0482734) at the ED and internal medicine ward of the University Hospital Basel, Switzerland. A convenience sample of 20 adult patients admitted to the ED with a chief complaint of dyspnea and a high likelihood of inpatient admission was selected. The participants had to be able to understand, speak, and read in German. The exclusion criteria were refusal of consent and discharge from the ED without inpatient admission. The study period was from May 2020 to August 2020. The study participation of each patient lasted as long as the patient stayed in the hospital.
This study design was observational—patients with dyspnea admitted to the ED of the University Hospital Basel were monitored, diagnosed, and treated according to the usual clinical routine. The study physician (PDS) shadowed the treating physician and the patient throughout the entire hospitalization without any interference with the routine clinical work (Figure 2).

Figure 2. Study process. CIS: clinical information system; DDSS: diagnostic decision support system; ED: emergency department.

A first evaluation of potential patients for recruitment against the inclusion and exclusion criteria was based on a patient’s medical file using the triage findings from the ED. The decision whether the patient could be included was made after the first patient contact (ie, within hours of the patient’s arrival at the ED). The investigator explained the objective of the study and its observational nature to the patient. For ethical and organizational reasons, consent from the patient was obtained post hoc once the patient was hospitalized (following Human Research Act Article 31 [14] and Clinical Trials Ordinance Article 15 [15]). Data from patients who refused to provide post hoc consent were no longer used for the research project.

Data Acquisition

Data Collection

All patients underwent an initial clinical assessment at the ED in which the study physician used a checklist to document symptoms, medical history, vital signs, and physical examination in a structured manner. Complementary information documented by the treating care team during hospitalization as well as all other investigation findings were extracted from the medical record.

The treating physician at no point had access to insights into the case from the DDSS prototype. The patients received usual care from their examining and treating medical staff. The study investigator (PDS) was not involved in patient care at any point.

Prototype DDSS Input

Once a patient was admitted, a new case was created in the DDSS with the patient’s sex, age, and geographical location as the first information. As we focused on patients with dyspnea in this study, a new patient case was started by entering the finding Dyspnea and selecting the corresponding attributes and specifications. All clinical evidence collected from the patient was entered as DDSS input data to build the case (Figure 1).

Findings that would have been marked as absent (eg, no fever) were only added if relevant to the list of diagnoses or if explicitly mentioned in the medical record.

Information from the medical record was assigned to the time of the visit in the DDSS prototype. The idea was to mirror the patient’s journey in the hospital and provide the system with the same amount of information the treating physician had at a certain point in time. The first visit (visit 1) in the DDSS was created at the end of the ED stay. All evidence prospectively collected until this moment was entered into the DDSS. The second visit (visit 2) in the DDSS corresponded to when the patient was discharged from the hospital. All information from the first visit was transferred to the second visit, modified if necessary, and complemented with additional information from the patient file gained during the hospital stay. Any information of potential relevance to diagnosis that could not be entered into the DDSS as it was not found in the tool was recorded in a separate document. Missing diagnoses were also noted.

An additional visit (visit 2.1) in the Ada DDSS was performed retrospectively by a physician and former Ada employee with expert knowledge of the medical content and technical aspects of the Ada DDSS. This person screened the clinical cases and lists of missing information in the tool generated by the study research team. The goal was to show the user dependency of the DDSS and the influence of this on the accuracy of the DDSS suggestions.

All inputs were performed in German as all clinical evidence was gathered in German.

Feasibility and Usability of the DDSS

The time of data entry, search functions and functionalities, availability of findings and diagnoses, and applicability of the tool in an acute ED setting were recorded to assess the feasibility of the DDSS prototype. We also evaluated the workflow and whether the navigation, data entry, and retrieval would impede clinical task completion. Furthermore, the input procedure with the tool’s robustness to irrelevant variations in input data as well as the technical aspects and potential restrictions were analyzed.

The usability was assessed by considering the structure and composition of the DDSS interface and whether it was satisfactory.

As the novelty of the tool is mainly reflected in the design of the interface, this was a key object of investigation. Therefore,
the clarity of the visual representation of clinical data and the ease of acquiring information at a glance were examined in detail.

The guidance through different levels of the tool (onboarding, consultation page, and case analysis) was another point of interest. We tested whether the logic and availability of the desired options were consistent and rigorous and if the tool provided an effective layout. A risk evaluation of the misinterpretation of information was conducted.

**Metrics**

Different metrics for the assessment of the accuracy of the DDSS suggestions are listed and defined in Textbox 1.

### Textbox 1. Metrics for the assessment of the accuracy of the diagnostic decision support system suggestions [5].

- Correct or accurate diagnosis retrieval: proportion of cases in which the correct diagnosis was the first diagnosis listed (M1), listed as one of the top 3 (M3), or listed as one of the top 5 (M5)
- Diagnosis in knowledge base: proportion of the diagnoses that were included in the knowledge base of the tool

The accuracy of the tool’s diagnostic suggestions was evaluated at each of the different time points of the hospital stay. The list of the 5 most probable conditions provided by the tool was recorded for visit 1, visit 2, and visit 2.1. For the same time points, a maximum of 5 diagnoses were provided in the medical record. If <5 diagnoses were provided in the hospital, the total number of condition suggestions for the case from the DDSS was reduced accordingly. The first listed diagnosis in the ED and the final discharge diagnosis from the hospital were defined as the gold-standard diagnosis for visits 1, 2, and 2.1. The top 1 diagnosis, the top 3 diagnoses, and the top 5 diagnoses provided by the DDSS disease probability list were compared with this gold-standard main diagnosis for the 3 different visits. Furthermore, the proportion of diagnoses included in the knowledge base of the tool was assessed. In addition, the missing potentially important information of the findings and symptoms for each case was analyzed and categorized.

### Matching of Diagnoses

The first 5 diagnoses from the DDSS and the first 5 diagnoses from the medical record for each visit were shown to 3 different physicians separately and independently following the completed data collection. They decided whether the diagnosis from the DDSS matched the diagnosis from the treating physician at the different time stamps. This process was necessary as the naming and, therefore, the interpretation of the matching of the diagnoses were not standardized. The 3 physicians did not see the entire case, only the diagnosis lists. They had different levels of clinical expertise and knowledge of the DDSS and the patient case. None of the physicians were involved in anamnesis, clinical examination, or treatment of the patient. The three physicians comprised (1) the study physician, who was involved in the data collection and entry into the DDSS prototype and was therefore familiar with the patient case and who saw the patient in the ED to obtain informed consent and evaluate the appropriateness of the patient for study inclusion; (2) a second independent physician who was an experienced senior physician and fellow of internal medicine and cardiology; and (3) a third physician with several years of work experience in the Medical Knowledge Team of Ada Health GmbH in Berlin and detailed knowledge of the available medical content and the reasoning engine of the DDSS and who also saw the DDSS case in detail to analyze potential user dependencies.

Precise matching criteria were not specified; instead, the physicians were directed to use their experience to decide on the appropriateness of the DDSS condition suggestions. The reasons for inaccurate suggestions of diagnoses were analyzed and categorized. Several causes per case could be analyzed, and the related proportions were calculated.

### Statistical Analysis

The top-1, top-3, and top-5 performance of the Ada DDSS prototype condition suggestion for each of the visits, with comparison against the ratings by the 3 physicians, were compared using descriptive statistics and tests appropriate for categorical data. Chi-square tests were used to test whether the proportion of correct answers was drawn from the same distribution, with the application of this test across all visits, once for each of the metrics for comparison (top 1, top 3, and top 5 matching condition suggestions) for each of the 3 physicians’ ratings, to be followed in case of a significant difference by post hoc 2-sided pairwise Fisher exact tests [16]. P values were corrected for multiple comparisons using the Benjamini–Hochberg procedure [17], guided by the interpretation of Armstrong [18], and considered significant if <.05.

### Data Processing and Ethical Approval

The conducted study complied with the ethical principles of the World Medical Association Declaration of Helsinki [19]. Ethical approval was obtained from the Ethics Commission Nord-West-Schweiz (reference 2020-00095, date of approval January 24, 2020). All data were stored and transferred in a pseudonymized form. Data processing and transfer were performed in accordance with national and local guidelines. An order data processing agreement was made between the University Hospital Basel and Ada Health GmbH.

### Results

#### Patient Characteristics

A total of 33 patients with dyspnea were considered for inclusion, of which 61% (20/33) cases were included and 33% (11/33) were excluded because of direct discharge from the ED without referral to the ward. The refusal rate was low (2/33, 6%). The resulting study population consisted of 40% (8/20) women and 60% (12/20) men aged 54 to 93 years (mean 74 years, SD 10.44 years).
Feasibility Measures

To create a case in the DDSS prototype, it is required to enter basically all recorded patient data, which is time-consuming, especially in a setting as time-limited as the ED. The data entry took 1.5–2 hours per patient. The checklist used in the ED by the study physician resulted from a pilot round that preceded this study and was a key component of the initial feasibility findings. It was accepted at the outset of the study that the novel user interface of the DDSS prototype was not yet fully developed for use in parallel to every patient’s examination or consultation. The checklist, observational recording, and non–real-time use of the system allowed for the identification of how such a prototype DDSS would need to be involved in capturing the high speed and complexity of clinical data delivery.

Usability

Overview

The Ada DDSS could be usable in the research setting; however, the research team considered that it required optimization before it could be adopted in everyday use in the ED.

Usability insights from our study were principally related to the DDSS main page (ie, the Case analysis page). This interface consists of three sections: findings and symptoms on the left, case dashboard in the middle, and diagnosis suggestions on the right side (Figure 1).

Usability of the Findings Section

The findings were easily located in the search function via several synonyms and terms by the study physician. However, the search engine contained some subcategories and finding synonyms that were sometimes misleading. For more specific findings such as orthopnea, the superordinate category dyspnea must first be selected and provided with corresponding attributes (in this case, occurs while lying flat). This led to a time-consuming search for the right designations by the study physician.

During case input in this study, the finding suggestions were rarely used as the ranking by probability often did not match the physician’s natural clinical workflow.

Dashboard Usability

If a finding was added via search function or the list of relevant suggestions (left panel in Figure 1), it must be declared as present or absent before it was transferred to the case dashboard. Once added to the case, it was not immediately recognizable to the physician how the finding had been marked, which confused the study physician during his work. The color of the contribution line indicates the presence or absence of the finding, but the finding itself is not marked in either way.

The clarity of the presentation of the symptom constellation in relation to the diagnosis list by the contribution lines creates transparency for the user on how the reasoning engine is working. This is one of the main advantages of this DDSS prototype in comparison with others according to the study team.

Usability of the Diagnostic Suggestions

As soon as the first finding was entered, the 5 most probable suggested diagnoses were automatically transferred to the case dashboard when switching from the consultation page to the main page.

Once they were listed on the case dashboard, the diagnoses did not update themselves automatically when adding or deleting information. The probability and fit lists of potential diagnoses on the right side, in contrast, changed in real time, which was confusing for the study personnel.

Accuracy of Suggested Diagnoses

Overview

The results for the accuracy of the DDSS suggested diagnoses are shown in Table 1.

Table 1. Accuracy of suggested diagnoses compared with the gold-standard diagnosis (N=20).

<table>
<thead>
<tr>
<th></th>
<th>M1&lt;sup&gt;a&lt;/sup&gt; (%)</th>
<th>(n/N)</th>
<th>(SD)</th>
<th>M2&lt;sup&gt;b&lt;/sup&gt; (%)</th>
<th>(n/N)</th>
<th>(SD)</th>
<th>M3&lt;sup&gt;c&lt;/sup&gt; (%)</th>
<th>(n/N)</th>
<th>(SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visit 1</td>
<td>18</td>
<td>3.67/20</td>
<td>0.58</td>
<td>42</td>
<td>8.33/20</td>
<td>1.53</td>
<td>57</td>
<td>11.33/20</td>
<td>0.58</td>
</tr>
<tr>
<td>Visit 2</td>
<td>35</td>
<td>7/20</td>
<td>1.00</td>
<td>62</td>
<td>12.33/20</td>
<td>1.53</td>
<td>75</td>
<td>15/20</td>
<td>1.00</td>
</tr>
<tr>
<td>Visit 2.1</td>
<td>40</td>
<td>8/20</td>
<td>1.00</td>
<td>62</td>
<td>12.33/20</td>
<td>1.53</td>
<td>80</td>
<td>16/20</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<sup>a</sup>First diagnosis listed.

<sup>b</sup>One of the top 3 diagnoses listed.

<sup>c</sup>One of the top 5 diagnoses listed.

The table shows the average top-1, top-3, and top-5 accuracy of the DDSS’s suggestions compared with the gold-standard diagnosis at the different visits, with assessment of the matching of the diagnosis suggestions by physicians with different levels of clinical and tool experience.

Different reasons for incorrect suggestion at the time of diagnosis could be identified and are listed in the following sections.

Multimorbidity or Multiple Confirmed Diagnoses or Symptom as Diagnosis

Inpatients in the department of internal medicine often have >1 diagnosed disease, either as known pre-existing diseases or as...
unknown diseases diagnosed during the inpatient stay. The DDSS prototype seems to focus its reasoning on the evaluation of 1 main diagnosis and, thus, multimorbidity seems to be one of the biggest challenges in correcting condition suggestions. In a few cases, this was the main reason for an incorrect diagnostic suggestion in the DDSS.

In half of the cases (10/20, 50%), the treating physician did not provide a working or final diagnosis compliant with the International Classification of Diseases, 10th revision, as the first listed diagnosis but instead provided a list of several potential working diagnoses or a presenting complaint, which made assessment of the accuracy of the DDSS suggestion impossible. This was especially true for visit 1, when the patient was transferred to the ward for further investigation.

**Missing Entities in DDSS Knowledge Base**

Another aspect that led to incorrect condition suggestions was the lack of relevant entities in the knowledge base of the tool, which limited its ability to suggest a diagnosis. In all these cases, there were one or more relevant diagnostic findings missing (Table 2). In addition, in 20% (4/20) of the cases, the final diagnosis did not exist in the DDSS knowledge base.

### Table 2. Coverage of symptoms and findings in the medical knowledge base of the diagnostic decision support system (N=20).

<table>
<thead>
<tr>
<th>Coverage category</th>
<th>Cases with missing relevant information, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnostic findings (including laboratory, imaging, and histology)</td>
<td>20 (100)</td>
</tr>
<tr>
<td>Medical history (pre-existing condition, social, family, and medication)</td>
<td>20 (100)</td>
</tr>
<tr>
<td>History or examination findings</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Attributes (investigation findings and factors)</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Final diagnosis (first diagnosis)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Physiological findings≠negative pathological finding</td>
<td>4 (20)</td>
</tr>
</tbody>
</table>

**User Input Dependencies**

In a number of cases, the level of user experience with the tool was a decisive criterion for the subsequent accuracy of the diagnostic suggestions. In 10% (2/20) of the cases, it was essential for the physician inputting information into the DDSS to know the precise finding name in the DDSS to enable the system to provide accurate diagnosis suggestions.

### Table 3. Coverage of diagnoses in the knowledge base of the diagnostic decision support system.

<table>
<thead>
<tr>
<th>Item</th>
<th>Visit 1</th>
<th>Visit 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum of diagnoses</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>Sum of matches</td>
<td>56.5</td>
<td>65.5</td>
</tr>
<tr>
<td>Proportion (%; matches/diagnoses)</td>
<td>61</td>
<td>70</td>
</tr>
</tbody>
</table>

### Coverage of Diagnoses in the DDSS

For the analysis of the coverage of the clinical diagnoses in the knowledge base of the DDSS prototype (Table 3), a maximum of 5 confirmed diagnoses was considered. There was a total of 186 diagnoses for all cases. Each exact match was considered. In addition, each disease in the differential diagnosis list provided by the hospital was calculated as 0.5 if the diagnosis existed in the DDSS but not in the exact specification, grade, or localization described by the treating physician.

In all the cases, there were one or several entities (out of a large number of relevant entities for each case) that could not be found via the search function in the DDSS (Table 1). Those that could not be entered were mainly diagnostic findings, such as radiologic, laboratory, and histologic findings. In addition, the DDSS did not provide the possibility to report the medical history of pre-existing conditions, medications, or social and familial anamnesis.

### Discussion

#### Principal Findings

Regarding the functionality and usability of the tool, it can be summarized that the dynamically interactive DDSS has high potential, with limitations. It showed convincing performance in its clarity of presentation (including transparency of the working of the medical engine) and provided a user-friendly interface. However, the tool as currently developed is not perfectly suited to acute medical settings such as the ED as manual case entry is very time-consuming.

The findings on the DDSS disease suggestion accuracy indicate that it could provide accurate results in the clinical inpatient setting for the many patients who had dyspnea as the main presenting complaint. The symptom analysis algorithm of the DDSS seems to weigh the order of the symptoms present in a case, the likelihood of a finding for a diagnosis, and the epidemiology. Unlikely symptoms, absent common symptoms, and misleading findings as well as an atypical age of the patient for a disease or an uncommon primary anatomical site of involvement might lead to misdiagnosis in the system. These results should be interpreted with caution at this stage as the study setting was observational, and real-world interventional studies are suggested for confirmation.

Another finding of this study is that, although the medical professional knowledge base already covers many different
findings, it is nonetheless incomplete in some areas. Many findings from investigative procedures in the hospital are not yet provided by the tool and, in some cases, this decreased the accuracy of the suggested diagnoses.

The diagnosis suggestions also depend to a large degree on appropriate user input. The treating physician’s medical knowledge and skills as well as the expertise of the study team with the use of the tool could potentially have influenced the outcome of this study. A higher experience in all of these fields might improve the accuracy outcome and should be investigated separately. It is acknowledged that the use of a DDSS of this type in a real-world setting requires training of personnel on the use of the system and how to obtain the best results from the tool.

The results from this study suggest that the Ada DDSS could have the potential to support the clinician in their daily work, but an enlargement of its professional medical knowledge base and a larger-scale evaluation study would be necessary beforehand.

Possible Improvements to the Ada DDSS

This feasibility study found some areas where the DDSS could be improved. The search and selection of symptoms and findings is one of the areas with the greatest potential for improvement. A structure that follows the logic of how physicians think (eg, a step-by-step selection starting with the examination or the investigation method, ending with the proofing pathological finding, and dividing the findings into categories) could improve the intuitive usability for physicians. The manner of displaying the highest-information-gain symptoms and finding suggestions on the case dashboard could thereby also be improved. In its current stage, this list shows a collection of unsorted and uncategorized symptoms and findings generated by the reasoning engine.

As it is up to the using physician to select the relevant diagnoses from the diagnosis lists and add them to the case dashboard, this should be made clear to the user, or the list of added diagnoses should automatically update itself. It would be helpful to signal to the user at a glance whether the finding was marked as absent either by using a different font color or by placing a cross in front of the finding. This would be a simple change with a large impact on usability.

The routine adoption of the tool in a highly dynamic setting such as the ED could only be achieved after a reduction in active effort to enter information. Automatic integration of basic patient and anamnestic information as well as further extraction of information from the electronic medical record could save a large amount of time for the treating physician and decrease potential bias because of user dependencies. The acceleration of rare disease diagnosis [12] and the higher accuracy in the inpatient setting also indicate that, in its current form, the DDSS is more suited to those disciplines. Used in the correct medical setting, it has the potential to support the physician in their decision-making process by showing new pathways of diagnostic reasoning and suggesting unintentionally ignored diagnoses. The pooling of the immense medical knowledge available has the potential to extend the medical disease spectrum of a physician in their routine work. If this functionality is extended through a wider professional medical knowledge base, it has the potential to assist in rational test choice and avoid important diagnostic investigations being overlooked.

Many patients in the internal medicine ward have >1 diagnosis. Multiple diagnoses at the time of discharge from the ED to the ward or from the ward to an outpatient setting led to a lower accuracy in the tool. This seems to be one of the biggest challenges and should be a focus area for the improvement of the DDSS.

Currently, medication and information about the therapy of a patient cannot be entered into the DDSS. This results in the underconsideration of possible therapeutic symptom improvements, therapy failure, or medicinal side effects in the probability estimation of the diagnosis suggestions.

Social or family history has a rudimentary representation in the DDSS and, consequently, follow-up or secondary diseases, exacerbation of an existing disease, social measures, or familial predisposition are underreflected.

An optimized and extended Ada DDSS based on the system evaluated here could save time and improve investigative and diagnostic efficiency and quality, thereby improving health economic outcomes [20,21]. These effects need to be assessed in future studies.

Strengths and Limitations

This study has several strengths and limitations. The study design, with a real-world setting, prospective data collection, and the shadowing of the treating physician by a study physician without any interference with usual care, as well as the measurement of accuracy analysis through the use of a panel of 3 physicians with different clinical backgrounds, was important for the study strengths.

The small number of cases is a limitation of the study, as is the focus on only 1 main presenting symptom for the selection of participants. Both factors offer potential for selection bias; however, they are appropriate for this stage of feasibility evaluation.

Our study showed that the DDSS condition suggestions are user-dependent—the level of knowledge, expertise, and familiarity had a large impact on accuracy. In some cases, an additional finding, which was difficult to find via the tool’s search function because of specific wording, led to a completely altered differential diagnosis list and accuracy. As the case set was small and a large range of physician users was not explored, the range of user dependency of the DDSS was not precisely quantified. The focus of this study was to assess the feasibility and usability of the novel interface of the DDSS. It was not intended as a validation of the accuracy of its diagnosis suggestions. A future large-scale study with blinded, maybe automated data entry after consistent training of the clinical users of the system should be performed to evaluate and validate the accuracy of a ready-for-market DDSS.
Conclusions

This study provides insights into the applicability and performance of the DDSS prototype and the potential of the highly dynamic case input interface for medical professionals, especially in an inpatient setting. The clear and user-friendly presentation of a clinical patient case, with a transparent visual explanation of the algorithmic decisions, is the outstanding novelty of the tool used in this study.

At its current stage of development, the DDSS prototype has some limitations regarding the automation of data input, the accuracy of the diagnostic suggestions, and the completeness of the integrated medical knowledge. Data entry and analysis are still highly user-dependent; however, this could be minimized through training and experience.

The results of this study provide a basis for the further development of this and related tools. Further development of dynamic and highly transparent DDSS case interfaces is warranted and, once systems are optimized further, setting-appropriate studies are required to evaluate clinical outcomes.
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Abstract

Background: Mobile health (mHealth) interventions, a more cost-effective approach compared with traditional methods of delivering lifestyle coaching in person, have been shown to improve physical parameters and lifestyle behavior among overweight populations. In Japan, the Specific Health Checkups and Specific Health Guidance (SHG) started in 2008 to treat obesity and abdominal obesity. However, the effectiveness of SHG is limited owing to its in-person counseling. The effect of mHealth on SHG has yet to be demonstrated.

Objective: This study aims to determine whether a mobile self-management app (DialBeticsLite) could make the SHG more beneficial among patients with abdominal obesity to achieve a reduction in visceral fat area (VFA).

Methods: This study was an open-label, 2-arm, parallel-design randomized controlled trial. We recruited 122 people in September 2017 and randomly assigned them into either the intervention or control group. All participants attended an educational group session that delivered information regarding diet and exercise. In addition, participants in the intervention group were asked to use DialBeticsLite for 3 months. DialBeticsLite facilitated the daily recording of several physical parameters and lifestyle behavior and provided feedback to encourage an improvement in behavior. The primary outcome was the change in VFA from baseline to the 3-month follow-up. Secondary outcomes included changes in both physical and metabolic parameters from baseline to the 3-month follow-up. The Welch 2-tailed t test was conducted to analyze the effects of DialBeticsLite on both the primary and secondary outcomes.

Results: Of the 122 participants recruited, 75 (61.5%) were analyzed because 47 (38.5%) were excluded: 37 (30.3%) because of ineligibility and 10 (8.2%) because of withdrawal of consent. The mean age was 49.3 (SD 6.1) years in the intervention group (41/75, 55%) and 48.5 (SD 5.3) years in the control group (34/75, 45%), and all participants were men, although unintentionally. The baseline characteristics did not differ significantly between the intervention and control groups, except for VFA. The average change of VFA was −23.5 (SD 20.6) cm² in the intervention group and +1.9 (SD 16.2) cm² in the control group (P<.001).
Statistically significant differences were also found for the change of body weight, BMI, and waist circumference. These findings did not change after adjusting for VFA at the baseline. The intervention had no significant effect on any of the metabolic parameters.

Conclusions: Our findings indicate that an mHealth intervention facilitating the daily monitoring of several physical parameters and lifestyle behavior can be highly effective in inducing visceral fat loss and weight loss among adults eligible for SHG.

Trial Registration: UMIN Clinical Trials Registry UMIN000042045; https://tinyurl.com/4vat3v53
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**Introduction**

**Background**

Obesity is an increasingly concerning epidemic that is in need of urgent management [1], as its prevalence and the comorbidities and mortality associated with it have been, and continue to, rise rapidly worldwide [2-6]. It has also tremendously increased the global health burden and health care cost [1,5,7,8]. Abdominal obesity (AO), which is defined by the amount of visceral fat, is especially known as a risk factor for cardiovascular disease, diabetes, and fatty liver disease [9-12]. Lifestyle and behavioral interventions are considered effective for improving AO [13,14]. In recent years, nationwide lifestyle interventions have been implemented in several countries [15,16]. In Japan, the Specific Health Checkups and Specific Health Guidance started in 2008. All health insurers in Japan were required to offer health screening programs to all enrollees and their dependents aged between 40 and 74 years and to provide lifestyle counseling to participants who were not taking medication but who had AO or obesity and were at risk for metabolic syndrome. These programs have been shown to successfully lead to weight loss and improvements in several other physical parameters [16]. However, behavior changes are usually difficult to achieve in wide-scale clinical practice because of limited resources and professional support [17,18]. The Specific Health Guidance suffers from suboptimal participation, with only 23.2% of those asked to enroll in the guidance completing the course in 2019 [19]. There is the problem that there is great disparity of implementation rates between different insurers, as well as a likely variation of intervention intensity due to the relatively loose requirements for the content of support sessions.

These issues necessitate an effective self-management tool that can automate and standardize much of the counseling process [20]. In this regard, strategies using information and communication technology (ICT) could have great potential for the development of an effective and scalable lifestyle intervention. ICT-based interventions offer patients various benefits depending on the intervention design, including easier self-monitoring, access to health-related information, and personalized feedback, all contributing to optimizing the impact and convenience of the intervention [21,22]. They are also expected to minimize health care providers’ workload and costs [21,23-25]. Previous ICT-based interventions have been shown to successfully reduce physical parameters such as body weight (BW), BMI, and waist circumference (WC) among overweight adults [21,22,26].

**Objectives**

In Japan, several companies and local governments started approaches to using ICT for the Specific Health Guidance [27,28]. However, to our knowledge, the effectiveness of ICT for the participants of the Specific Health Guidance has not been adequately evaluated in randomized controlled trials. Our primary aim is to investigate whether an app-based intervention was effective for people who are eligible for the Specific Health Guidance, the prevention program for lifestyle diseases in Japan. The authors of this study have developed an ICT-based self-management system, DialBeticsLite. This is a mobile app that allows the input of data on blood glucose, blood pressure (BP), BW, pedometry counts, diet, and physical exercise. It also provides users with fully automated evaluative feedback on diet modification and amount of physical exercise following the input of data each day. We provided some devices for people who use DialBeticsLite to measure their daily data. DialBetics, its former version, has been shown to successfully improve hemoglobin A1c (HbA1c) and fasting blood glucose levels in previous trials for patients with type 2 diabetes [29,30].

**Methods**

**Study Design**

This study was designed to be an open-label, 2-arm, parallel-design randomized controlled trial and was conducted at the University of Tokyo Hospital, Japan. The main objective is to evaluate the efficacy of treating AO using DialBeticsLite in a population who were eligible for the Specific Health Guidance.

**Ethics Approval**

The protocol and forms of informed consent were submitted to and approved by the Research Ethics Committee of The University of Tokyo Graduate School of Medicine and affiliated institutions (11696-3), and this study was carried out in compliance with the Declaration of Helsinki. This study was conducted among volunteer participants in a nonclinical setting, that is, a company, and was retrospectively registered at the University Hospital Medical Information Network Clinical Trials Registry (UMIN000042045).
Participants

The selection and recruitment of participants were conducted among the employees of a securities company located in Tokyo by advertising via email and the company intranet. This company is one of the top-ranked securities companies in Japan, and the average annual salary of employees is approximately JPY ¥10,000,000 (US $85,000). We recruited participants of the Specific Health Guidance who were also smartphone users and were willing to use the ICT system. Participants of the Specific Health Guidance were aged 40 to 75 years, who also satisfied both the following conditions: (1) WC ≥85 cm (men) or WC ≥90 cm (women) or BMI ≥25 kg/m² and (2) at least one of the three metabolic abnormalities from (1) hyperglycemia (fasting glucose level ≥100 mg/100 mL or HbA₁c ≥5.6%), (2) hypertriglyceridemia (triglycerides ≥150 mg/dL) or low high-density lipoprotein (HDL)-cholesterol (HDL <40 mg/dL), and (3) high BP (systolic BP ≥130 mm Hg or diastolic BP ≥85 mm Hg). Patients who received any medication for the treatment of hypertension, dyslipidemia, or diabetes were excluded.

All participants who met the eligibility criteria had AO (WC ≥85 cm for men or ≥90 cm for women). The WC values used had been measured for screening AO at an annual routine health checkup.

All participants provided written informed consent before the trial commenced; they were informed of their right to withdraw from the study at any time and how the data collected from the study would be used. This included an explanation of how data would be accessible to the research team to be used for analysis and dissemination, following the conclusion of the trial. Any results obtained from analyzing these data were to be presented at major domestic and international scientific conferences and submitted for peer-reviewed journals of international repute and visibility.

Design of DialBeticsLite

The details of the DialBeticsLite system are shown in Figure 1. The app facilitated the daily recording of several physical parameters, in addition to tracking lifestyle behavior, that is, diet and exercise. Participants were asked to measure their blood glucose and BP levels twice a day at home, once after waking up in the morning and once before going to bed at night. They were also required to measure their BW in the morning. We also asked them to wear a pedometer for the entire day to measure the number of daily steps and approximate the energy expended by walking. These data were then transferred to the participant’s smartphone by near-field communication or Bluetooth and sent instantly to the server, where the data were automatically evaluated. The evaluation of pedometer counts was carried out following the Japanese official physical activity guidelines for health promotion, which sets the target count >8000 steps per day [31]. Other data including blood glucose and BP levels were evaluated based on the Japan Diabetes Society guideline’s target values [32]; desired values were set at (1) blood glucose concentrations ≤110 mg/dL before breakfast and ≤140 mg/dL at bedtime, and (2) BP with systolic BP <125 mm Hg and diastolic BP <75 mm Hg. Once DialBeticsLite determined whether each reading was satisfactory according to the guidelines, the evaluation outcomes were received by each participant’s smartphone immediately. When DialBeticsLite detected critical values including (1) blood glucose concentrations >400 mg/dL or <70 mg/dL and (2) BP with systolic BP >220 mm Hg or diastolic BP >110 mm Hg, they were automatically reported to the research team, and if deemed necessary, attending physicians were informed to contact a participant with abnormal data as appropriate.

In addition, the participants could also input dietary information (type and quantity of food, accompanied by a photograph of the meal) and details of the type and duration of physical exercise, which had been completed each day separately from pedometer counts. The app evaluated these data on lifestyle similarly to blood glucose concentrations and BP, with specific advice on diet modification sent to the participant immediately after the input of data. The app provided feedback on whether the participants’ macronutrient balance was appropriate, along with visualizations that indicated the nutritional balance of each meal. Specific guidance regarding dietary fiber and salt was also provided, in an effort to maintain intake within the recommendation set out by the Japan Diabetes Society guidelines.
**Intervention and Control**

Blocked randomization within strata [33] was used to allocate participants equally to the intervention and control groups. We separated the participants into 2 BMI groups (BMI $<25$ kg/m$^2$ and BMI $\geq 25$ kg/m$^2$), 2 visceral fat area (VFA) groups (VFA $<100$ cm$^2$ and VFA $\geq 100$ cm$^2$), and 2 WC groups (WC $<85$ cm and WC $\geq 85$ cm). This gave us $2 \times 2 \times 2 = 8$ strata, and the block size in each stratum was 4. In other words, 4 participants in the same strata at a time were randomized to ensure that 2 patients were assigned to the treatment group and 2 patients were assigned to the control group.

All participants attended an educational group session at baseline, which was a 40-minute lecture at the University of Tokyo Hospital. This lecture was conducted by nurses, diabetologists, and dietitians who were all part of the research team and included information regarding diet and exercise. The participants in the intervention group were asked to use DialBeticsLite for the next 3 months and trained on how to use the app by the research team after the lecture to ensure correct and informed use of the app (ie, how to take measurements and record them as intended, as well as how to interpret the readings). The intervention group was also provided with various other devices, including a Bluetooth-enabled BP monitor (HEM-7271T; Omron) and scale (HBF-255T; Omron), a near-filed communication–enabled glucometer (MS-FR201B; Terumo), and a pedometer (MT-KT02DZ; Terumo). These devices were all paired with a single smartphone (Galaxy Note3 SC-01F; Samsung) also provided as part of the intervention, which transmitted the readings to the DialbeticsLite server via a wireless network. For the full duration of the study, the research team provided technical assistance to the participants in the intervention group in addition to monitoring the content and frequency of daily records. The system automatically triggered an alert if participants failed to record data for $>3$ days, and these alerts were checked by the research team via the administrator screen. The nurse encouraged participants to restart measurements, either by email (after 1 week of inactivity) or by giving a call on the phone (after an additional week of inactivity). In cases where a participant failed to record any data (ie, not recording any of the physical parameters, food, or exercise) for 3 weeks, we deemed the participant as a dropout. As the system was solely designed for self-management and direct feedback using the input data, participants were asked to consult the physicians of their company if they had any health concerns unrelated to the intervention.

In contrast, the participants in the control group were not provided with the app or electronic devices, and they only participated in the assessment and lecture at baseline, in addition to the follow-up assessments at the end of 3 months.

**Study Outcomes and Data Collection**

The primary outcome of this study was the change in VFA from baseline to the 3-month follow-up. VFA was measured by differentiating visceral fat and abdominal subcutaneous fat using the current flow from 2 routes (DUALSCAN, HDS-2000; Fukuda Colin). HDS-2000 underestimates VFA compared with
computed tomography scan, but the correlation was very high ($r=0.89$) [34]. HDS-2000 can be a good alternative for evaluating VFA because of its simplicity and noninvasiveness. To prevent variation across raters in the measurement procedures, the VFA of all participants was measured by the same individual with sufficient experience. The person was unblinded for the group of intervention. Secondary outcomes were changes in both physical and metabolic parameters from baseline to the 3-month follow-up. Physical parameters included BW, WC, BMI, and BP. Metabolic parameters included cholesterol, triglyceride, fasting plasma glucose, and HbA1c levels, which were measured using blood tests. The physical parameters and metabolic parameters of all participants were measured at baseline and at the 3-month follow-up at the University of Tokyo Hospital. BP was measured after the participants took two deep breaths in the sitting position, whereas WC was measured at the umbilical level in the standing position. BMI was determined by calculating the ratio of BW (kg) to height squared ($m^2$). Blood tests were used to measure the concentration of fasting plasma glucose, HbA1c, triglyceride, total cholesterol, low-density lipoprotein (LDL) cholesterol, and HDL cholesterol.

For the intervention group, the following variables were also assessed: total energy intake (kcal), steps taken per day, the use rate of the app, and the use rates of individual functions within the app, including blood glucose, BP, BW, diet, and physical exercise.

**Statistical Analysis**

The demographic characteristics and other parameters of the intervention and the control groups at baseline were presented as mean (SD) and compared using the Welch 2-tailed $t$ test. To evaluate the effect of the DialBeticsLite, we used the Welch $t$ test to compare the change in VFA (primary outcome) and changes in other parameters (secondary outcomes) between the 2 groups. We also conducted a linear regression analysis for both the primary and secondary outcomes, adjusted for VFA at baseline, as a post hoc test.

We also conducted several exploratory analyses to examine whether the improvement in AO was associated with lifestyle factors (pedometer counts and calorie intake) or the different use patterns of DialBeticsLite observed within the intervention group. We presented the numbers of days for which each parameter was recorded (ie, the number of days each function was used for) as the median (IQR). We calculated the Pearson correlation index and conducted tests for noncorrelation for each function to examine the relationship between the change in VFA and the use rate of each function. We plotted the trend of the average pedometer counts and calorie intake per day over the study period. We performed linear regression analysis to assess the effect of average pedometer counts and calorie intake per day on the change in VFA, adjusted for age and VFA at baseline. The retention rates of the pedometer count and diet functions were also plotted to help visualize engagement and retention over time.

A $P$ value of <.05 was considered statistically significant, and all statistical analyses were performed using available-case analysis and using SAS (version 9.4; SAS Institute Inc).

**Results**

**Participants**

The study was approved in September 2017, and participants were recruited. The final 3-month follow-up was completed in February 2018. As shown in Figure 2, a total of 122 participants who provided written informed consent were randomly assigned to either the intervention or control group at randomization. This initially resulted in 50% (61/122) of participants for each group. Upon reassessment of eligibility, of the 61 participants, 20 (33%) were excluded from the intervention group: 18 (30%) owing to ineligibility and 2 (3%) owing to withdrawal of consent. Similarly, for the control group, of the 61 participants, 27 (44%) were excluded: 19 (31%) owing to ineligibility and 8 (13%) owing to withdrawal of consent. Furthermore, 2 participants dropped out over the course of the trial and were excluded from the intervention group.

There was a significant difference in VFA between the intervention and control groups at baseline but no difference in the other variables (Table 1). Although there was no intention of studying well-educated men exclusively, all the participants who participated in this trial were men university graduates.
Figure 2. Flow diagram of the study participants. VFA: visceral fat area; WC: waist circumference.

Table 1. Baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group (n=41)</th>
<th>Control group (n=34)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.3 (6.1)</td>
<td>48.5 (5.3)</td>
<td>.55</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>41 (100)</td>
<td>34 (100)</td>
<td>—a</td>
</tr>
<tr>
<td>Women</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Physical parameters, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visceral fat area (cm²)</td>
<td>118.9 (32.3)</td>
<td>105.4 (20.8)</td>
<td>.03</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>172.2 (5.0)</td>
<td>171.3 (6.5)</td>
<td>.49</td>
</tr>
<tr>
<td>Body weight (kg)</td>
<td>81.3 (9.9)</td>
<td>78.0 (6.8)</td>
<td>.09</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>27.4 (3.0)</td>
<td>26.6 (2.2)</td>
<td>.19</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>96.1 (7.7)</td>
<td>95.0 (9.2)</td>
<td>.57</td>
</tr>
<tr>
<td><strong>BPb, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic BP (mm Hg)</td>
<td>130.7 (10.7)</td>
<td>128.2 (10.2)</td>
<td>.32</td>
</tr>
<tr>
<td>Diastolic BP (mm Hg)</td>
<td>86.3 (8.4)</td>
<td>86.9 (7.3)</td>
<td>.76</td>
</tr>
<tr>
<td><strong>Lipid metabolism and glucose, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total cholesterol (mg/dL)</td>
<td>217.8 (30.4)</td>
<td>221.0 (37.3)</td>
<td>.69</td>
</tr>
<tr>
<td>LDLc cholesterol (mg/dL)</td>
<td>137.7 (24.0)</td>
<td>141.1 (34.8)</td>
<td>.64</td>
</tr>
<tr>
<td>HDLd cholesterol (mg/dL)</td>
<td>51.5 (10.0)</td>
<td>52.2 (11.2)</td>
<td>.76</td>
</tr>
<tr>
<td>Triglyceride (mg/dL)</td>
<td>142.9 (75.9)</td>
<td>138.3 (78.7)</td>
<td>.80</td>
</tr>
<tr>
<td>Fasting plasma glucose (mg/dL)</td>
<td>88.9 (12.1)</td>
<td>89.5 (7.7)</td>
<td>.80</td>
</tr>
<tr>
<td>HbA1ce (%)</td>
<td>5.5 (0.3)</td>
<td>5.5 (0.3)</td>
<td>.85</td>
</tr>
</tbody>
</table>

aComparisons of sex were not conducted because all participants were males.
bBP: blood pressure.
cLDL: low-density lipoprotein.
dHDL: high-density lipoprotein.
eHbA1c: hemoglobin A1c.
Changes in VFA and Physical and Metabolic Parameters

At the 3-month follow-up, although the control group observed an increase in VFA (mean +1.9, SD 16.2 cm$^2$), participants in the intervention group lost considerable amounts of VFA (mean $-23.5$, SD 20.6 cm$^2$). Consequently, those who underwent the intervention had statistically significant reductions in the primary outcome compared with those in the control group ($P<.001$). This finding did not change after adjusting for VFA at baseline between the 2 groups as a post hoc test (Table 2).

In addition, the intervention group displayed a statistically significant improvement in BW (mean $-3.0$, SD 2.8 kg vs mean+1.1, SD 1.6 kg; $P<.001$), BMI (mean $-1.0$, SD 1.0 kg/m$^2$ vs mean+0.4, SD 1.6 kg/m$^2$; $P<.001$), and WC (mean $-4.8$, SD 3.8 cm vs mean $-1.6$, SD 7.7 cm; $P=.04$) compared with those in the control group. For all of the remaining physical and metabolic parameters that were assessed, including BP, cholesterol, triglycerides, fasting plasma glucose, and HbA$_1c$, no differences between the 2 groups were observed (Table 2).

Further analysis revealed that the reduction in VFA in the intervention group was significantly associated with both the number of steps per day ($P<.001$) and calorie intake per day ($P<.001$), after results were adjusted to take age and the VFA at baseline into consideration (Table 3).

Table 2. Change in parameters.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group (n=39), mean (SD)</th>
<th>Control group (n=34), mean (SD)</th>
<th>$P$ value</th>
<th>Adjusted $P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical parameters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visceral fat area (cm$^2$)</td>
<td>$-23.5$ (20.6)</td>
<td>1.9 (16.2)</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td>Body weight (kg)</td>
<td>$-3.0$ (2.8)</td>
<td>1.1 (1.6)</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td>BMI (kg/m$^2$)</td>
<td>$-1.0$ (1.0)</td>
<td>0.4 (0.6)</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>$-4.8$ (3.8)</td>
<td>$-1.6$ (7.7)</td>
<td>.04</td>
<td>.02</td>
</tr>
<tr>
<td><strong>BP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic BP (mm Hg)</td>
<td>$-3.9$ (10.1)</td>
<td>$-1.4$ (9.6)</td>
<td>.29</td>
<td>.28</td>
</tr>
<tr>
<td>Diastolic BP (mm Hg)</td>
<td>0.1 (9.0)</td>
<td>0.9 (8.5)</td>
<td>.68</td>
<td>.61</td>
</tr>
<tr>
<td><strong>Lipid metabolism and glucose</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total cholesterol (mg/dL)</td>
<td>$-4.1$ (20.1)</td>
<td>2.0 (21.7)</td>
<td>.22</td>
<td>.33</td>
</tr>
<tr>
<td>LDL$^c$ cholesterol (mg/dL)</td>
<td>$-3.3$ (16.1)</td>
<td>$-1.6$ (21.6)</td>
<td>.72</td>
<td>.53</td>
</tr>
<tr>
<td>HDL$^d$ cholesterol (mg/dL)</td>
<td>4.5 (7.9)</td>
<td>1.4 (5.7)</td>
<td>.06</td>
<td>.07</td>
</tr>
<tr>
<td>Triglyceride (mg/dL)</td>
<td>$-26.4$ (50.5)</td>
<td>11.5 (88.3)</td>
<td>.03</td>
<td>.11</td>
</tr>
<tr>
<td>Fasting plasma glucose$^e$ (mg/dL)</td>
<td>1.1$^e$ (6.7)</td>
<td>2.7 (7.3)</td>
<td>.35</td>
<td>.55</td>
</tr>
<tr>
<td>HbA$_1c$ (%)</td>
<td>0.0 (0.1)</td>
<td>0.0 (0.1)</td>
<td>.72</td>
<td>.97</td>
</tr>
</tbody>
</table>

$^a$Adjusted for visceral fat area at baseline.

$^b$BP: blood pressure.

$^c$LDL: low-density lipoprotein.

$^d$HDL: high-density lipoprotein.

$^e$Because 1 participant was absent in the control group, the number of participants analyzed was 39 in the intervention group and 33 in the control group.

$^f$HbA$_1c$: hemoglobin A$_1c$.

Table 3. Linear regression for the change in visceral fat area in the intervention group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>95% CI</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of steps per day (every 1000 steps)</td>
<td>$-4.76$</td>
<td>$-6.59$ to $-2.92$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td>Calorie intake per day (every 100 kcal)</td>
<td>2.29</td>
<td>1.00 to 3.58</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td>Age (years)</td>
<td>$-0.33$</td>
<td>$-1.14$ to 0.48</td>
<td>.42</td>
</tr>
<tr>
<td>Visceral fat area at baseline (cm$^2$)</td>
<td>$-0.11$</td>
<td>$-0.25$ to 0.03</td>
<td>.13</td>
</tr>
</tbody>
</table>
Changes of Number of Steps and Calorie Intake During the Study Period

In the intervention group, participants walked an average of nearly 8000 (SD 5139) steps (Figure 3). Similarly, the average calorie intake was nearly 2000 (SD 703) kcal/day (Figure 3). Both parameters remained almost constant during the study period.

Figure 3. Variables of lifestyle behavior recorded during the study period. (A) Number of steps. Solid line: daily mean pedometer counts; dotted lines: mean (SD). (B) Calorie intake. Solid line: daily mean calorie intake; dotted lines: mean (SD).

Use of DialBeticsLite in the Intervention Group

By analyzing the data recorded by DialBeticsLite, we found the median use rate of the app to be 100% (IQR 98%-100%) within the intervention group (Table 4). When examining individual functions, differences in use rates were observed. The use rates of the self-monitoring functions for BW (median 93%, IQR 73%-98%), pedometer counts (median 85%, IQR 74%-93%), BP before breakfast (median 88%, IQR 61%-95%), breakfast (median 98%, IQR 78%-100%), lunch (median 97%, IQR 62%-99%), and dinner (median 95%, IQR 75%-99%) were high, whereas those regarding exercise input (median 1%, IQR 0%-14%), BP at bedtime (median 61%, IQR 29%-86%), blood glucose (median 0%, IQR 0%-0%), and snacks (median 20%, IQR 10%-36%) were low. We examined the use of functions that recorded lifestyle and behavior, specifically the pedometer count function and the diet function (including breakfast, lunch, dinner, and snacks). We found that both the retention rate of the pedometer counts function and diet function decreased over time during the study, with the former declining from 90% to 50% and the latter declining from 90% to 70% (Figure 4). We analyzed the recorded data by producing a Pearson correlation matrix to determine whether any of the individual function’s use rates showed a correlation with the reduction of VFA (Multimedia Appendix 1). We found that the BW (r=-0.27, P=.10), pedometer counts (r=-0.25, P=.13), BP before breakfast (r=-0.27, P=.10), and snaks (r=-0.27, P=.10) functions showed a positive correlation with the reduction of VFA, although this was not statistically significant. In contrast, a significant correlation was observed between the use rates of the functions. Correlation coefficients of over 0.9 were obtained between the BW and BP before breakfast functions, as well as between the individual diet functions, including breakfast and lunch, breakfast and dinner, and lunch and dinner.
Table 4. Number of days with recordings and use rate for each parameter in the intervention group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Days with recordings (n=92), median (IQR)</th>
<th>Use rate (%), median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body weight</td>
<td>93 (73-98)</td>
<td>93 (73-98)</td>
</tr>
<tr>
<td>Pedometer counts</td>
<td>85 (74-93)</td>
<td>85 (74-93)</td>
</tr>
<tr>
<td>Exercise input</td>
<td>1 (0-14)</td>
<td>1 (0-14)</td>
</tr>
<tr>
<td>Blood pressure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before breakfast</td>
<td>81 (56-87)</td>
<td>88 (61-95)</td>
</tr>
<tr>
<td>At bedtime</td>
<td>56 (27-79)</td>
<td>61 (29-86)</td>
</tr>
<tr>
<td>Blood glucose</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before breakfast</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
</tr>
<tr>
<td>At bedtime</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
</tr>
<tr>
<td>Calorie intake</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breakfast</td>
<td>90 (72-92)</td>
<td>98 (78-100)</td>
</tr>
<tr>
<td>Lunch</td>
<td>89 (57-91)</td>
<td>97 (62-99)</td>
</tr>
<tr>
<td>Dinner</td>
<td>87 (69-91)</td>
<td>95 (75-99)</td>
</tr>
<tr>
<td>Snacks</td>
<td>18 (9-33)</td>
<td>20 (10-36)</td>
</tr>
</tbody>
</table>

*The median number of days with at least one variable recorded.

**Figure 4.** Retention rates of the functions regarding lifestyle behavior during study period. (A) Pedometer counts and (B) calorie intake.
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**Discussion**

**Principal Findings**

In this randomized clinical trial, we examined the effect of using DialBeticsLite for approximately 3 months in addition to traditional counseling for the participants of the Specific Health Guidance with AO. Statistically significant reductions were observed in VFA, which was the primary end point, and some other parameters (BW, BMI, and WC). These results suggest that the addition of mHealth interventions could make the Specific Health Guidance more beneficial. According to an exploratory analysis within the intervention group, the mean number of steps and calorie intake per day during the study period were associated with a decrease in VFA.

We observed a significant reduction for VFA, BW, BMI, and WC after the intervention, which is consistent with other studies that have shown that mHealth interventions can reduce BW, BMI, and WC [21,22,26]. DialBeticsLite encourages self-monitoring through daily records and provides personalized advice. Frequent self-weighing and recording of daily weight patterns by patients with obesity has been reported to be effective in weight loss programs [35]. Our findings also reinforce the effectiveness of self-monitoring for individuals with AO. Owing to the nature of the intervention, its impact relies on engagement [36]. Previous studies have indicated so, reporting a significant association between weight loss and the use rate of self-monitoring functions or the use rate of an app in general [36,37]. The same was observed for behavior, with
participants with higher app use exhibiting increased physical activity and decreased caloric intake [37]. In this study, although strong correlations were not observed between the loss of VFA and the use of self-monitoring functions, they do not necessarily contradict previous studies. Engagement in the intervention group was higher than that in other studies involving behavioral self-monitoring with mHealth, as the median number of days of full app use was 92 out of 92 days [22,38]. Similarly, a median of over 80 days for both BW and diet self-monitoring functions (excluding snacks) was observed, which was also higher than that in past trials [29]. The higher engagements may have resulted in difference of reduction of VFA between the intervention and control groups.

Another important finding, but perhaps least surprising, was that VFA reduction was associated with the number of steps taken and calorie intake in the intervention group. Increasing the number of steps and decreasing the number of calories are natural ways to improve AO. In the intervention group, participants walked an average of nearly 8000 steps (Figure 3), which seems to be sufficient, but an increase in the number of steps may still be effective. Similarly, further reduction of calorie intake from 2000 kcal/day (Figure 3) may further improve AO. Although some randomized controlled trials have shown that mHealth interventions are effective [21,22,26], few studies have revealed the cause of the improvement. Our findings may support the idea that we should focus not only on increasing engagement but also on causing behavior change.

In contrast to the significant reduction for VFA, BW, BMI, and WC after the intervention, all remaining physical and metabolic parameters, including BP, cholesterol, triglycerides, fasting plasma glucose, and HbA1c, showed no differences between the 2 groups. However, because these parameters were well controlled and almost within the normal range at baseline, improvement may have been difficult regardless of the intervention.

Although mHealth allows for easier initiation and recruitment, it is also more prone to disengagement [39]. Over the course of this study, the retention rates declined within the intervention group (Figure 4). This is also seen in other studies, and there is a need to explore potential methods to increase engagement and retention to maximize the benefits and efficacy of mHealth as a replacement for in-person support [36]. A study examining the reasons for dropout identified that daily recording could become overly repetitive and burdensome, with too much data to track [38], whereas another study targeting patients who had been prescribed medication discovered that the time and effort required were the predominant barriers to using personal health record systems [40]. In contrast, the frequent use of self-monitoring functions has been shown to increase retention [41], and low engagement has been identified as a predictor for participants abandoning the app [42]. Therefore, retention and adherence could potentially be improved by identifying specific functions of the app with higher use rates and associations with positive outcomes while eliminating other features to simplify the app. For instance, in our study, the recording function for blood glucose was rarely used and may have been useless. In addition, although not statistically significant, the BW, pedometer counts, BP before breakfast, and snacks functions showed a positive correlation with the reduction of VFA. The high measurement rates of this study population might have resulted in an insignificant correlation; placing further emphasis on and developing these functions might further improve the effect of the intervention on AO. Furthermore, the use rates of some functions were strongly associated with those of other functions. For example, those who used the BW function were more likely to have been using the BP before breakfast function, and the same was seen between the individual diet functions, including breakfast and lunch, breakfast and dinner, and lunch and dinner. To optimize the app design, further detailed investigations into the effect of each feature are required.

Limitations

Although the results of this study are promising, they should be interpreted with some caution, as there are several limitations to this study. First, past studies have revealed that for studies examining the effect of lifestyle interventions, those with sample sizes of >90 and intervention durations of >8 weeks tend to have more successful outcomes [36]. Although, at randomization, our study included 122 individuals, only 73 (59.8%) were included in the final analysis of results, and this relatively small sample included only Japanese men aged 40 to 75 years. Many patients were found to not meet the eligibility criteria after allocation because of our lack of confirmation; assessment was determined only by the information obtained before allocation. Thus, the transportability of the results to other populations, including those with women and different ethnic groups, is limited. As there has been evidence from a recent study to support a difference in retention and willingness to use mHealth interventions between men and women, with the latter being more reluctant to use apps intended to treat diabetes [43], there is a need to assess whether DialBeticsLite also has an uneven adherence between the 2 sexes.

Second, the participants were observed for a relatively short period of 3 months, and although this is longer than 8 weeks, the long-term impact of the intervention remains to be tested. This is especially important considering that many participants in lifestyle interventions struggle to maintain the significant physical and behavior changes achieved at the end of the intervention [44,45]. There has been evidence of the effect of mHealth being relatively short-lived, with participants regaining any weight they had lost during the intervention period [46].

Third, despite using stratified randomization, VFA differed between the 2 groups at baseline. As we categorized the VFA and allocated participants by stratified randomization, this phenomenon has some probability of occurrence. However, a sensitivity analysis to examine the influence of this difference was conducted during the analysis of primary and secondary outcomes, and as the results were relatively unchanged, we concluded that the difference in VFA at baseline had little influence on the primary and secondary outcomes.

Fourth, the provision of some medical devices to the intervention group may have influenced the results obtained by improving the participants’ motivation. Therefore, it may be more appropriate to interpret the results of this study as indicative of
the combined effect of the app and the distribution of medical devices, rather than the effect of the app alone.

Finally, as daily steps and caloric intake were not recorded in the control group, we cannot be certain of the extent to which these 2 factors were affected by the intervention. Although physical parameters improved significantly, we were unable to observe a significant reduction in total energy intake or an increase in physical activity during the intervention. At first glance, this may suggest that the intervention did not contribute to improving lifestyle and behavior; however, considering a previous study that showed that mHealth intervention prevented the reduction of daily steps, this may not be the case [47]. Although this previous study did not produce statistically significant results, likely owing to its small sample size, it suggests that an increase in daily steps is not necessary for an mHealth intervention to be meaningful. Allowing participants to maintain a high level of physical exercise in itself is an achievement and may explain why our study saw a significant decrease in BW, BMI, and VFA despite seeing no significant change for daily steps and total caloric intake.

Conclusions

Our study suggested that DialBeticsLite, a mobile app designed to assist self-management, was feasible among Japanese adults who were eligible for the Specific Health Guidance. The mHealth intervention resulted in a statistically significant reduction in VFA, BW, BMI, and WC over the course of 3 months. Compared with traditional methods, ICT systems offer greater scalability and convenience and could be more cost-effective. Thus, these findings are promising and show that mHealth interventions have great potential for treating patients with AO.
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Abstract

Background: A number of evidence-based knowledge translation (KT) tools for parents of children with acute health conditions have been developed. These tools were created and tested with parental input and disseminated to groups proficient in English. Therefore, it is unclear whether they are useful for populations that are more diverse. To enhance the reach of our current and future KT tools, language translation and cultural adaptations may promote relevance for previously underserved knowledge users.

Objective: This study aims to explore and understand considerations for the cultural and linguistic adaptation of a KT tool in French and Filipino communities.

Methods: A KT tool (whiteboard animation video) describing the signs and symptoms of croup was originally developed in English to provide parents with evidence-based information couched within a narrative reflecting parents’ experiences with the condition. This KT tool was adapted (linguistics and imagery) for French- and Tagalog-speaking parents and caregivers through feedback from key stakeholders. The videos were presented to the respective language speakers for usability testing and discussion. Participants were asked to view the KT tool, complete a usability survey, and participate in semistructured interviews. Audio recordings from the interviews were transcribed verbatim, translated into English, and analyzed for relevant themes by using thematic analysis.

Results: French- (n=13) and Tagalog-speaking (n=13) parents completed the usability survey and were interviewed. Although analyzed separately, both data sets produced similar findings, with key themes relating to understanding, relatability, and accessibility. Both the French and Tagalog groups reported that the video and other KT tools were useful in their adapted forms. Participants in both groups cautioned against using verbatim vocabulary and suggested that cultural competency and understanding of health languages were essential for high-quality translations. Parents also discussed their preference for videos with diverse visual representations of families, home environments, and health care workers, as such videos represent their communities more broadly.

Conclusions: French and Filipino parents appreciated having KT tools in their first language; however, they were also supportive of the use of English KT products. Their suggestions for improving the relatability and communication of health messages are important considerations for the development and adaptation of future KT products. Understanding the needs of the intended end users is a crucial first step in producing relevant tools for health evidence dissemination.

(JMIR Form Res 2022;6(3):e33156) doi:10.2196/33156
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Introduction

Background
In the context of pediatric health care, connecting parents and caregivers to research evidence has the power to improve health decision-making and access to support services [1-3]. Knowledge translation (KT) facilitates the actioning of evidence to improve such outcomes. Furthermore, by integrating patient experiences, KT tools (eg, videos, e-books, and infographics) may be more relevant and impactful [4].

Parents and caregivers have become increasingly reliant on web-based sources for health information [5,6]. Subsequently, we developed >25 digital KT tools to improve dissemination and reach of health information for parents seeking help for acute childhood conditions (eg, bronchiolitis, croup, acute otitis media, and fever) [7-11]. The theoretical foundation underpinning our work was the Knowledge to Action framework [12], and the process development for our tools is situated within the tailoring knowledge portion of the knowledge to action cycle. Our research teams worked with clinicians and families to co-develop and disseminate the KT tools for Albertans and Canadians in general [13]. Throughout the process, our team engaged with and integrated end user (parent) feedback to ensure that our KT tools were devised and tested with the health consumer in mind [13]. However, our end users have often represented majority cultures in our community, and our KT tools were piloted with and disseminated primarily to English-speaking residents.

Although integrating feedback from end users or stakeholders has become a standard practice for many involved in KT tool development, those providing feedback commonly represent majority voices in the health care community [14,15]. Few studies have explored the usability of KT tools with minority cultural groups [16], and even fewer have tested culturally adapted tools with their target populations [17].

Objective
Our goal was to broaden the reach of our work to different linguistic and cultural contexts to enhance knowledge and awareness among diverse user groups. The objective of this study is to explore how to adapt these tools to 2 non–English-speaking groups. Alberta is a diverse province and continues to grow in represented cultures. Other than English, French and Tagalog are the most common languages spoken in Alberta homes [18]. The relatively high proportion of those who speak French and Tagalog prompted our decision to include these communities in our efforts to understand cultural adaptations for consideration in KT tool development.

To address the different cultural communities in Alberta, we adapted a pre-existing KT tool for French- and Tagalog-speaking parents. By engaging community members, we aim to explore the key cultural aspects of French and Filipino parent experiences as well as to understand considerations for cultural adaptation processes in general.

Methods

The KT Tool
A pre-existing English digital whiteboard animation video depicting the signs and symptoms of croup was chosen for adaptation [18]. This topic was chosen for adaptation as croup is one of the most common causes of upper airway obstruction in children and accounts for significant rates of emergency department visits in Canada [19]. This video was originally produced through consultation with predominantly White, English-speaking parents [20]. Recent usability testing showed that parents rated the tool highly and gave favorable scores to all usability questions. Parents also reported that the video was informative, easy to understand, short and to the point, and visually appealing [21]. Audio and visuals of the original video were representative of mainstream Canadian health care providers’ and parents’ experiences.

Adaptation Process

Overview
Although the adaptation process for the 2 different cultural groups varied slightly, in the absence of a cultural adaptation theory, model, or framework for KT tools (or KT interventions), we used elements of the Ecological Validity Framework by Bernal et al [22]. Adaptations were considered to be related to language (translation and differences in regional or subcultural groups), persons (patient–health care provider relationship, family roles), metaphors (symbols and sayings), and content (values, customs, and traditions).

French Adaptation Process
The adaptation process for French-speaking parents was purely linguistic. French-speaking members of the research team translated the original English video script into French by using a forward-back translation process [23]. French-speaking researchers and clinicians were consulted during the script translation process to ensure appropriate communication of the medical terminology. A video production company then incorporated the linguistic changes by creating a new French narration and editing visual text to French terminology (Multimedia Appendix 1). Once edits from the digital media company were approved by key stakeholders, the tool was ready for evaluation by the end user group (ie, French-speaking parents).

Tagalog Adaptation Process
The adaptation process for Tagalog-speaking parents involved linguistic and visual adaptation. The linguistic adaptation component of this process was similar to the French adaptation, with narration and video text translation by Tagalog-speaking members of the research team, integration by the digital media company, and review by key stakeholders. We also adapted character appearances to more similarly represent Filipino community members. Through continual consultation with Filipino parent stakeholders and graphic designers from the...
digital media company, character visuals were adapted to represent the Filipino community more accurately (Multimedia Appendix 1). Linguistic and visual edits from the digital media company were approved by key stakeholders before evaluation.

Participants and Ethics Approval

Participants were purposively sampled based on self-reported preference for speaking French or Tagalog at home, having English as a second language, and having a parent or guardian role of a child aged <18 years. Ethics approval was granted by the University of Alberta Health Research Ethics Board (Pro00087285 and Pro00085766). All the study documents were translated into French and Tagalog (recruitment materials, study information letters, consent forms, usability surveys, and interview guides). All participants provided informed consent before data collection. Recruitment materials were posted on social media platforms and bulletin boards throughout the respective communities.

Usability Survey

In both studies, parents were asked to complete a usability survey in French or Tagalog after viewing the adapted KT tool. The survey (Multimedia Appendix 2) collected demographic information and evaluated the video’s quality of information, format, appropriateness of visuals, and communication of health information. The survey content was informed by a knowledge synthesis of over 180 usability evaluations [24]. Participants were instructed to state their agreement with 9 statements (eg, “it is simple to use” and “its length is appropriate”) on a 5-point Likert scale ranging from strongly disagree to strongly agree. Following survey completion, parents were invited to participate in one-on-one semistructured interviews to elaborate on their survey responses and speak about the usability of the translated tool within their communities.

Interviews

French- and Tagalog-speaking research team members conducted interviews with French and Filipino parents who completed the usability survey. These interviews occurred in French or Tagalog with research team members who were trained in qualitative data collection, following an interview guide and asking relevant probing questions. The interview questions were chosen to explore the participants’ perspectives on general cultural considerations, as well as specific feedback for the adapted croup video (Multimedia Appendix 3). The interviews were recorded, transcribed verbatim by a native French- or Tagalog-speaking translator, and then translated into English for analysis. Conducting the interviews in French and Tagalog allowed participants to communicate their perspectives in their preferred language [25]. The decision to translate interview transcripts was appropriate for communicating findings within the predominantly English research team and readership audience. This choice was methodologically consistent for thematic analysis, unlike more deeply phenomenological methodologies in which the participant language could articulate nuances in experience [26]. Nevertheless, any cross-language qualitative study can introduce concerns regarding data trustworthiness [27]. To mitigate potential translation errors, the bilingual research team members validated the translated transcripts and communicated with the broader research team. The English field notes taken by the interviewers also aided in the cross-language study process, where participants’ nonverbal responses were noted.

Analysis

Descriptive statistics were used to describe the study sample and the usability survey results. Interview data collection and analysis occurred concurrently until no new responses transcended. The translated transcripts were analyzed using inductive thematic analysis [28]. Data management and analysis were facilitated using NVivo 12 software (version 12; QSR International). The analysis process was iterative, where each transcript was read in its entirety, verbatim codes were assigned to topics in the transcript, and codes were grouped into preliminary categories. The preliminary categories from all the coded transcripts were compared and organized into themes. Common themes were reviewed and verified by all authors. Interviewers wrote field notes during the interviews to promote confirmability, reflexive practice, and rigorous research processes [29]. The trustworthiness of the data was guided by three criteria: fairness, ontological and educative authenticity, and catalytic and tactical authenticities [29]. Fairness was addressed through detailed field notes, interview recordings, and transcripts. Ontological and educative authenticity were addressed through an inductive interview process in which participant perspectives were considered true. Catalytic and tactical authenticities were addressed through continual consultation with key stakeholders, positioning the participants as experts of their own experiences. Analytic rigor was promoted through communication within the research team and the verification of themes. Bilingual research team members validated translated interview transcripts to mitigate interpretation errors that can occur in cross-language qualitative research [27].

Results

Overview

A total of 13 French- and 13 Tagalog-speaking parents residing in Alberta completed the study. The participant demographics are shown in Table 1. Briefly, most French-speaking participants were mothers (12/13, 92%) and were born in Canada (8/13, 62%), whereas Tagalog-speaking participants were mothers (9/13, 69%) and fathers (4/13, 31%) born outside Canada (12/13, 92%).
Table 1. Demographic characteristics of French and Filipino parents who participated in usability testing and interviews (N=26).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
<th>French (n=13)</th>
<th>Filipino (n=13)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parenting role</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Father</td>
<td>1 (8)</td>
<td>4 (31)</td>
<td></td>
</tr>
<tr>
<td>Mother</td>
<td>12 (92)</td>
<td>9 (69)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-30</td>
<td>2 (15)</td>
<td>1 (8)</td>
<td></td>
</tr>
<tr>
<td>31-40</td>
<td>6 (46)</td>
<td>6 (46)</td>
<td></td>
</tr>
<tr>
<td>41-50</td>
<td>4 (31)</td>
<td>5 (38)</td>
<td></td>
</tr>
<tr>
<td>≥51</td>
<td>1 (8)</td>
<td>1 (8)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>10 (77)</td>
<td>13 (100)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>3 (23)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Household income (US $)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25,000</td>
<td>1 (8)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>25,000-49,999</td>
<td>1 (8)</td>
<td>1 (8)</td>
<td></td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>1 (8)</td>
<td>2 (15)</td>
<td></td>
</tr>
<tr>
<td>75,000-99,999</td>
<td>2 (15)</td>
<td>2 (15)</td>
<td></td>
</tr>
<tr>
<td>100,000-149,999</td>
<td>5 (38)</td>
<td>4 (31)</td>
<td></td>
</tr>
<tr>
<td>≥150,000</td>
<td>3 (23)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Would rather not say</td>
<td>0 (0)</td>
<td>4 (31)</td>
<td></td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>1 (8)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>High school diploma</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Some postsecondary education</td>
<td>0 (0)</td>
<td>1 (8)</td>
<td></td>
</tr>
<tr>
<td>Postsecondary certificate or diploma</td>
<td>2 (15)</td>
<td>2 (15)</td>
<td></td>
</tr>
<tr>
<td>Postsecondary degree</td>
<td>4 (31)</td>
<td>10 (77)</td>
<td></td>
</tr>
<tr>
<td>Graduate degree</td>
<td>6 (46)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of children</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6 (46)</td>
<td>2 (15)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4 (31)</td>
<td>3 (23)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1 (8)</td>
<td>8 (62)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2 (15)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Born in Canada</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8 (62)</td>
<td>1 (8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>5 (38)</td>
<td>12 (92)</td>
<td></td>
</tr>
</tbody>
</table>

**Usability Survey Findings**

Overall, parents in both groups found the video helpful, simple to use, and informative. Most French (12/13, 92%) and Filipino (10/13, 77%) parents strongly agreed that the adapted form of the tool was useful. Most parents (10/13, 77% for both French and Filipino parents) also strongly agreed that the tool would help them in making decisions about their child’s health (eg, when to use health services and management of the condition). Table 2 displays the detailed responses to the usability survey of the parents in each group.
Table 2. Frequency of responses from French and Filipino parents on usability survey items (N=26).

<table>
<thead>
<tr>
<th>Items</th>
<th>Strongly agree, n (%)</th>
<th>Agree, n (%)</th>
<th>Not sure, n (%)</th>
<th>Disagree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>French (n=13)</td>
<td>Filipino (n=13)</td>
<td>French (n=13)</td>
<td>Filipino (n=13)</td>
</tr>
<tr>
<td>It is useful</td>
<td>12 (92)</td>
<td>10 (77)</td>
<td>1 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 (23)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>It provides information that is relevant to me</td>
<td>11 (85)</td>
<td>10 (77)</td>
<td>2 (15)</td>
<td>3 (23)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>It is simple to use</td>
<td>9 (69)</td>
<td>10 (77)</td>
<td>1 (7)</td>
<td>3 (23)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 (23)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I can use it without additional help</td>
<td>10 (77)</td>
<td>6 (46)</td>
<td>1 (7)</td>
<td>6 (46)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>6 (46)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 (7)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Its length is appropriate</td>
<td>10 (77)</td>
<td>10 (77)</td>
<td>2 (15)</td>
<td>2 (15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 (7)</td>
<td>1 (7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>It is esthetically pleasing</td>
<td>8 (62)</td>
<td>7 (54)</td>
<td>4 (30)</td>
<td>5 (38)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>It helps me to make decisions about my child’s health</td>
<td>10 (77)</td>
<td>10 (77)</td>
<td>3 (23)</td>
<td>3 (23)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I would use it in the future</td>
<td>5 (38)</td>
<td>10 (77)</td>
<td>5 (38)</td>
<td>3 (23)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>2 (15)</td>
</tr>
<tr>
<td>I would recommend it to a friend</td>
<td>10 (77)</td>
<td>11 (85)</td>
<td>2 (15)</td>
<td>2 (15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>1 (7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

*Options were listed on a 5-point Likert scale ranging from strongly agree to strongly disagree. The strongly disagree option was not chosen by any participant in any category.

Qualitative Interview Findings

Overview

All interviews were one-on-one, with the exception of a Filipino parent dyad who were interviewed together. The analysis of the translated interview transcripts identified the following three major themes: enhancing understanding, relatability, and accessibility. Table 3 displays detailed examples of themes, subthemes, and related participant quotes. It should be noted that the analysis occurred for each community group separately; between-group differences are explained in more detail throughout this section.
Table 3. Themes, subthemes, and quotes developed from interviews with French and Filipino parents.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enhancing understanding</td>
<td>“It is rather easy to confuse it with a cold, but you notice a dry and hoarse cough, a noisy breathing.” [Interview_004_French]</td>
</tr>
<tr>
<td></td>
<td>“I’m even excited to show it and share it to my friends.” [Interview_001_Tagalog]</td>
</tr>
<tr>
<td>Video format</td>
<td>“It’s excellent, yes very well done, simple, clear, the visual helps a lot, I just like the white and the black, you know it’s very well done.” [Interview_012_French]</td>
</tr>
<tr>
<td></td>
<td>“It seems that the drawing is helpful to get a better understanding of the video.” [Interview_013_Tagalog]</td>
</tr>
<tr>
<td>Relatability</td>
<td>“I’m more bilingual now than I was before, but when I arrived in 2003, my command of English wasn’t as good, and I would have certainly appreciated having this kind of video.” [Interview_013_French]</td>
</tr>
<tr>
<td></td>
<td>“I feel valued. Just having this, I feel valued already.” [Interview_003_Tagalog]</td>
</tr>
<tr>
<td>Other child health concerns</td>
<td>“[my daughter] was diagnosed with pneumonia the last time we went she was diagnosed but they didn’t diagnose her with Asthma, they say treating her for Asthma.” [Interview_007_French]</td>
</tr>
<tr>
<td></td>
<td>“Most of the children have ear infection.” [Interview_009_Tagalog]</td>
</tr>
<tr>
<td>Video images</td>
<td>“If you’d like to add something cultural, I’ll say you can do it and I’ll add something, a little bit of colors or something that symbols but other than that I think it’s fine.” [Interview_010_French]</td>
</tr>
<tr>
<td></td>
<td>“It seems that the drawing is helpful to get a better understanding of the video.” [Interview_013_Tagalog]</td>
</tr>
<tr>
<td>Accessibility of information</td>
<td>“I don’t know where but it will be accessible, but if it’s accessible through social networks, through Youtube there are so many videos, who does anything.” [Interview_006_French]</td>
</tr>
<tr>
<td></td>
<td>“Usually, the method of delivery is when you go to the hospital or your physician doctor, you get a pamphlet, like that. So this is something that [is] a little bit different, and easily accessible anywhere and you don’t have to really dig for it.” [Interview_012_Tagalog]</td>
</tr>
</tbody>
</table>

Theme 1: Enhancing Understanding

Subtheme 1: Knowing What to Do

The main goal of the KT tool presented in this study was to help parents understand how to respond when their child has symptoms consistent with croup. The applicability of the tool to French and Tagalog parents could be assessed through the parents’ gained understanding of the health condition. Participants from both communities commented that they felt more equipped to respond to future occasions on which their children could have croup. It should be mentioned that although none of the parents had experience with their child having croup, several parents did have experience with their child having laryngitis or asthma. One French-speaking parent described noticing their child had “the barking coughs, with the difficulty to breathe” [Interview_002_French], so they felt prepared to handle a similar symptom in the future. Parents also voiced their appreciation for the health information that they could pass along to friends and family. A Tagalog-speaking participant said the following:

“I’m even excited to show it and share it to my friends.” [Interview_001_Tagalog]

In both the French and Tagalog translated videos, participants were confused by some of the terminology used. The names of drugs and symptom descriptions were the most commonly confused terms in the video, which were terms without verbatim translations. Parents suggested using sounds and visuals to describe symptoms more clearly. Parents also suggested displaying English words for drug names and health conditions to assist the viewer in future conversations with English-speaking health care providers.

Subtheme 2: Video Format

Although parents were presented with a whiteboard animation video for discussion, they were also asked to comment on their preferences regarding the format of KT tools in general. Throughout the interviews, French- and Tagalog-speaking parents described their preferred format as succinct informational videos in simple language. A Tagalog-speaking participant described their positive opinion of the whiteboard animation style in saying the following:

“It seems that the drawing is helpful to get a better understanding of the video.” [Interview_013_Tagalog]

Theme 2: Relatability

Subtheme 1: Inclusion in Canadian Health Care

Overall, the interviewed French- and Tagalog-speaking parents were pleased with the opportunity to comment on the cultural relevance of the video. Parents liked seeing their languages represented despite most having a high English language proficiency.
proficiency. A Tagalog-speaking parent voiced this appreciation by saying the following:

\[ I \text{ feel valued. Just having this, I feel valued already.} \]
[Interview_003_Tagalog]

**Subtheme 2: Other Child Health Concerns**

Along with commenting on the present video, French- and Tagalog-speaking parents were asked which child health topics they would like to see represented in future KT efforts. French-speaking parents only mentioned the inclusion of information on asthma and other respiratory conditions. Approximately 15% (2/13) of Tagalog-speaking parents wanted more information tools for eczema, whereas others suggested that juvenile diabetes and treatment of burns would improve their knowledge base.

**Subtheme 3: Video Images**

Several Tagalog-speaking parents believed that the video images were already representative of their experiences, as their culture was assimilated into a Western Canadian lifestyle. A participant said the following:

\[ \text{we are more westernized than any other Asians that’s why to translate the video in Tagalog to give out information with regard to health care and with the Canadian setting it’s really awesome.} \]
[Interview_005_Tagalog]

Others viewing the Tagalog adaptation suggested the inclusion of images of religious items in the household to represent the importance of Catholicism for many Filipino community members. Both French- and Tagalog-speaking parents commented on showing more diverse family representations. French-speaking parents suggested that showing a father in addition to a mother would be helpful, whereas several Tagalog-speaking parents thought the inclusion of grandparents would more accurately depict their experiences. A French-speaking parent mentioned the practical considerations for diverse representation in saying the following:

\[ \ldots \text{French Canadian, another one from West Africa and then another one from North Africa, and then in fact, heterosexuals or homosexuals, there’s lots of possible combinations, I don’t think in 3 minutes you can put it all together.} \]
[Interview_013_French]

Of note, several parents from both groups situated their experiences as not wholly representative of everyone in their community.

**Theme 3: Accessibility of Information**

Parents were interested in discussing how to improve the accessibility of information to others in their communities and in Canada in general. Their discussions revolved around the format and dissemination avenues. As previously mentioned, parents strongly preferred using videos as a medium for KT tools. Parents described their previous experiences with finding information as challenging and preferred having easy to access web-based resources. A Tagalog-speaking parent described the importance of web-based tools by saying the following:

\[ \text{Usually, the method of delivery is when you go to the hospital or your physician doctor, you get a pamphlet, like that. So this is something that is a little bit different, and easily accessible anywhere and you don’ t have to really dig for it.} \]
[Interview_012_Tagalog]

Parents also offered suggestions for where to find this information in the future. Many recommended social media sites where parents are already active. A French-speaking parent suggested that the tools should be “accessible through social networks, through Youtube” [Interview_006_French]. Regardless of their recommendations for further adaptation, their preferences for web-based tools and videos similar to the shown group video were noticeable.

**Discussion**

**Principal Findings**

One of the overall goals of our research program is to understand how best to develop and adapt KT tools that are relevant for culturally and linguistically diverse populations. As a first step to support the understanding of best practices when adapting KT products, we adapted a whiteboard animation video for French and Tagalog speakers and sought the perspectives of parents from the respective groups.

Increasingly diverse populations in Alberta and Canada [18] offer new lived experiences and perspectives through which health information can be understood. Efforts to culturally adapt health promotion campaigns [30,31], health care screening inventories [32], and health interventions [33,34] have previously been reported. However, to date, no substantive guiding protocols exist for culturally adapting KT products. As researchers become more interested and able to adapt their KT products to diverse audiences, general considerations will provide guidance in their adaptation endeavors.

By involving stakeholders and engaging end users, we were able to learn some key considerations when adapting tools, which could prove helpful in future KT development or adaptation work. Participants emphasized the importance of enhancing understanding through relatable and accessible KT tool adaptations. French and Filipino community members suggested that future tools should have translations available; primarily use video format; use visuals representative of the community they serve; and be disseminated through commonly used platforms to improve the understanding, relatability, and accessibility of KT tools. On the basis of the recommendations from parents in this study, researchers interested in reaching diverse communities with their KT efforts should consider how best to enhance understanding, relatability, and accessibility within the community of interest. Although these studies involved French and Filipino parents in Alberta, many of the findings could be extended to best practices when engaging with other communities in the KT process. Addressing these areas will undoubtedly look quite different for each specific community of interest; therefore, further patient-centered research should include diverse perspectives.
It is important to acknowledge that culture is not a fixed set of characteristics limited to race and ethnicity; rather, it is a constantly evolving and dynamic concept that encompasses collective views, beliefs, norms, expectations, traditions, customs, and interactions that distinguish population groups [2,3,35]. Therefore, navigating cultural adaptation work can be an involved and complicated process. As mentioned by both Filipino and French parents in this study, understanding the Canadian health care system and Canadian culture more broadly improves with time. Francophone parents were primarily born in Canada; however, Filipino parents who were born elsewhere had an added barrier to accessing Canadian health care services. However, both the French and Filipino parents described that their communities were quite integrated into mainstream Canadian culture; thus, they felt represented by images developed for most cultures. When adapting or developing knowledge products, it is important to assess how the target community has integrated into mainstream Canadian culture. It is likely that newcomers to Canada would experience unique and difficult cultural barriers to accessing health services. Further research into newcomer perspectives in seeking care and how cultural assimilation may affect health information-sharing efforts would add value to the field of KT.

Previous efforts to culturally adapt interventions and health promotion materials suggest that engaging with stakeholders in specific communities will produce more impactful tools for knowledge users [31,32,36]. Although very little data are available on how this is implemented in evidence-based KT tools, public health messaging campaigns have explored the cultural nuances that influence knowledge uptake and interpretation [16,30]. There are a few examples of cultural and linguistic adaptations of health promotion materials for specific cultural communities available [31,36]. Telenta et al [31] found that community member engagement allowed for the successful adaptation of a public health campaign for African migrants in Australia. In addition, Bronheim et al [36] further stressed the importance of involving key community partners to assure cultural and linguistic appropriateness in health campaign development and adaptation. Through these examples, researchers emphasize the importance of engaging with specific cultural groups during the creation of health promotion materials [17,31,36] and acknowledging information preferences to ensure effective KT efforts. Despite the recommendation for co-designed KT products, there is little clarity on the protocols for cultural adaptation co-design research.

When adapting or developing KT products for a particular community, there will undoubtedly be unique considerations specific to that cultural group; however, common threads for researcher practice may exist to guide future efforts. Exploring the effective processes that researchers have used during their cultural adaptation work may provide guidance to streamline the adaptation process for others. In addition, crucial for KT tool development is researchers’ willingness to understand the needs of the target community to produce effective tools for health evidence dissemination.

Adapting and translating KT products is a time-consuming and costly endeavor for researchers and may not be achievable for all groups. Certain components of the adaptation process may be prioritized by evaluating the feasibility and impact for the target community. By sharing cultural and linguistic translation processes, we hope to provide guidance for future research efforts in this area.

Limitations and Future Directions
We acknowledge that this study involved participants from only 2 cultural communities in Alberta, Canada; thus, the findings may not be generalizable to the experiences of those from other cultural groups or in other settings and countries. However, as mentioned by the participants in this study, French and Filipino people’s experiences differ, particularly in terms of access to support. This suggests that cross-cultural adaptation needs may transcend language and culture and be related to how different community groups assimilate, including their awareness of health care support and how to access them. Therefore, understanding the needs of a community and the intricacies of culture may not be fully available to those outside the community.

The process of adapting KT tools for culturally and linguistically diverse communities can be time consuming and involved. Therefore, studies exploring what elements are cross-cutting versus unique to different communities, as well as what elements are related to culture specifically versus familiarity with the local language and system, are warranted.

In addition, future research understanding the needs of other cultural communities using the engagement of families and community leaders and in collaboration with health care providers would add to this nuanced field of KT.

Conclusions
French- and Tagalog-speaking parents were supportive of the use of English KT products with westernized images but suggested considering cultural components when adapting or developing KT tools. Producing tools with high-quality language translations, video formats, and appropriate and diverse visuals and disseminating on the web would improve understanding, relatability, and accessibility for French- and Tagalog-speaking parents.

As researchers increase their KT efforts, there is a need for more patient-centered cultural adaptation research to inform the development of relevant tools for diverse communities. Important factors such as the community’s integration into mainstream culture, literacy, and newcomer status may influence the adaptation process.
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Abstract

Background: Many people who experience harm and problems from gambling do not seek treatment from gambling treatment services because of personal and resource barriers. Mobile health (mHealth) interventions are widely used across diverse health care areas and populations. However, there are few in the gambling harm field, despite their potential as an additional modality for delivering treatment and support.

Objective: This study aims to understand the needs, preferences, and priorities of people experiencing gambling harms and who are potential end users of a cognitive behavioral therapy mHealth intervention to inform design, features, and functions.

Methods: Drawing on a mixed methods approach, we used creators and domain experts to review the GAMBLINGLESS web-based program and convert it into an mHealth prototype. Each module was reviewed against the original evidence base to maintain its intended fidelity and conceptual integrity. Early wireframes, design ideas (look, feel, and function), and content examples were developed to initiate discussions with end users. Using a cocreation process with a young adult, a Māori, and a Pasifika peoples group, all with experiences of problem or harmful gambling, we undertook 6 focus groups: 2 cycles per group. In each focus group, participants identified preferences, features, and functions for inclusion in the final design and content of the mHealth intervention.

Results: Over 3 months, the GAMBLINGLESS web-based intervention was reviewed and remapped from 4 modules to 6. This revised program is based on the principles underpinning the transtheoretical model, in which it is recognized that some end users will be more ready to change than others. Change is a process that unfolds over time, and a nonlinear progression is common. Different intervention pathways were identified to reflect the end users’ stage of change. In all, 2 cycles of focus groups were then conducted, with 30 unique participants (13 Māori, 9 Pasifika, and 8 young adults) in the first session and 18 participants (7 Māori, 6 Pasifika, and 5 young adults) in the second session. Prototype examples demonstrably reflected the focus group discussions and ideas, and the features, functions, and designs of the Manaaki app were finalized. Attributes such as personalization, cultural relevance, and positive framing were identified as the key. Congruence of the final app attributes with the conceptual frameworks of the original program was also confirmed.
Conclusions: Those who experience gambling harms may not seek help. Developing and demonstrating the effectiveness of new modalities to provide treatment and support are required. mHealth has the potential to deliver interventions directly to the end user. Weaving the underpinning theory and existing evidence of effective treatment with end-user input into the design and development of mHealth interventions does not guarantee success. However, it provides a foundation for framing the intervention’s mechanism, context, and content, and arguably provides a greater chance of demonstrating effectiveness.

Methods

Ethics Approval

Ethical approval was obtained from the New Zealand Health and Disability Ethics Committee (19/STH/100). As part of the ethics consenting process, participants gave consent for a summary of the focus group contributions, including quotes where relevant, to be included in publications as part of the participant consenting process.
Development Process
The development process encompassed 2 key phases.

Phase 1 consisted of the research team reviewing the current GamblingLess program and adapting and refining it into a first draft prototype of content, features, and functions suitable for a mobile phone–delivered intervention.

Phase 2 involved a qualitative approach using repeated focus groups and prototype testing to engage end users as collaborative design partners. This approach was used to inform and refine the app’s features, style and functions, and content presentation.

Phase 1: Intervention Content Development
Overview
The multidisciplinary research team included clinical gambling research domain experts, including GamblingLess [40] program creators (Associate Prof Dowling, Dr Merkouris, and Dr Rodda, Deakin University, Australia); mHealth and digital health experts; public health physicians; Māori, Pacific, and Asian health addiction research experts; a statistician; and 2 researchers from Hōpai te Hauora (an Iwi-led [groupings of the indigenous population based on kinship] community health organization). Collectively, these team members provided expert advice to unpack the program’s core elements to ensure that the content remained evidence based. The Aotearoa New Zealand context also informed practical and clinical considerations during the design and development phases.

Unpacking GamblingLess
GamblingLess [42] is a comprehensive and intensive web-based CBT program designed to help people with gambling problems. It was designed to emulate the intensity and depth of the face-to-face programs. The original program content included 4 modules that were delivered over 8 weeks. The modules included motivational enhancement, behavioral strategies, cognitive strategies, and relapse prevention, and each module included 13-15 discrete activities. Although it was recommended that participants complete all modules and activities in numerical order, they were allowed to complete as many activities as they liked, in any order they chose.

Associate Prof Dowling, with the support of Dr Merkouris and Dr Rodda, initially reviewed the 4 modules of GamblingLess, reflecting on the findings from their original research [41]. This revised program intentionally maintained the original GamblingLess principles underpinned by the transtheoretical model [44]. The key was to acknowledge that some end users (help seekers) would be more ready to change than others. As change is a process that unfolds over time, a nonlinear progression is needed, enabling the end users to select the interventions they need according to their stage in the change process.

Accordingly, the goal of this redeveloped program is to support the end user in selecting and using the most appropriate module or modules based on their needs. It is designed to be nonlinear, and hence presents the end user with a range of options (modules) with which one or more resonates with what they hope to achieve; that is, managing urges or relapse prevention.

Therefore, it was anticipated that not all end users would need or want all modules or all activities within the program.

To create Manaaki, the acceptability data from the original GamblingLess program were also reviewed, with the most helpful treatment content identified and assessed for inclusion in this program [41]. The outcome of this revision was that the original 4 treatment modules were expanded to 6 modules. The research team reviewed the 6 new modules and provided initial suggestions on how each module and associated actions or activities might be adapted to fit a smartphone mobile app interface. Iterative cycles of face-to-face meetings, web-based meetings, and email conversations were used to create and refine the core structure, content, and activities of the 6 new modules.

The researchers adopted the consumer engagement strategies common in marketing [45,46], and with a user experience designer and research partners from Hōpai te Hauora, ideas and examples for the draft elements for each module and the control app were drafted. These ideas were translated into the following mixed medium modalities for use during the cocreation phases with end users:

- A draft wireframe to illustrate flow and give depth and perspective using Adobe XD (Adobe Inc)
- Large A0-sized posters of each module’s wireframes, including color palette ideas
- A set of A4-sized paper mobile phone screens to show draft content
- A set of various images for app screens

Phase 2: Cocreation With End Users
Overview
We used a qualitative cocreation methodology [47] to determine the look, feel, function, and features of the Manaaki intervention app. As gambling impacts more marginalized and economically deprived populations, the research team created three groups: a Māori group, a Pasifika group, and a specific young adult group that was limited to participants aged 18-25 years. These groups were selected to maximize the app’s acceptability for those most likely to benefit the most. In all, 3 cocreation cycles were planned for each group. This approach encourages increased involvement and ownership of the process by participants, as they can see how their contributions help shape each design iteration of the app [48].

Researchers from Hōpai te Hauora led participant recruitment. Through their networks, contact was made with various community groups and organizations to help identify potential participants for the different groups. The eligibility criteria were as follows: (1) having experienced problems or harms from their gambling or supporting someone who is or has experienced problems with gambling, (2) able to understand and converse in English, (3) able to participate in at least two of the three cocreation cycles, and (4) aged ≥18 years for the Māori and Pasifika groups or 18-25 years for the young adult group.

The focus groups were conducted between July and November 2019. The focus groups for the Māori and Pasifika groups were held in Auckland, whereas for the young adult group, it was held in Wellington. Each workshop lasted between 60 and 90 minutes.
minutes and was audio recorded with notes taken. The workshops were facilitated by the Hāpai te Hauora researchers and were attended by the design experts.

A mixture of methods was used to elicit feedback and comments from participants. These included open-ended questions, iteratively adding to or removing elements on the Adobe XD wireframes, Post-it notes, writing on A0-sized posters, and ad hoc prompts for a more detailed discussion when new ideas emerged.

After each focus group, various engagement modalities (posters and Adobe XD wireframes) were adapted to reflect emerging ideas and discussions. These were incorporated into the next prototype version, ready for participants to reassess, discuss, and modify the subsequent focus group sessions.

As an appreciation of their time, each participant received an NZD $30 (US $20.30) voucher to attend the first focus group and an NZD $20 (US $13.50) voucher for each additional focus group attended.

Data Analysis

The data for the focus groups were analyzed using a general inductive approach [49]. The purpose of using an inductive approach was to (1) condense raw textual data into a brief summary format (using images, words, wireframes, and prototypes), (2) establish clear links between the research objectives and the summary findings derived from the raw data, and (3) develop a framework of the underlying structure of experiences or processes that are evident in the raw data. All focus group data were grouped under the relevant themes, unless it was pertinent to describe a particular group’s findings separately. All direct quotes are in italics and illustrate specific conversation points.

Results

Phase 1: Converting the Internet-Based GamblingLess Program to a Draft mHealth Program

On the basis of the GamblingLess research findings, the original 4 core modules were altered into 6 new modules, each with 5-7 learning topics. Each learning topic had a set of activities or interactions to support the learning intent of the module’s theme (Figure 1).

Each new module was carefully reviewed and remapped to the underpinning conceptual frameworks and intent to ensure fidelity and conceptual integrity (Table 1).

The outcome of this process enabled early wireframes, design ideas (look, feel, and function), and content examples to be drafted, which helped initiate discussions and ideas with end users during phase 2 and co-creation with end users.
Figure 1. Mapping web-based GAMBLINGLESS program content to the Manaaki mobile app content. mHealth: mobile health.
### Table 1. Remapping modules to concepts and the intervention intent.

<table>
<thead>
<tr>
<th>Module names</th>
<th>Conceptual framework</th>
<th>Underpinning intent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowing Myself (and my gambling)</td>
<td>Developing self-awareness and insight [50-52]</td>
<td>Designed to provide personalized feedback, goal setting, and understanding of gambling motivations, triggers, and consequences.</td>
</tr>
<tr>
<td>Getting Ready (to make changes)</td>
<td>Targeting thoughts and feelings and activating behaviors [53]</td>
<td>Designed to enhance readiness and confidence to gamble less, helping to shape thoughts and values to help make a change. Incorporates ideas of prediction of outcomes from their behaviors.</td>
</tr>
<tr>
<td>Taking Control (right now)</td>
<td>Targeting practical behaviors and identification of situational and contextual triggers</td>
<td>Designed to identify strategies to be used to contain and control the problematic gambling behavior in the short term. Directs the end user to other useful tools, such as venue exclusions, managing money, services and other resources.</td>
</tr>
<tr>
<td>Taking Actions (that last)</td>
<td>Activating personal strengths and resources and enhancing belief for successful change [54,55]</td>
<td>Designed to identify strategies and skills to be used to ensure longer-term success in gambling less.</td>
</tr>
<tr>
<td>Managing Urges (to cope with real situations)</td>
<td>Reframing thoughts and reflecting on your future self [54,55] and relapse prevention [56] (see also Marlatt and Gordon, 1985)</td>
<td>Designed to help the end user to cope with urges and cravings.</td>
</tr>
<tr>
<td>Change for Good (and building a new future)</td>
<td>Relapse prevention [56]</td>
<td>Designed to prevent gambling relapses in the future and to support cognitive capability to understand their lived experience of gambling harms and problems as a mechanism for maintaining their new behavior.</td>
</tr>
</tbody>
</table>

### Phase 2: Cocreating and Designing With End Users

#### Overview

In all, 2 rounds of focus groups were conducted, with 30 unique participants (13 Māori, 9 Pasifika, and 8 young adults) in the first session and 18 participants (7 Māori, 6 Pasifika, and 5 young adults) in the second session (Figure 2). The time between the 2 focus group sessions varied from 4 to 7 weeks among the groups, as arranging an agreeable time for all participants was difficult.

#### Figure 2. Focus groups and participant numbers. FG: focus group.

![Focus Group Cycle 1](image)

**Focus Group Cycle 1**

**Gathering Experiences**

Participants were encouraged to think aloud and share difficulties when they or a loved one experienced gambling problems. The concept of whakama or shame was the dominant theme across all groups. Some participants remarked that they did not want to acknowledge that they had a problem with their gambling and had a strong desire to keep their gambling problems a secret. Consequently, few reported seeking professional help, but most remarked that they had completed a web-based quiz that assessed their gambling. Even when the quiz results suggested that they may have had a significant gambling problem, taking action was self-reported as trying the strategies that the websites had recommended. Although most remarked that these strategies were helpful, many found that they had returned to their previous harmful gambling behavior. A participant remarked that they felt that without support or reminders, it was easy to forget the learnings. The idea of a mobile phone intervention (app) that could provide help wherever and whenever needed was positively established across all 3 groups.

Initially, all groups discussed and conceptualized the app as a one-off tool to be used and then discarded it. However, as the participants continued to share their experiences and discuss what they would find helpful, the concept of a one-off tool was abandoned. The app was increasingly described as something that would be used to help now and later. Terms such as...
faigamalaga (Pacific group) or haerenga (Māori group) were used to convey the idea of recovery and about being on a journey or voyage. The Māori focus group also discussed the concept of kotahitanga (togetherness and sharing) as an important concept and that recovery with whānau (family or extended family) is crucial, as it is “through our whānau āwhina” (extended family support) “that we can be and stay well.”

The Look and Feel of the Intervention App

In all, 12 draft design images were presented to the participants, and it was clear that the participants expressed excitement in seeing their ideas of a journey already coming to life. As each focus group began selecting images that they liked, conversations within the groups became energetic. Although all 3 groups navigated these discussions differently, their outcomes were similar. Each group concluded that keeping a range of different images of New Zealand was better than keeping a single image or theme.

The 6 images that were the most popular across all 3 focus groups are presented in Figure 3.

In addition to selecting these images, engagement with the images was such that participants thought of ideas to enhance their look and feel, such as to “add more birds; have the bush image a bit more open” (Figure 3; image 2). The footprints were designed to illustrate movement; yet a Pasifika participant wanted to “remove the footprints,” whereas others in the group liked them. The footprints were not mentioned by the young adult or Māori group participants. The fisherperson and tent in Figure 3 (images 3 and 4, respectively) were disliked across all 3 groups, commenting that they “did not fit with the other images.” A few participants in the Māori focus group remarked that the perspective in these 2 images was different from the others, and “it didn’t work.” The young adult group remarked that Figure 3 (image 6) “needs people and needs some life in it. It’s too sad looking, aye.” Similarly, the Pasifika group said Figure 3 (image 6) “looks a bit too lonely. Where is everyone?” The Māori group participants also commented that Figure 3 (image 6) needed “people and activity in that scene so that you felt part of the world, you know, just being normal with your whānau. Yeah, more life.”

Figure 3. The 6 most popular initial concept imagery selected.

Shaping the Features, Functions, and Content Desired

The conversations naturally segued from the look and appeal of the images to the important attributes (features and functions) needed to make the app useful and easy to use. The participants in all 3 focus groups began noting down the key features, functions, and some content elements they wanted in the app, using Post-it notes or writing directly on the posters, Textbox 1 summarizes these initial attributes.

Textbox 1

<table>
<thead>
<tr>
<th>Feature/Function/Content Desired</th>
</tr>
</thead>
<tbody>
<tr>
<td>📡</td>
</tr>
<tr>
<td>[image of feature 1]</td>
</tr>
<tr>
<td>See more groups</td>
</tr>
<tr>
<td>[image of feature 4]</td>
</tr>
<tr>
<td>Allow customization</td>
</tr>
</tbody>
</table>
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Textbox 1. Early attributes to have in the app from the all first focus group sessions.

Features
- Make it personal
- Able to share with others
- Progress and achievement
- Receive feedback
- Measuring where I am
- Self-checks
- Help guide me to where to go next
- Reminders and prompts
- Links to services if needed
- Tracking on how I am going
- Goals
- A place for reflection and celebration
- Quick access to other help if needed

Functionality
- Easy to use
- Navigation around makes sense
- No need to do everything
- Be interactive
- Short things to do
- Not too many clicks to find things
- Needs to be fun and have animation
- Quick, no lagging when loading

Content
- Simple language
- Use images
- Video
- Not too much text
- Positively framed
- Can listen not just read
- Self-help resources
- What other help is available
- Culturally appropriate
- Shows helpful skills
- Activities

Cross-cutting elements
- Secure, private, and confidential
- Easy to download, not complicated
- No own data use
- Not too intruding
- No cost
- Works offline
Creating Ownership of the App Name and Logo

In consultation with our Māori research team members, the name Manaaki was suggested as a possible name for the mHealth intervention app. The name Manaaki has a special meaning in Māori, which blends the words mana and āki. Mana means to bring strength or give strength and to cherish. Almost every activity is linked to the maintenance and enhancement of mana. The word āki encompasses the concept of encouragement or urge for support, as well as to hold fast and be strong. To ensure that this term was acceptable and appropriate, the team sought guidance from the governance group at Hōpai te Hauora (our Māori research partner organization). They supported the use of the word Manaaki as the name for the new app.

Figure 4. Concept designs for name and logo.

Encouraging Recruitment Into the Study

The final discussion element for the first focus group was gathering insights into the study design—a randomized waitlist control study—and its impact on recruiting participants. It was evident that participants in all the groups understood that tools and treatments offered to people experiencing harm from gambling needed to be effective and that research is needed to prove effectiveness. Despite understanding the need to research the app for effectiveness, both the young adult group and the Pasifika group remarked, “that having to wait to get the full app is a put-off.” Similar remarks were made in the Māori group:

*If you have to wait, you need to let us know that we can still go look for help. You know, that being in this study thing, doesn’t stop that. Gotta be real clear too, about the information saying that, all the stuff in the app will be able to be used, after the wait.* [Māori focus group, P3]

Although the idea of waiting was viewed as negative, having some functions was suggested as a way to help retention. The following comment clearly reflects this:

*If I had made the decision to do something about my gambling, and then was told, oh wait for a bit. [Laugh] Well, I would think, that’s useless, and delete it and try something else. It may even put me off. But you know, seeing that there is still something for me, well maybe, [Laugh], that’s better than nothing. So I might stick with it a bit, who knows.* [Young adult participant, P2]

Functions and attributes commonly mentioned across the groups had a countdown icon showing how long to when the full Manaaki app would be available. The young adult group also suggested that the countdown icon be a clickable button that could *flip* and show the same outcome using different metrics, such as months, weeks, or days. Common to all groups was that the waitlist app needed to offer support within the app. Support such as links to services or websites was frequently noted, with the Pasifika group also mentioning that links to money management would also be good to have.

Focus Group Cycle 2

The purpose of the second focus group was to present the changes made to the designs and show the features and functions that were added or modified based on the group contributions from the focus group 1.

Look and Feel

The new image designs (Figure 5) and an animated version using Adobe XD were presented to each focus group, and they all received positive comments such as, “These are great. I love the colours, and the animation is sweet,” from a young adult participant.

All groups remarked that the various interactive content and features that support users engaging with and using the app...
were clear and intuitive. The use of different styles (images and themes) for different modules was received positively (Figure 6).

An animated Tui (a native New Zealand bird [Figure 7]) was designed to appear at the beginning of each module to explain the learning intention and topics for the module. This information was presented in an auto-scrolling speech bubble next to Tui. The participants could also listen to the message using the audio option. This audio feature was highly liked and recommended by all the focus group participants, although a few comments from the Māori focus group remarked that the “computer voice is a bit annoying.” In contrast, some participants in the Pasifika focus group were excited by this option and thought this audio option could enable the text to be spoken in different languages.

Participants were noticeably excited when they saw how the text, images, and colors that were selected during their first focus group session formed the framework for the final branding of Manaaki.

Figure 5. Modified screen imagery based on participant feedback.

Figure 6. Example of ideas for presenting text and activity interactions.
Personalization

In focus group cycle 1, all participants expressed a strong desire for the app to be personalized. The examples that showed how a user’s first name would be integrated through the app were highly commended. Similarly, the use of language-specific greetings and phrases throughout the text was seen as acknowledging the population Manaaki intended to support. For many, these “little things [that will] help keep people engaged.” Similar comments were made when the function of uploading an image or selecting a personalized avatar to represent a user visually was presented as an idea for how the app could be personalized to the user.

Participants also acknowledged that people could be at different stages of their journey to reduce the behaviors contributing to their gambling-related harm. They all remarked that the designs reflected their ideas from the first focus group sessions, especially the way the app was designed to enable the user to navigate their journey and yet receive prompts and suggestions to help guide them. Other functions, such as the journal, the link to the helpline chat, and the services being visible using the maps, were remarked on as meeting different users’ needs and stages, making Manaaki useful to a diverse range of potential people.

Positivity

Positive framing and strength-based content were considered important, and the use of positive and simple language was repeatedly remarked on as being successfully shown across all focus groups:

I like how it is about knowing strengths. [Pasifika focus group, P6]

Although some changes still such as the following needed to be made:

Some words are more researchy, like - Fallacy - wouldn’t be understood by most. Use a simple way to say this. [Māori focus group, P1]

Maybe instead of looking at what are you spending, it could be, umm, learning to save? [Young adult focus group, P2]

The range of notification message examples was presented as suggested in the first focus group as an additional way to provide support and insights to a user as they progressed through activities in the app. These were positively remarked upon, and the young adult groups suggested that a mix of notifications and pop-ups would be more appealing than a single modality. The motivating and encouraging message examples “hit the spot,” said a young adult participant. All groups liked the notifications that prompted people to use the app, and many felt that this functionality would help with engagement and retention.

Ability to Share Insights and Progress With Others

The participants suggested that the app could share progress or success with others. This type of networking system was suggested as a positive method for users to encourage each other, share tips and strategies, and provide a sense of not being alone. This feature is technically complex, and as such, the solution presented to the groups was that sharing would be limited to those within the study. Feedback from all 3 groups indicated that they would have liked to connect with others beyond the study, as these broader social connections were important.

Tracking My Progress

Being able to track progress appealed to participants in focus group cycle 1. In total, 2 examples were presented as a way to represent progress. These were progress bars under the modules and the emergence of footprints on each module’s home screen. The progress bars were identified as the best across all groups, primarily because they were used in other apps and as such, were familiar and easy to understand.

In several instances, participants in the Pasifika group indicated that the app should be able to track the amount of money spent on gambling, money saved from not gambling, and how much time they had or had not spent gambling. Various ideas have been suggested for presenting this in the app. The design that resonated across all groups was one in which the time and money recorded as spent gambling was converted into other activities; for example, the number of dinners with family or friends or movies went to with friends.

Use Images and Multimedia

The app interface needed to be engaging and attractive to all the participants. The young adult group remarked that if the app looked unattractive at the start, they were unlikely to engage. Updated high-fidelity images were shown to the groups, and the following remark summarizes the generally positive comments made across all the groups:

Good background now that there is Pacific/Māori punch to it – waka, marae, native birds. Thanks. [Māori focus group, P11]
Regarding the inclusion of multimedia, feedback was mixed, with participants in the Māori and Pasifika groups liking that short videos from real gamblers were part of the app. The young adults group participants were less enthusiastic, but they liked the cartoon animation videos than those with real people. Having different video styles was seen as a good option.

Overwhelmingly, all participants were concerned that having these videos in the app might affect the ability to download the app, that is, too large or that it would take up too much of their phone’s storage, slowing down their phone or stopping other functionality. Hearing that the videos would not be embedded within the app but would be stored externally and linked to YouTube generated positive remarks.

**Connect With Treatment Services**

The participants in all groups agreed that connecting to a professional or treatment provider through the app would be advantageous. Participants were shown the services feature and interactive function that presented services by geography (map). List-based search options (Figure 8) were good options as illustrated by the following comments:

- **This feature is perfect, it allows users to look for help without needing to know the name or address of the place.** [Pasifika focus group, P7]
- **The app helps to find a service of your choice if you want to, it’s neat.** [Young adult group, P1]

The link to the gambling helpline chat function was highlighted. A participant in the Pasifika focus group commented that “this is like a rescue button. There if you need it.” Overall, the ability to access other help (not just the app) was reinforced as a core feature of Manaaki.

**Figure 8.** Image of the map search feature.

**Work Offline**

The ability of the app to be accessible offline and not require a Wi-Fi connection at all times was expressed by several participants across all groups:

- **Use will be restricted cause most people do not have data on their phones nor will they spend money [on data] just to use the app. So it is good that you can do stuff that don’t need to connect. It’s a critical thing, for us.** [Young adult focus group]
Confirming the Final Functions and Features for Manaaki

At the conclusion of the second focus group session, participants confirmed that the core desired features and functions were clearly identified and reflected their insights and experiences. The constant across all groups was that Manaaki would appeal to and be helpful to people seeking help for gambling-related problems. This is illustrated by the following conversation in the Māori focus group:

Wow, this is really going to be great for people. [M1]

Yeah, we are awesome aye! [M2]
Yeah, I can’t wait to see it all done. [M1]
I am gonna tell people about it, man. [M3]
Ka pai, whānau [well done]. [M4]

Confirming the Final Design Features and Functions
Against the Conceptual Framework

The final action undertaken by the research team was to appraise the functions, features, and attributes within the underpinning conceptual framework. Table 2 presents the process outcomes.
Table 2. Confirming the final attributes to be included in Manaaki with associated conceptual frameworks.

<table>
<thead>
<tr>
<th>Attributes and conceptual framework</th>
<th>Use case examples</th>
<th>Final features and functions for Manaaki</th>
</tr>
</thead>
</table>
| Personalization—developing self-awareness and insight [50-52] | • To be able to add my comments on things that are working well  
• Put reminders in  
• To encourage retention, create a longitudinal experience or history as it makes it difficult to stop interacting with the app and difficult to delete  
• Show where I have come from so it is useful to me  
• Can add other information that is important to me | • Personal journal that auto-adds from modules plus can add information independently  
• Shared feature that links others in the study (opt-in)  
• Each module has a progress bar  
• Videos of people like me within modules and in resources  
• Use of other languages to help convey complex terms or concepts. Te Reo Māori and Pasifika languages used where relevant  
• Use of avatars or ability to add own photo |
| Internal support progress—activating personal strengths and resources and enhancing belief for successful change [54,55] | • To add or interact within the app and receive unanticipated rewards or appreciation that help reinforce behavior  
• Having information in smaller sections and showing easy actions to promote a sense of capability and then skill development  
• Messages that pop up that are positive and keep me motivated  
• Real-time notification messages to reinforce activities and help to interpret or reinforce the activity | • Informative and timely messages and notifications created  
• Action prompts to complete a topic or module  
• Instant feedback is given when an activity completed; that is, summary of what the outcomes of an activity are  
• Assessments can be repeated with scores showing past and current outcomes and an interpretation to help understanding  
• Able to post specific activities into a journal |
| External support—relapse prevention [56] | • Can quickly find other help  
• Resources provided | • Webchat link to national gambling helpline  
• Additional services section includes links to treatment services  
• Links to external resources and tools (such as budgeting tools) |
| Literacy tools—activating personal strengths and resources and enhancing belief for successful change [54,55] | • To have new or novel information presented through videos or notifications or links if needed to read more  
• Attracting the attention of the user is about relevance and supports the usefulness of the app  
• Supports how to make changes and maintain these | • Resources and additional help and tools section  
• Audio options to help when literacy is a challenge (only in English)  
• Links to other resources such as budgeting and web-based gambling blocker tools  
• Links to trusted resources  
• Use of animations  
• Use of the information icons to provide definitions or interpretation for some words |
| Navigation—literacy | • Being able to see information in a way that is relevant to me and minimizes unhelpful and inappropriate comparisons  
• Creates achievements and motivations to keep me engaged  
• Can add other information that is important to me | • Suggestions of where to next depending on outcomes  
• A range of distraction activities that are relevant to intended users |
| Engaging—targeting thoughts and feelings and activating behaviors [53] | • Has a good look and feel  
• Looks engaging  
• Tells a story that I can identify with | • Use of New Zealand imagery  
• Tui guide that provides an explanation of the purpose of each module  
• Animations |
| Secure and simple | • It needs to be secure and private  
• Easy to download  
• I do not want to be online all the time to use it | • Registration and log-in simple with clear direction  
• App size low and cater to the lowest operating system as possible  
• The main elements within the app can be used offline |
Discussion

Principal Findings

This paper describes in detail the development of Manaaki, a CBT mobile app intervention designed to support reduction in gambling-related harm. The blending of theory, domain expert input with end-user insights, and lived experience in a collaborative approach is effective for designing mHealth applications [31,36,57]. Creating a visual identity for the new Manaaki app, which resonates with end users, was an important step in establishing and reflecting a sense of trust, connection, and value with the overall intent and purpose of the intervention. To the best of our knowledge, this study is the first to adapt an evidence- and CBT-based program for people experiencing gambling problems into an app-delivered program using a cocreation process with end users.

The demand for mHealth tools that provide interventions (behavior change and cognitive therapy) and generalized support directly to individuals is growing [58-60]. The opportunity to provide interventions for population groups who are unable or unwilling to access more traditional forms is substantial [61,62]. The value of presenting best-practice approaches and evidence in understandable ways (posters, images, and Adobe XD) and cocreating with end users on how they can help translate it into the app’s look and feel was an important process for creating a sense of ownership and investment across all aspects of the content, features, function, and format of the final Manaaki app. The use of draft designs and real-time modifiable design flows enabled end-user participants to discuss and identify attributes to be included in the app that would resonate with them. Among the focus group sessions, the research team was able to explore the findings through a theoretical lens, convert the concepts into app designs, and then represent them in ways that were easily understood. Concepts such as personalization were presented using the app user’s name and included the creation of a personal avatar. The concept of engagement was reflected in background designs depicting a journey, animation of tools, use of the Tui, and audio features. Empowerment was demonstrated with progress bars, shared forums, self-assessment, and notifications.

Similarly, the content presented back to the participants was adapted and personalized to reflect within-app responses. To support health literacy, words such as fallacy and recovery continued to be used but with the information icon next to them to help participants understand and interpret these terms. In some cases, words and concepts were converted to Reo Māori (the Māori language).

The importance of positively framed and strength-based content was vital. The inclusion of audio files and information icons again elicited positive participant remarks about the app being relevant and appropriate to them. Similar findings are reported elsewhere [63]. The unanticipated prompts (notifications) that support actionable recommendations or app navigation suggestions are tools used in other domains and jurisdictions, such as marketing for supporting retention and motivation [64]. Research on addiction recovery has reported the importance of conveying a sense of social connectedness [65]. The end-user participants in this study also mentioned this, and the inclusion of features such as the webchat, forum, and visibility of services were seen as adding a layer of connection and support within the digital modality.

Adopting learning from the marketing discipline [66] and creating the naming and visual identity for Manaaki (ie, brand) that resonated with participants was essential in establishing and reflecting on them a sense of ownership, trust, connection, and value.

Finally, the attributes of information security, data use, accessibility (ie, available to older mobile phone operating systems), and offline capability were noted as part of the overall app usability discussions; however, they did not overshadow the key aim of the process.

Limitations

Owing to the nature of the research methodology of focus groups, this study also comprises some biased and motivated responses as described in other research using focus groups [67,68]. Nonetheless, our participants were a subset of the target group that focused on the intervention app. The lived experiences of the participants flavored all discussions and decisions and were woven within the final application. Although it may not be possible to suggest that the process and outcome may not adequately represent the wider population of people who experience harm from gambling, it is more likely to resonate than an intervention that does not include any end users [69,70]. Adding a final step in which a small cohort of end users actively used the final app prototype before initiating the clinical trial was not possible in this study because of the overall project timeframe. This step can offer insights that initial design processes cannot anticipate and as such, provide an opportunity to refine the final product by applying active use insights before release, further enhancing the potential for effectiveness.

Conclusions

The importance of domain expert input and evidence-based content combined with end-user insights and involvement should not be undervalued. Weaving these strands and following an iterative process, the research team, with the participants, produced an app that was intentionally tailored to the functional needs of individuals seeking to reduce gambling harm. This process gave the second phase of this study, a randomized waitlist control study to test the effectiveness of Manaaki—a CBT mHealth intervention—the best chance of demonstrating effectiveness. Although adopting this approach does not guarantee success, it is more likely to provide evidence of fidelity to the outcomes of the intervention. Manaaki is currently being trialed using a pragmatic randomized controlled trial with a waitlist control design [43]. This trial was completed in August 2021 and analyses are underway.
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Abstract

Background: Medications for the treatment of opioid use disorder, such as buprenorphine, are effective and essential for addressing the opioid epidemic. However, high dropout rates from medication remain a challenge. Behavioral treatment with contingency management and cognitive behavioral counseling has shown promise for improving the outcomes of buprenorphine treatment but is complicated to deliver. The delivery of behavioral treatment through technology-based platforms has the potential to make it more feasible for widespread dissemination.

Objective: reSET-O is a prescription digital therapeutic and a commercial adaptation of the Therapeutic Education System, an internet-based program with a Community Reinforcement Approach to cognitive behavioral therapy. It delivers cognitive behavioral therapy modules and contingency management rewards upon completion of modules and negative urine drug screens. This pilot study aims to assess the feasibility and acceptability of reSET-O in a community-based opioid treatment program with a Hub and Spoke model of care as part of a larger strategy to maintain individuals in treatment. Objective and qualitative results, as well as acceptability and likeability of reSET-O, were obtained from 15 individuals.

Methods: English-speaking individuals aged ≥18 years with a diagnosis of current opioid use disorder were recruited after being on buprenorphine for at least 1 week of treatment. Two 12-week prescriptions for reSET-O were written for the 24-week study. Patient reports of drug use and likeability scales of reSET-O were conducted at weeks 4, 8, 12, and 24 of the study. Qualitative interviews were also conducted. A total of 4 providers were recruited and provided feedback on the acceptability and feasibility of reSET-O.

Results: Of the 15 participants who participated in this pilot study, 7 (47%) completed 24 weeks, and 8 (53%) were unable to complete because of dropout after enrollment, attrition in treatment, or incarceration. An average of US $96 in contingency management rewards were earned by participants for the completion of modules for the duration of the pilot study. Participants’ subjective feedback revealed that reSET-O was easy to use, enjoyable, and helped provide a safe space to admit recurring substance use.

Conclusions: reSET-O was well accepted based on patient and provider feedback in this pilot study; however, adherence and retention in treatment remain areas for improvement. Randomized control trials are needed to assess whether retention of community-based buprenorphine treatment is enhanced through the use of technology-based behavioral interventions such as reSET-O.

(JMIR Form Res 2022;6(3):e33073) doi:10.2196/33073
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Introduction

The opioid epidemic has spread rapidly over the past decade, reaching virtually every region of the United States. Approximately 2.4 million Americans are currently addicted to opioids, and the prognosis is poor; if left untreated, the risk of death from opioid overdose is high [1]. Although different types of medications for opioid use disorder (MOUDs), such as buprenorphine–naloxone, buprenorphine, methadone, and extended-release naltrexone, may be remarkably effective if patients adhere to treatment, adherence to treatment remains challenging [2]. Retention rates in treatment range from 10% to 60%, depending on the medication type [3-14]. In addition to the challenges in adherence, challenges in accessing MOUD present an obstacle not easily surmounted. Methadone can only be dispensed under special regulations that are burdensome to patients (eg, daily attendance at a clinic is initially required). Buprenorphine, available by prescription from any licensed physician who, up until recently, has completed an 8-hour waiver training, has struggled to penetrate primary medical care settings. The supply of physicians, nurse practitioners, and physician assistants prescribing buprenorphine remains limited, and the use of a buprenorphine waiver to the maximum extent of allowed patients is underused [15]. A combination of universally available MOUD along with strategies to combat MOUD treatment attrition and adherence is critical to combat the opioid epidemic.

A key systemic barrier that has been identified is the lack of access to behavioral intervention and counseling to accompany MOUD prescribing [16-18]. Behavioral interventions have the potential to address poor adherence to medication. The provision of counseling is a regulatory requirement for methadone, buprenorphine, and buprenorphine–naloxone treatment. Furthermore, evidence suggests that counseling and behavioral treatments improve the adherence to and effectiveness of MOUD [19], particularly with contingency management (CM) approaches [20-22]. Primary care practices and other clinical settings that are new to addiction treatment typically lack staff with expertise in relevant behavioral treatments, and this gap in care contributes to a reluctance to treat patients with opioid use disorder (OUD) in this setting [16]. Even specialty addiction treatment programs may struggle to deliver more than rudimentary counseling because of time constraints and a lack of expertise in the latest evidence-based interventions. Different models of care have been implemented to address this with success. Vermont established a Hub and Spoke system [23] to provide support for practices that may have had barriers to successful outcomes. In this system, the hub acts as the specialty treatment center, initiating or escalating OUD medication treatment quickly with the ability to provide the most intense care, including MOUD and therapy, whereas spoke sites are primary care practices that may continue patient MOUD after stabilization. Penn State Health partnered with an opioid treatment program (OTP) at the Pennsylvania Psychiatric Institute to use State-Targeted Response funds to establish a Hub and Spoke program [24]. This has allowed for the coordinated care and expansion of MOUDs based in Harrisburg, Pennsylvania, and surrounding counties, including rural regions in south-central Pennsylvania.

Despite the implementation of Hub and Spoke systems, challenges related to behavioral interventions persist, including limited counselor capacities at hub sites and potentially no counseling services at spoke sites. Mobile apps that deliver behavioral interventions may be beneficial to OUD treatment, helping to fill the gap in the provision of behavioral interventions [25,26]. reSET-O, generated by Pear Therapeutics, Inc, is a comprehensive cognitive behavioral treatment delivered through a mobile phone-based app, with an evidence base suggesting that it can improve the adherence and outcome of MOUD treatment for OUD compared with standard counseling alone [27]. reSET-O is derived from the Therapeutic Education System (TES), developed by academic investigators as a web-based tool delivered by interacting with a computer, delivering a combination of CM—modest monetary or nonmonetary rewards for completion of therapy modules and producing negative drug urine—with cognitive behavioral counseling based on the Community Reinforcement Approach (CRA). reSET-O is a commercial version of TES, adapted for marketing and widespread use, and is delivered as a mobile-based app. reSET-O is available through prescription, and the cost is intended to be covered by insurance. Importantly, the cost of contingent rewards is built into the third-party reimbursement.

CM has been well-established as effective for the treatment of substance use disorders (SUDs) [20,28]; however, funding for incentive rewards has been almost exclusively provided by research grants. The problem of how to fund contingent rewards has stymied the application of CMs in real-world treatment. Thus, the fact that reSET-O can fund incentives by bundling costs into third-party payments is an important advancement. Cognitive behavioral counseling delivered by reSET-O is modeled after the CRA, focusing on cognitive behavioral strategies to achieve abstinence from drugs and build a healthy lifestyle. As approved by the Penn State Health College of Medicine institutional review board, this study piloted the feasibility and acceptability of reSET-O in conjunction with buprenorphine management to (1) assess how individuals in treatment in this Hub and Spoke clinic would interact with this novel intervention and (2) inform future, larger controlled trials using reSET-O.

Methods

Overview

An uncontrolled, 24-week pilot feasibility and acceptability study that added reSET-O to standard care for patients with OUD initiating buprenorphine in an OTP and serving as the hub in a Hub and Spoke system was conducted. The hub provides both methadone and buprenorphine treatment in an outpatient clinic specializing in medication treatment for OUDs.
reSET-O was prescribed for a 12-week period and was then renewed for a second 12 weeks for each participant to reach a total prescription duration of 24 weeks. English-speaking individuals aged ≥18 years who were on buprenorphine treatment for at least 1 week were eligible to participate and enroll in the pilot study.

reSET-O is a commercially available prescription digital therapeutic that delivers interactive, self-paced psychoeducational therapeutic modules regarding substance use and is based on the TES. TES is a web-based program that provides written, auditory, and video modules that instill cognitive behavioral skills based on a CRA. The CRA is a therapeutic system that teaches coping skills for staying off drugs and builds skills and activities that are consistent with a healthy lifestyle. The topics of these modules range from managing triggers of substance use and building healthier coping and social skills to HIV prevention and reducing high-risk sexual behavior (see Figure 1 for examples of topics as displayed on the clinician dashboard). Modest monetary rewards (such as gift cards) or nonmonetary rewards are earned for module completion and when negative urine drug screens (USDs) are achieved (see Figure 2 for an example of the reward programming viewed by the participant). With the commercial release of reSET-O, new additions included contingent rewards that may be delivered in the form of gift cards to retail outlets, with the cost covered by third-party insurances. Furthermore, reSET-O prompts daily check-ins, beginning with in-app reports of substance use and cravings, as indicated by the participant (see Figure 3 for an example of endorsed cravings as displayed on the clinician dashboard). Finally, the Patient Services Center, currently referred to as PearConnect, created by Pear Therapeutics, the makers of reSET-O, is a call center that connects patients to a dedicated advocate for support throughout their treatment and prescribers and health care providers to clinician dashboard resources. If a lower activity of reSET-O is detected, Patient Services Center representatives can communicate with patients on a weekly basis to troubleshoot any technical difficulties. reSET-O includes a web-based provider dashboard that permits treatment providers to examine participation and patient engagement remotely (see Figure 4 for an example of a participant snapshot as displayed on the clinician dashboard), as well as facilitate future patient-provider clinic discussions on lessons learned from the modules completed.

Figure 1. reSET-O clinician dashboard and participant lesson progress. This screenshot is an example of the clinician dashboard while viewing an enrolled participant’s progress with reSET-O modules. Note that only some of the reSET-O modules are shown in this screen shot. Provided is the title of the module; whether the module was completed, revisited (eg, completed more than once), in progress, or not completed (not pictured); date of completion; and the total amount of time spent on the module. For modules not completed, the Completion Date and Total Time (min) columns would be blank. Copyright 2022 Pear Therapeutics (US), Inc. All rights reserved. Used with permission. Not real patient data.
Figure 2. reSET-O participant quiz question and reward screens. This is an example of the type of quiz question that a participant could see (right) while using reSET-O, as well as when the participant was eligible and prompted to spin the wheel (left) to earn a reward of either a monetary amount applied to a specified gift card vendor or written reinforcement. Copyright 2022 Pear Therapeutics (US), Inc. All rights reserved. Used with permission. Not real patient data.

Figure 3. reSET-O clinician dashboard and participant reported cravings. This screenshot is an example of the reSET-O clinician dashboard when viewing a participant’s reported cravings while enrolled with reSET-O. After a participant opens reSET-O, they are asked to report any cravings and use, as well as follow-up questions related to craving intensity and potential triggers to use drugs. Copyright 2022 Pear Therapeutics (US), Inc. All rights reserved. Used with permission. Not real patient data.
Figure 4. reSET-O clinician dashboard summary and patient snapshot. This is a screenshot of the clinician dashboard while viewing a participant’s summary or snapshot data. This information includes days when drug use was self-reported, brief information related to cravings, and the number of lessons completed, stratified by week. Copyright 2022 Pear Therapeutics (US), Inc. All rights reserved. Used with permission. Not real patient data.

Ethics Approval
Institutional review board approval was obtained for this pilot study from Penn State College of Medicine, under study number 9931 on November 27, 2018, and procedures were followed in accordance with the ethical standards of the institutional committee on human experimentation and with the Helsinki Declaration of 1975, as revised in 2000.

Patient Participants
Eligible individuals were aged ≥18 years; able to read, write, and comprehend English; had a diagnosis of OUD, as determined through routine clinical evaluation; initiated treatment at a community-based OTP serving as the hub in a Hub and Spoke system of care; and were prescribed buprenorphine for OUD. We excluded any individuals engaging
in outpatient detoxification or needing a higher level of care, such as inpatient or residential treatment, as well as those not desiring MOUD. Individuals were invited to join the pilot study during their medical appointments and consented in the clinic if interested. All participants provided written informed consent.

**Procedures**

After obtaining participant consent, reSET-O was prescribed to participants for 12 weeks at a time, with a total of 2 prescriptions (24 weeks of consecutive treatment). reSET-O asks participants to log onto the app and complete 4 learning modules per week, each focusing on a particular skill. The modules are presented in a fixed order, beginning with modules on skills to avoid drugs, followed by modules on building a healthy lifestyle and HIV risk reduction. Each completed module yields a chance to earn rewards in the form of gift cards to retail outlets. Participants were evaluated via the self-report of drug use with the Timeline Follow-Back (TLFB) method, USDs, and three mood assessments: the Kessler-10 [29,30], the Posttraumatic Stress Disorder (PTSD) Checklist–Civilian [31-33], and the Patient Health Questionnaire-9 [34]. These evaluations occurred at baseline and at 4, 8, 12, and 24 weeks after study entry. Self-reported drug use was collected using TLFB [35,36] and verified using USDs. Participants were scored as not abstinent at a visit if either a self-report or a USD was positive for opioids. Within the reSET-O, craving assessments were performed throughout the duration of the prescription.

Participant feedback data regarding reSET-O was collected on the Intervention Acceptability Feedback Form (IAFF), evaluating seven characteristics—interest, usefulness, new information learned, ease of understanding, relevancy, satisfaction, and likeability—on a Likert scale of 0 to 9 (0=lowest and 9=highest). The IAFF was completed at each visit after baseline (weeks 4, 8, 12, and 24).

Qualitative interviews with participants were conducted by research assistants between weeks 8 and 12 to capture information from participants about their experience using the app, acceptability of the app, and suggestions for improvement. Approximately 60% (9/15) of the participants completed the interviews. Each participant was asked 9 standard questions (Textbox 1); then, the staff member could ask follow-up and probing questions as needed to elicit additional information. The interviews lasted between 30 and 45 minutes, were digitally audio recorded, and transcribed verbatim for analysis purposes.

A total of 3 research staff members reviewed all 9 interviews, extracting transcribed text relevant and responsive to the domains of satisfaction or dissatisfaction and the likeability of the intervention. Responses to the following research question: “How did participants like using reSET-O?” were categorized into unique themes, which were reviewed and discussed by a larger research team to reach a consensus.
Textbox 1. Qualitative interview questions and examples of follow-up questions.

**Tell me how you use technology in your life.**
- What other apps do you use regularly?
- How often do you use other apps?
- Where do you get information about health and/or medical questions?

**Think about the times you used the reSET-O app.**
- At what times during the day did you use the app? How often?
- When did you access the reSET-O app the most?
- Where did you access the reSET-O app?
- How often did you check in with the app between modules?

**What interested you about this study?**
- Why did you decide to participate in the study?
- How did it fit in with your counseling at the clinic?
- Did you talk about the reSET-O app with other people (friends, family, or other clinic patients)?

**How did you like using the reSET-O app?**
- Can you give me an example of what you liked about it?
- What did you not like?
- Would you recommend this app to someone? Why or why not?

**How useful/relevant to your life was the reSET-O app?**
- Which modules were most useful and/or relevant?
- Which were the least useful and/or relevant? Why did those not work for you?
- Did you repeat any of the modules? Which ones? Why?
- Which features of the app were most useful and/or relevant?
- Which features were the least useful and/or relevant? Why did those not work for you?

**Is there anything about the reSET-O app that you would change?**
- Content?
- Language?
- Videos?
- Examples?
- What type of changes would you make?

**What else would you like the reSET-O app to do?**
- Give examples of additional features or module topics not currently available.

**Were you able to complete all the study tasks up to this point?**
- Was there anyone or anything that helped you complete all of the research study tasks up to this point?
- If not, why were you not able to complete all of the study tasks up to this point?
- Was there anyone or anything that helped you complete some of the research study tasks up to this point?
- Was there anything about the research study that kept you from completing all the study tasks?
- Was there anything about using the reSET-O app that made you not want to continue in the study?
- What was the main reason for you to continue in the study?
- Was there anything else about the research study that made you not want to continue?

**Were you able to complete all or some of the reSET-O learning modules up to this point?**
Was there anyone or anything that helped you complete all of the learning modules up to this point?
If not, why were you able to complete all of the learning modules up to this point?
Was there anyone or anything that helped you complete some of the learning modules up to this point?
Was there anything about the reSET-O app that kept you from completing all of the learning modules?
Was there anything about using the reSET-O app that made you not want to continue the learning modules?
What was the main reason for you to continue using the app (if applicable)?
Was there anything else about the research study or the app that kept you from completing the reSET-O modules?

Provider Participants

Provider data regarding the acceptability and feasibility of reSET-O were also collected. Clinicians working in the treatment programs were asked to create their own reSET-O accounts and review the learning modules. After 3 weeks of reSET-O use, data from 4 clinical providers were collected through the Weiner Intervention Acceptability, Appropriateness, and Feasibility form (WIAAF; Multimedia Appendix 1), evaluating the acceptability, appropriateness, and feasibility of the app intervention. Each category was assessed through 4 prompts, each using a 5-point Likert scale (1=lowest and 5=highest). The highest score for any given category could be 20. The WIAAF, currently in development, has no cutoff scores for interpretation; however, higher scores indicate greater acceptability, appropriateness, or feasibility.

Results

Overview

Of the 15 participants, 3 (20%) female patient participants and 12 (80%) male patient participants with OUD were enrolled in the study, with an average age of 36.2 (SD 9.3) years (Table 1). Approximately 73% (11/15) of the participants identified as White, whereas 7% (1/15), 13% (2/15), and 7% (1/15) identified as Black or African American, biracial, or other, respectively, and 13% (2/15) identified as Hispanic (Table 1). Of these 15 participants, 2 (13%) withdrew consent after baseline; 3 (20%) participants dropped out of clinical care before week 8 and were unable to be reached, and another 3 (20%) became incarcerated between weeks 12 and 24 during the study. Thus, of the 15 participants, 8 (53%) withdrew and/or were unable to complete the study, and 7 (47%) were able to complete all 24 weeks of the study.

Table 1. Study demographics (N=15).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline (n=15)</th>
<th>Week 4 (n=11)</th>
<th>Week 8* (n=10)</th>
<th>Week 24 (n=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>36.2 (9.3)</td>
<td>37.4 (9.4)</td>
<td>37 (9.1)</td>
<td>41.4 (8.1)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>12 (80)</td>
<td>11 (100)</td>
<td>10 (100)</td>
<td>7 (100)</td>
</tr>
<tr>
<td>Female</td>
<td>3 (20)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>11 (73)</td>
<td>8 (73)</td>
<td>7 (70)</td>
<td>5 (71)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>1 (7)</td>
<td>1 (9)</td>
<td>1 (10)</td>
<td>1 (14)</td>
</tr>
<tr>
<td>Biracial</td>
<td>2 (13)</td>
<td>2 (18)</td>
<td>2 (20)</td>
<td>1 (14)</td>
</tr>
<tr>
<td>Otherb</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>2 (13)</td>
<td>1 (9)</td>
<td>1 (10)</td>
<td>14</td>
</tr>
</tbody>
</table>

aAt weeks 8 and 12, the same 10 participants remained in the study.
bParticipants identified as Hispanic only.

Patient Participant Feedback and Outcomes

Clinical Outcomes

Although all 15 participants had current opioid use at the time of entry into the clinic, at the point of entry into the study, 8 (53%) had already achieved abstinence from opioids through outside treatment, whereas 7 (47%) participants reported and tested positive for opioid use. Of the 7 participants who reported and/or tested positive for opioid use at baseline, 1 (14%) endorsed opiate use at weeks 4, 8, and 24, and 3 (43%) endorsed opioid use at week 12 (Table 2). Of the 8 participants who did not report or test positive for opioid use at baseline, none endorsed opioid use at weeks 4, 8, and 24, whereas 1 (13%) endorsed opioid use at week 12 (Table 2). Of the 15 participants, 7 (47%) participants completed the TLFB at all time points; however, 1 (7%) participant had trouble urinating at some
appointments because of other medical conditions. In this case, only TLFB was used to assess abstinence.

Current symptoms of emotional distress were measured using the self-report screening instruments for depression (Patient Health Questionnaire-9), general emotional distress (Kessler-10), and PTSD symptoms (PTSD Checklist–Civilian were collected at all 5 time points. Means and SDs were calculated and are reported in Table 3. Compared with the baseline, the mean scores decreased over time across all measures, although the scores reflected, at most, mild levels of severity from baseline through the follow-ups.

In application, patient-reported and -endorsed cravings and craving triggers were collected throughout the duration of the reSET-O prescriptions and reported as frequency counts (Table 4). Approximately 53% (8/15) of patients reported cravings within reSET-O. Overall, by the end of the trial, there were fewer reports of endorsed cravings and craving triggers when compared with the beginning of the trial; however, 13% (2/15) of participants continued to report cravings and subsequent triggers throughout both of the reSET-O prescriptions.

### Table 2. Opioid positive and negative results based on Timeline Follow-Back and urine drug screens (N=15)a

<table>
<thead>
<tr>
<th>Opioid status at baseline</th>
<th>Baseline (n=15)</th>
<th>Week 4 (n=11)</th>
<th>Week 8 (n=10)</th>
<th>Week 12 (n=10)</th>
<th>Week 24 (n=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants testing positive at baseline (positive for opioids), n/N (%)</td>
<td>7/7 (100)</td>
<td>1/4 (25)</td>
<td>1/4 (25)</td>
<td>3/4 (75)</td>
<td>1/1 (100)</td>
</tr>
<tr>
<td>Participants testing negative at baseline (positive for opioids), n/N (%)</td>
<td>0/8 (0)</td>
<td>0/7 (0)</td>
<td>0/6 (0)</td>
<td>1/6 (17)</td>
<td>0/6 (0)</td>
</tr>
</tbody>
</table>

aPatients were scored as negative if both self-report for the past 30 days by Timeline Follow-Back was negative for opioids and urine toxicology was negative for opioids and scored as positive otherwise.

### Table 3. Negative mood scores.

<table>
<thead>
<tr>
<th>Time point</th>
<th>Participants, n (%)</th>
<th>PHQ-9a,b, mean (SD)</th>
<th>Kessler-10c, mean (SD)</th>
<th>PCL-Cd,e, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>15 (100)</td>
<td>10.33 (6.93)</td>
<td>21.66 (10.76)</td>
<td>17 (14.73)</td>
</tr>
<tr>
<td>Week 4</td>
<td>11 (73)</td>
<td>6.46 (6.19)</td>
<td>15.86 (11.03)</td>
<td>14.73 (13.23)</td>
</tr>
<tr>
<td>Week 8</td>
<td>10 (67)</td>
<td>5.06 (5.49)</td>
<td>14.66 (11.27)</td>
<td>11.86 (10.84)</td>
</tr>
<tr>
<td>Week 12</td>
<td>10 (67)</td>
<td>5.93 (5.79)</td>
<td>14 (11.55)</td>
<td>12.6 (11.87)</td>
</tr>
<tr>
<td>Week 24</td>
<td>7 (47)</td>
<td>4.53 (5.57)</td>
<td>10.86 (12.22)</td>
<td>11.6 (14.20)</td>
</tr>
</tbody>
</table>

aPHQ-9: The Patient Health Questionnaire-9.
bScores range from 0 (minimal) to –27 (severe) depression asking, “over the last 2 weeks, how often have you been bothered by any of the following problems?” Scores in the 5 to 9 range are considered mild severity.
cThe Kessler-10 Psychological Distress Scale asks participants how they have been feeling over the past 1 month. Scores range from 10 (minimal) to 50 (severe distress).
dPCL-C: Posttraumatic Stress Disorder Checklist–Civilian.
eThe PCL-C asks, “how much have you been bothered by each of the following 20 statements in the past 1 month?” Scores range from 0 to 80, with scores >30 being likely to have a diagnosis of posttraumatic stress disorder.

### Table 4. In-app patient-reported triggers to endorsed cravings (n=8 respondents)a

<table>
<thead>
<tr>
<th>Category</th>
<th>Pain</th>
<th>Anger</th>
<th>Other</th>
<th>Tired</th>
<th>Hungry</th>
<th>Lonely</th>
<th>Social pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients reporting triggers (first 12 weeks), n (%)</td>
<td>3 (38)</td>
<td>3 (38)</td>
<td>5 (63)</td>
<td>5 (63)</td>
<td>2 (25)</td>
<td>6 (75)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Patients reporting triggers (second 12 weeks), n (%)</td>
<td>1 (13)</td>
<td>0 (0)</td>
<td>1 (13)</td>
<td>2 (25)</td>
<td>0 (0)</td>
<td>1 (13)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aEach reSET-O check-in featured craving assessment and triggers that induced cravings to use drugs: pain, anger, fatigue, hunger, isolation, and social pressure.

### reSET-O Patient Feedback

After the first 12 weeks, 73% (11/15) of participants had accessed reSET-O, with an average lesson completion of 15.7 lessons, ranging from 0 to 36 completed lessons. The rewards earned during this time averaged US $50, ranging from US $5 to US $120. Approximately 33% (5/15) of participants engaged with reSET-O throughout the 24 weeks of the trial. Among these participants, there was an average lesson completion of 15.2 lessons, ranging from 0 to 37 completed lessons, and an average of US $49 rewards earned, ranging from US $0 to US $85.

It should be noted that individuals who completed all 24 weeks of the study completed, on average, 6.2 lessons per week and repeated modules. Those who dropped out before 12 weeks completed an average of 2.5 lessons per week.
Likeability scores, as assessed by the IAFF, are shown in Figure 5. The IAFF comprises 7 categories, including likeability, which was assessed using a Likert scale ranging from 0 to 9. Anchors were generated based on the prompt. For example, for the likeability category, a score of 0 indicated I do not like it at all, and a score of 9 indicated I like it a lot. With regard to likeability, after 4 weeks of reSET-O use, the average scores ranged between 6 and 8 out of a maximum possible score of 9 across all categories. The overall trend of scores appeared to drop slightly by the end of the 24 weeks, with an average range of 4.9 to 7.1 across all categories (Figure 5).

Qualitative feedback indicated overall reSET-O feasibility and acceptability by participants, as well as suggestions for improvement. The first identified theme was motivation and attitude regarding treatment delivery (eg, delivery similar to a provider appointment). Participant 3 illuminated this theme stating the following:

*I also like that the app [reSET-O®] is more personal, I feel like I can be open and honest because it’s a person but not a person. I feel like I can say things or endorse things in the app [reSET-O®] that I normally wouldn’t say or want to talk about in a group setting* [participant 3, male, 45 years]

The second identified theme was relevancy (eg, content relevant to personal use or life). Participant 9 expressed the following:

*time management and anxiety. I think there was one on depression and anxiety stuff like that, relates to me* [participant 9, male, 30 years]

The third theme was app features (eg, ease of use). Participant 11 stated the following:

*the general app [reSET-O®], you know, the bones of it are good, you know. It takes you where you need to be, and it’s very easy to use.* [participant 11, male, 40 years]

The last theme was the impact on knowledge, skills, and behavior (eg, module content). Participant 8 expressed the following:

*People that actually want to stay clean, it [reSET-O®] actually gives you different information that you never knew.* [participant 8, male, 30 years]

Many participants reported liking the rewards earned, the novelty of the treatment, and its similarity to provider treatments. Some participants found the content relevant to their own situations, and most felt that reSET-O was very easy to use. Additional analyses demonstrated that, overall, reSET-O felt personal to participants with relevant content and ease of use.

Areas of improvement were also suggested by participants during the qualitative interviews. Reported problematic areas with reSET-O included varying individual relatability to any module, as noted by a participant that the modules sometimes “felt like a drag,” and a burdensomely persistent notification system if a participant did not use the app by an expected time point.

Figure 5. Average participant Intervention Acceptability Feedback Form scores. Participants were asked to rate the reSET-O in each of the 7 categories listed on the x-axis. Overall, the scores fluctuated in the range of 5 to 9 out of a maximum possible score of 9, suggesting moderately good acceptability on all dimensions. Scores appeared to diminish over time, especially during week 24.
reSET-O Provider Feedback

Provider feedback was collected on the WIAAF after 3 weeks of reSET-O use to gauge provider insights on the acceptability, appropriateness, and feasibility of reSET-O; the average score for the acceptability of reSET-O was 13.8 (SD 2.1), whereas appropriateness and feasibility were 12.5 (SD 2.5) and 15.8 (SD 0.5), respectively. Each category was assessed by 4 prompts, which were measured using a Likert scale ranging from 1 (completely disagree) to 5 (completely agree), and these scores were summed for a maximum score of 20. Although the WIAAF does not have established or validated cutoff scores for interpretation, the higher the score, the greater the acceptability, appropriateness, and feasibility. These scores suggest acceptability and feasibility in the good range but are short of the maximum.

Qualitative feedback from providers suggested that providers liked reSET-O and saw its potential as being implemented in a clinical setting. However, areas for improvement were also noted. Some providers indicated that the content and examples felt as though they were written by someone who had not experienced substance use and recovery. For example, providers expressed that some of the language used was not at an appropriate reading level and that the language used was stigmatizing. For instance, the phrase beating drug addiction was reported as pejorative, as if substance use was simply something to overcome and move on with one’s life as opposed to a chronic illness, for which “life changes and long-term commitment [were] needed to sustain recovery,” as quoted by an individual. Providers also indicated that it would be useful to have an alert option within reSET-O to alert a provider or recovery support person when a patient is in an emergency situation, in distress, or in need of support. It was also suggested that when starting a new module, a review of the last completed module should occur before beginning the new module content.

Discussion

Principal Findings

In this preliminary feasibility pilot study among patients undergoing buprenorphine treatment for OUD, reSET-O appeared generally acceptable and feasible, warranting further study. However, there was still a high rate of dropout, and the extent to which patients used the app varied. Some patients used the learning modules and appreciated the cognitive behavioral skills covered, whereas others did not engage. Opioid use was low among patients who remained in the study, although many of these patients had already achieved abstinence at the study baseline. Depression and anxiety symptoms were within the mild range of severity, with trends toward improvement. In addition, across all 24 weeks, the participant IAFF satisfaction ratings were between 5 and 9, out of a total of 9, for the seven assessed areas (interest, usefulness, new information learned, ease of understanding, satisfaction, relevance, and likeability), suggesting a good level of satisfaction. These scores decreased slightly over time for all assessed categories, which may be a reflection of the decay in enthusiasm over time. There was a high rate of dropout from the study, with 91% (10/11) of the patients who initiated reSET-O completing 12 weeks of reSET-O and 64% (7/11) completing 24 weeks. This is perhaps not surprising, given the general problem of attrition from apps, as well as the high rates of dropout from the treatment characteristics of patients with SUDs. However, this suggests that strategies are needed to improve engagement and retention in treatment with reSET-O.

One such strategy could be more integration between counseling sessions with clinical providers and the therapy modules delivered by the app. reSET-O is largely psychoeducational and didactic in nature. Future studies should invite counselors and medical providers to discuss reSET-O and the topics therein with patients to make the content more relevant and engaging. Clinicians prescribing medication routinely discuss medication adherence, side effects, and whether and how it may be helpful. Similarly, clinicians prescribing reSET-O could ask about what modules the patient has completed, troubleshoot adherence problems, and discuss how the patient is applying the therapy modules delivered by the app in their daily lives. In this way, in-person and mobile treatments can enhance one another to perhaps increase treatment retention. Some patients suggested additional praise or encouragement for reaching certain milestones, such as maintaining a certain number of favorable urines or reaching a specified length of time of sobriety, which could be further facilitated by counselors. A team approach among providers, patients, and reSET-O may better address any problems with adherence, perceived burden, and the relevance of the topics. The integration of remote therapy with in-person treatment might enhance the salience of reSET-O and reduce enthusiasm decay over time.

Second, provider feedback, although encouraging, provided some helpful suggestions on language. On the basis of the WIAAF scores, the feasibility of implementing reSET-O had the highest average score when compared with the other categories. The category with the lowest average score was appropriateness because of the content language. As noted above, some providers felt that the language appeared stigmatizing in some areas or was difficult to understand (eg, reading level). TES was created >15 years ago, and much has changed in the culture and lexicon surrounding SUDs. This presents a challenge in terms of how a digital therapeutic could be adjusted based on the patient population and setting, perhaps based on real-time feedback from local patients and providers, to provide a product that is maximally inviting and relevant. Regarding the scope of services, providers felt that emergency information might be beneficial to the patient. Mobile technology in this arena has been developed through the Addiction–Comprehensive Health Enhancement Support System [28], and perhaps, interapplication communication can broaden the scope to help more patients.

The monetary remuneration for participants was relatively low compared with traditional evidence-based CM programs [20,37]. reSET-O rewards negative USDs and module completions, with the idea that incentives will help patients participate in the therapy modules; thus, internalizing techniques of cognitive behavioral therapy can prevent ongoing drug use and address problems with cravings, mood, and relationships. Traditionally, CM has shown efficacy in rewarding individuals for appointment adherence and negative USDs alone. Moreover,
larger rewards were available in prior grant-funded studies\cite{38,39}. That reSET-O funds incentives through third-party reimbursement is an innovation that overcomes the problem of how to fund incentives and makes CM feasible in community-based practice. However, only modest reward values are possible using this approach. reSET-O, and its forerunner TES, use the prize bowl model for low-cost CM developed by Petry\cite{37}. This turns CM into a game where rewards are determined by chance; some are just verbal (eg, good job), and most rewards have low monetary value, approximately US$5, with an occasional larger reward value, which keeps the overall costs of contingencies low across treatment episodes.

**Limitations**

Limitations include that this study was an uncontrolled trial with a small sample size and a high attrition rate. This study is most useful for generating ideas for improving feasibility and acceptability; however, without a control group, it is not possible to evaluate effectiveness. Patients retained in the study were mostly abstinent over the course of the study, and mood ratings were in the mild range of severity, which is encouraging. However, it is not possible to evaluate treatment retention or patients’ individual trends in substance use and mood without a larger sample and control condition. The fact that many patients who were abstinent during the study were already abstinent at baseline suggests the importance of covarying for baseline in future trials. The sample comprised predominantly White men, reflective of the local patient population, affiliated with the one particular clinic in which the study was conducted. The providers did not systematically discuss reSET-O with the enrolled patients during clinical visits. Participants might achieve more therapeutic benefits from reSET-O if it is integrated more into in-person counseling.

**Conclusions**

Prescription digital therapeutics, such as reSET-O, have the potential to bridge a gap in MOUD, which often prevents potential providers from prescribing these life-saving medications, namely by addressing the need to deliver medication in conjunction with behavioral counseling. For providers who practice without live behavioral counseling on site and within financially stressed clinical programs, a mobile app has the potential to expand a clinic’s ability to meet the needs of populations with SUDs. Larger controlled trials are warranted to evaluate whether this intervention improves the adherence to and outcome of MOUD in community-based treatment settings such as the Hub and Spoke model of care in which this pilot study took place. Future work should examine ways that clinicians can integrate the patients’ participation in an app such as reSET-O into the counseling of their patients in an effort to improve adherence to the use of the app and maximize its impact as a clinician extender.

**Acknowledgments**

This study was funded by the National Center for Complementary and Integrative Health under grant R21-AT010118-01. Pear Therapeutics provided the app for the duration of the pilot study.

**Conflicts of Interest**

None declared.

Multimedia Appendix 1

Wiener Intervention Acceptability, Appropriateness, and Feasibility form.

[DOCXFile,17KB-formative_v6i3e33073_app1.docx]

**References**


Abbreviations

| CM:         | contingency management |
| CRA:       | Community Reinforcement Approach |
| IAFF:      | Intervention Acceptability Feedback Form |
| MOUD:      | medication for opioid use disorder |
| OTP:       | opioid treatment program |
| OUD:       | opioid use disorder |
| PTSD:      | posttraumatic stress disorder |
| SUD:       | substance use disorder |
| TES:       | Therapeutic Education System |
| TLFB:      | Timeline Follow-Back |
| WIAAF:     | Weiner Intervention Acceptability, Appropriateness, and Feasibility form |
A Physical Activity Just-in-time Adaptive Intervention Designed in Partnership With a Predominantly Black Community: Virtual, Community-Based Participatory Design Approach

Maria Cielito Robles1, BS; Mark W Newman2, PhD; Aalap Doshi3, MSc; Sarah Bailey4, MS; Linde Huang3, BS; Soo Ji Choi5, BFA; Chris Kurien2, MS; Beza Merid5, PhD; Joan Cowdery6, PhD; Jessica R Golbus5, MS, MD; Christopher Huang3, BA; Michael P Dorsch7, MS, PharmD; Brahmajee Nallamothu5, MPH, MD; Lesli E Skolarus1, MS, MD

1Department of Neurology, University of Michigan, Ann Arbor, MI, United States
2School of Information, University of Michigan, Ann Arbor, MI, United States
3Michigan Institute for Clinical & Health Research, University of Michigan, Ann Arbor, MI, United States
4Bridges into the Future, Flint, MI, United States
5Department of Internal Medicine, University of Michigan, Ann Arbor, MI, United States
6School of Health Promotion and Human Performance, Eastern Michigan University, Ypsilanti, MI, United States
7College of Pharmacy, University of Michigan, Ann Arbor, MI, United States

Corresponding Author:
Lesli E Skolarus, MS, MD
Department of Neurology
University of Michigan
1500 East Medical Center Drive
Ann Arbor, MI, 48109
United States
Phone: 1 7349369075
Email: lerusche@umich.edu

Abstract

Background: Black people are disproportionally impacted by hypertension. New approaches for encouraging healthy lifestyles are needed to reduce hypertension and promote health equity in Black communities.

Objective: In this report, we describe the early-stage, virtual design of a just-in-time adaptive intervention (JITAI) to increase physical activity in partnership with members of a low-income, predominantly Black community.

Methods: The hallmark of JITAIs is highly contextualized mobile app push notifications. Thus, understanding participants' context and determinants of physical activity are critical. During the height of the COVID-19 pandemic, we conducted virtual discovery interviews and analysis guided by the Behavior Change Wheel (which focuses on participants' capacity, opportunity, and motivation to engage in physical activity), as well as empathy mapping. We then formed a community-academic participatory design team that partnered in the design sprint, storyboarding, and paper prototyping.

Results: For this study, 5 community members participated in the discovery interviews, 12 stakeholders participated in the empathy mapping, 3 community members represented the community on the design team, and 10 community members provided storyboard or paper prototyping feedback. Only one community member had used videoconferencing prior to partnering with the academic team, and none had design experience. A set of 5 community-academic partner design principles were created: (1) keep users front and center, (2) tailor to the individual, (3) draw on existing motivation, (4) make physical activity feel approachable, and (5) make data collection transparent yet unobtrusive. To address community-specific barriers, the community-academic design team decided that mobile app push notifications will be tailored to participants' baseline mobility level and community resources (eg, local parks and events). Push notifications will also be tailored based on the day (weekday versus weekend), time of day, and weather. Motivation will be enhanced via adaptive goal setting with supportive feedback and social support via community-generated notifications.

Conclusions: We completed early-stage virtual design of a JITAI in partnership with community participants and a community design team with limited design and videoconferencing experience. We found that designing JITAIs with the community enables these interventions to address community-specific needs, which may lead to a more meaningful impact on users' health.
Introduction

Hypertension is the most important modifiable risk factor for cardiovascular disease, the leading cause of mortality in the United States [1,2]. Black Americans have the highest prevalence of hypertension of any racial/ethnic group in the United States, contributing to their disproportionately high burden of cardiovascular disease [3]. Lifestyle modifications, such as increasing physical activity, play an essential role in hypertension management [4,5]. However, about half of Americans do not meet the American Heart Association recommendation of 150 minutes/week of moderate-intensity physical activity [6], and Black Americans engage in less physical activity than White Americans [6-9]. To improve health equity, new approaches to promote healthy lifestyles are needed.

One approach may be just-in-time adaptive interventions (JITAs, pronounced as “jedis”) [10-12]. This novel approach incorporates real-time data streams from wearable devices (eg, Apple Watch, Fitbit) to generate tailored notifications delivered at moments when there is a higher likelihood of their successful adoption. Not surprisingly, JITAs introduce several design considerations, including the timing, frequency, modality, and presentation of intervention support, along with an understanding of the impact of behavior change strategies such as “provide feedback on performance” and “prompt specific goal setting” [13]. In the myBPmyLife project, as part of the Wearables In Reducing risk and Enhancing Daily Lifestyle (WIREDB-L) center, we are designing and adapting a JITAI to increase physical activity and reduce blood pressure that will then be tested in a randomized controlled trial [11].

The myBPmyLife JITAI is based on a JITAI designed and tested among a predominantly White population [11]. To ensure that JITAI design is inclusive of a low-income, predominantly Black community, we undertook a community-based participatory design approach [14,15]. This paper describes our virtual, early-stage, community participatory approach, as necessitated by the COVID-19 pandemic, grounded in health behavior theory, to adapt a physical activity JITAI to be community-inclusive.

Methods

Community-Based Participatory Design Approach

Flint, Michigan, has a population of 95,358 people: 54% are Black people, and 12% of adults have a bachelor’s degree or higher [16]. About 40% of Flint residents self-report hypertension [17]. Furthermore, Flint is recovering from a lead crisis, which may be associated with the development of hypertension [18,19]. Our work in Flint is based on an established community-academic partnership focused on addressing racial disparities in cardiovascular disease, which has been in place for over a decade [20]. The principal community-partner organization is Bridges into the Future, a grassroots community organization dedicated to the health and well-being of the Flint community. The principal academic partner organization is the University of Michigan-Ann Arbor, with support from the University of Michigan-Flint. Before starting the design phase, the myBPmyLife project underwent review and received approval from the Flint Community Ethics Review Board (HUM00181363) [21]. Bridges into the Future led recruitment for discovery interviews and empathy mapping. This involved identifying possible participants with a smartphone or computer access, a willingness to use videoconferencing, and initial interest. Contact information was then provided to the academic team, who obtained consent and delivered videoconferencing training. The community design team was composed of the director of Bridges into the Future (SB) as well as 2 other community members recruited by Bridges into the Future to provide a wider view of the community. The director of Bridges into the Future (SB) and one of the academic partners (LES) led the community advisory board, which consists of representatives from the Flint medical community, including Hamilton Health Center, the largest Federally Qualified Health Center in Flint, and the community-based organization partners. The community partners and community advisory board will continue to partner in designing the app and trial and will lead community dissemination of the results.

Design Process Overview and Formation of Community Design Team

Our early-stage design consisted of five components: (1) discovery interviews, (2) empathy mapping, (3) design sprint, (4) storyboarding, and (5) paper prototyping (Figure 1). Only one of the community participants had used videoconferencing prior to the discovery interviews or empathy mapping. After completion of empathy mapping, the academic and community partners determined that technology was a barrier to creativity and innovation. Thus, we formed a community participatory design team, whose members underwent more intensive training on the use of Zoom, a videoconferencing platform, and intensive training with Miro, a virtual collaborative whiteboard platform. Miro and Zoom were selected based on their ease of use and compatibility with phones. We then moved to design sprints, storyboarding, and paper prototyping. The community design team consisted of three Black women aged 32-72 years who provided near real-time, longitudinal feedback.
Discovery Interviews
We conducted virtual semistructured interviews with Flint adults with hypertension from July to August 2020. The community partners identified individuals interested in the study. The academic team then consented eligible participants and conducted an individualized training session on using the Health Insurance Portability and Accountability Act–approved videoconferencing service Zoom. Our interview guide was based on the Capability, Opportunity, and Motivation (COM-B) model. The Behavior Change Wheel (BCW), which synthesizes 19 established frameworks of behavior change, posits that for individuals’ behaviors to change, they must have the capability, opportunity, and motivation to enact the behavior. The findings from the COM-B–guided interviews were then mapped to the BCW framework to identify candidate behavior change strategies. We also queried participants about smartphone and wearable device usage. All interviews were conducted via Zoom by a primary interviewer and were recorded and transcribed. For analysis, we used a direct content analysis with coding into the COM-B framework [22].

Empathy Mapping
A collaborative 3-hour empathy mapping session was held with academic partners, designers, and community members who participated in the discovery interviews to contextualize the discovery interviews and gain a collective understanding of end user needs. Empathy mapping allows researchers and designers to hear and understand the end user’s struggles and frustrations firsthand and in their own words [23]. Before the session, participants were assigned two transcripts to review, each from the discovery interviews. During the videoconferencing session, participants were asked a series of questions and were instructed to reflect on their perceptions and understanding of the reviewed transcripts. The questions included the following:

1. What does the interview participant think and feel?
2. What does the interview participant see?
3. What does the interview participant hear?
4. What does the interview participant do?
5. What does the interview participant say?

These data were added to the qualitative coding results to enable a deeper understanding of the data.

Design Sprint
Design sprints are typically conducted in person to move from empathy generation to the intervention design phase [24]. The design sprint aimed to generate as many diverse and creative ideas as possible for a physical activity intervention in the Flint community. Unlike traditional in-person design sprints, we used videoconferencing with Zoom and Miro. Before the first session, a 60- to 90-minute individual training session was conducted with community participants, often with in-home support from a family member or friend on using Zoom and Miro. Facilitators provided additional real-time tech support during the design sessions. Despite these efforts, real-time workarounds, including email and text, were still needed during the design sprint.

The first day of the design sprint was dedicated to the following:
1. Identifying the primary challenges to physical activity
2. Developing problem-solving statements
After a short icebreaker, talks were delivered by a digital technology expert (on mobile technology), a physical activity behavior change expert, a research assistant (on the process of data collection), and a leader from the Flint community. Participants were then asked to create “How Might We” statements to launch brainstorming sessions.

The second day was focused on brainstorming and discussing mobile app features that would address the identified challenges. It began with a Lightning Demos activity [24]. Lightning Demos are a preliminary design exercise by which individuals identify and present 2-3 product and service inspirations prior to concept sketching. For the concept sketching portion of the design sprint, we elected to use three exercises: (1) Notes, (2) Ideas, and (3) Crazy Eights. For exercise 1 (Notes), the primary goal was to...
note concepts and problems we previously discussed and established. During exercise 2 (Ideas), participants were given 15 minutes to elaborate on the ideas. Participants were encouraged to creatively doodle, write sample text headlines, and sketch diagrams, cartoons, and stick figures. The messaging provided was “the crazier the idea, the better!” For the final portion of the brainstorming activity, we used the Crazy Eights exercise, asking participants to create 8 distinct ideas in 8 minutes [24]. Participants then synthesized their ideas into one final concept, which they shared with the group. We discussed the concepts as a group and then voted on the ones we thought would form the core intervention. Following the design sprint, the design team categorized all sketches and notes using Evernote, a digital note organizing tool.

**Storyboarding and Paper Prototyping**

The design team used the information generated during the sprint to create storyboards. These storyboards were presented iteratively to our community design team and then during 4 videoconferencing feedback sessions with Flint community members. Community participant identification, recruitment, and videoconferencing training mirrored that of the discovery interviews. During each session, community design team members were shown the 4 storyboards sequentially. Participants were asked for their reactions—specifically, which parts of the storyboard resonated for them and which elements warranted change or were missing. Design team members were present for all sessions, which were conducted virtually and recorded. After each storyboard was discussed, participants were asked to rank them based on the likelihood of use. The highest-rated storyboards guided the design and development of the paper prototypes. A critical insight from storyboard feedback was the importance of social interaction, which we then represented in different forms through paper prototypes of the JITAI. Feedback on the paper prototypes was gathered over videoconferencing iteratively from the community design team and then from 6 community participants.

**Results**

Our findings are categorized into two main domains: (1) user needs discovery and (2) design.

**User Needs Discovery**

We conducted 5 discovery interviews and 14 stakeholders (7 academic partners, 5 community members, 2 design team members) participated in an empathy mapping session to further contextualize these findings. Guided by the direct content coding using the COM-B framework and enhanced by empathy mapping, we identified unique community physical activity determinants. Physical capability, often due to more chronic physical impairments, was a barrier to physical activity, as was physical opportunity (eg, access to places for older adults to exercise, gym membership costs, and personal safety). Participants reported a desire to exercise more (reflective motivation). On the other hand, automatic motivation (ie, impulses) was a challenge, with community members lamenting how challenging it can be to adhere to a physical activity plan and feeling discouraged by their failure to adhere. These findings were then linked to the BCW to identify behavior change strategies to address the identified barriers and enhance facilitators (Table 1).
Table 1. Results from discovery interviews and empathy mapping mapped to behavior change techniques through the Behavior Change Wheel.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Exemplar quotes</th>
<th>Selected intervention functions</th>
<th>Behavior change technique</th>
</tr>
</thead>
</table>
| Physical capability          | • It limits me, very much so, because sometimes I have to walk with a cane with these issues. There's been time when I've fallen, and because I haven't had any physical therapy, I've not been able to get out and do things, my body sort of feels tightened and locked up. [Participant 6]  
• I can't run, I can still walk. My knees are not good like they used to be. [Participant 1] | Training  
• Enablement                                                                 | Instruction on how to perform a behavior (level of physical activity); graded tasks  
• Action planning; social support                                               |
| Psychological capability     | • I think you should at least spend 40 minutes to an hour every day, doing something. Every day. Even if you have small things around the house, or like a 10-minute exercise, just something, some type of physical activity every day, I think, is a must. [Participant 4] | Enablement                                                                 | Social support                                                                |
| Social opportunity           | • Not a lot of physical activity unless we're cleaning the house or something like that because everyone will work in the yard in our household but not a lot. [Participant 2]  
• My daughter wanted to take me [to the track] but she doesn't go too much herself. [Participant 3] | Enablement                                                                 | Social support                                                                |
| Physical opportunity         | • The neighborhood has parks but I don't see anything for seniors. The only things would be the old forest park where you could walk around the park. Other than the rest of the park is surrounded by kids or teenagers. They got basketball courts and play structures for the toddlers but they don't have tracks for the seniors so it's not senior friendly in the neighborhood I live in. [Participant 1]  
• I would love to be able to have a gym membership. But there's only a certain amount of income—I'm on a fixed income. If I was able to afford it, I certainly would love to be able to...But everything is so expensive, it's difficult. [Participant 6] | Environmental restructuring  
• Enablement                                                                 | Prompts/cues; restructure physical environment (or make aware of options)  
• Goal setting                                                                 |
| Reflective motivation        | • I believe that it is very important. For one, if you get older, things kind of lock up. You want to keep those things loose. [Participant 4] | Persuasion                                                                 | Credible source                                                               |
| Automatic motivation         | • It was easy for me then because I was slim but then I got my stroke and my balance and I couldn't do things and I was sitting home all the time and gained 100 pounds ever since and have struggled ever since. [Participant 3]  
• I had a good regimen going and I was doing really good. Then I had to go to the nursing home and hospice more. Then my son went to the rehab center. I wore myself down to the point where it was easier to come home, sit in the couch, and watch NBC and just be snacking. [Participant 2] | Persuasion  
• Incentivization                                                                  | Credible source  
• Audit and feedback  
• Prompts/cues  
• Goal setting, self-talk                                                          |

Participants primarily used their smartphones for email and text messages, followed by scheduling, receiving news and weather information, taking and storing photos, and using social media (eg, Facebook). None of the participants reported using wearable technology.

**Design**

The design sprint was facilitated by two members of the design team and attended by 8 academic team members, 2 design team members, and the 3 community design team members. The design exercises yielded approximately 100 app features. Each feature was analyzed as an artifact and tagged into a categorical theme by the design team. Overall, 204 total tags were categorized into 55 themes. The most common tags were motivation (n=22), options (n=13), personalization (n=13), social connection (n=13), and social motivation (n=13). Five design principles emerged from the design sprint and these guided the remainder of the design process (Textbox 1).
Based on our user needs discovery and design sprint results, we focused on motivation. Motivational strategies including gamification, social interaction, education, and emotional support were incorporated into storyboards. Overall, the idea of social interaction as part of their physical activity journey most resonated with the community design team and community participants. The concept of social interaction was then broken down into 3 main concepts for paper prototypes. The first prototype was a 1:1 interaction with an accountability buddy. The second prototype focused on developing teams of people who would challenge each other. The final prototype was community-focused and included participant-facing community statistics and community-gathered suggestions. There were mixed opinions on the “accountability buddy” feature, with one participant asking “what if you don’t have anybody?” Two participants noted it might be challenging to create a group of people who have similar availabilities. Lastly, participants viewed the community-focused feature positively, although there was concern about the interpretation of statistics. All were in favor of community-gathered suggestions.

**Design Implications**

Tailored notifications are the foundation of JITAIs. Our first major design decision was to tailor push notifications to participants’ respective communities (Table 2). Second, we identified wide variation in physical capability, necessitating tailoring to a participant’s functional capacity. For example, participants with joint pain will be encouraged to engage in shorter, more frequent bursts of physical activity. One behavior change technique to increase automatic motivation is prompts/cues. However, the prompts/cues must be contextualized and, as such, we will tailor push notifications based on day (weekday versus weekend), time of day, and weather. We will enhance reflective and automatic motivation as well as social opportunity and psychological capability by creating a bank of community-generated push notifications to promote social support and app engagement. Community-generated notifications will infuse community voices into the intervention, leading to enhanced authenticity and relatability. Finally, we will acknowledge and support participants when they do not meet their goals through support and adaptive goal setting of steps [25]. Participants will be assigned a weekly task to review their progress over the previous 7 days and select a daily step goal for the upcoming week. The system will automatically suggest a step goal and allow the user to modify the proposed goal within a specified range before accepting it. The notifications will be celebrative when participants reach their goals and support them when they do not reach their goals [26]. During the trial, all participants will be given a wearable. To assess engagement with the push notifications, we will assess the change in step count in the 60 minutes following the push notification. In the intervention, participants will receive daily messages across 4 time periods.

<table>
<thead>
<tr>
<th>Overall findings from community design</th>
<th>Just-in-time adaptive intervention design implications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical opportunity is a barrier</td>
<td>Tailor push notifications based on enrollment community</td>
</tr>
<tr>
<td>Expanding definition of physical activity (eg, household chores, walking up/down stairs)</td>
<td>Include expanded definition in materials and notifications</td>
</tr>
<tr>
<td>Limited physical capability/mobility (eg, pain or multiple comorbidities)</td>
<td>Tailor push notifications to participants’ functional capacity</td>
</tr>
<tr>
<td>Social support (ie, strong familial and community ties) is a facilitator of physical activity</td>
<td>Community-generated supportive push notifications</td>
</tr>
<tr>
<td>High reflective motivation (want to exercise more, but it is hard)</td>
<td>Community-generated supportive push notifications</td>
</tr>
<tr>
<td>Automatic motivation is a barrier to physical activity</td>
<td>Contextual tailoring of push notifications based on time, weather, and step count; weekly adaptive step goals; audit and feedback of steps (daily, weekly, monthly)</td>
</tr>
</tbody>
</table>

**Discussion**

Partnering with community members who had limited experience with videoconferencing, we completed virtual ideation, design sprint, and early prototyping. Virtual community-based participatory design was facilitated by the creation of a community design team. Our findings highlight that communities have unique needs. Designs that focus on addressing these community-specific barriers and facilitators may increase the efficacy of the JITAIs and ultimately reduce cardiovascular disease disparities.
We initially planned to include the voices of many community stakeholders to understand the breadth of the community experience and capture community innovation. However, the COVID-19 pandemic posed recruitment challenges, as many of our pre-pandemic recruitment strategies were predicated on in-person interactions with community partners, and there were technological challenges given the lack of videoconferencing experience among nearly all of our participants. After conducting ideation activities over Zoom, we realized that technology was a barrier to creativity. Thus, we created a 2-stage approach to the early design. We initially obtained iterative, near real-time feedback from the community design team, made adaptations, and then shared later prototypes with community users. We found that this 2-stage approach engendered feelings of responsibility among the community design team, increased trust between the community and design team, and optimized the time spent with community participants.

Our community-based participatory design process had several limitations. Our community design team did not include any men, and men were underrepresented among our community participants more generally. Although a community-based participatory research approach to recruitment was successful, other best practices for recruitment, such as face-to-face interaction, were unable to be initiated due to the COVID-19 pandemic [27-29]. Future studies should use strategies that promote the recruitment of men, such as prioritization of men by the study team, including men as part of the recruitment team, and expanding community partners. Of note, a health emergency prohibited our lead male community partner from participating, although women predominantly lead community-based organizations in Flint. Second, we conducted this early phase design during the COVID-19 pandemic. Pandemic stress may have influenced the study findings, although discovery interviews were framed to prompt participants to consider themselves pre-pandemic. In addition, given the dependence on videoconferencing during the pandemic, community members may be more facile at using this technology now.

We found it was feasible to conduct a virtual, early-stage, community-based participatory design process with participants with limited videoconferencing experience. Initial design prototypes are currently being developed in tandem with a community-generated push notifications bank. Feedback sessions with the community design team and community members will assess our designs in preparation for clinical trial enrollment.
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Abstract

Background: Continuous heart rate monitoring via mobile health technologies based on photoplethysmography (PPG) has great potential for the early detection of sustained cardiac arrhythmias such as atrial fibrillation. However, PPG measurements are impaired by motion artifacts.

Objective: The aim of this investigation was to evaluate the analyzability of smartwatch-derived PPG data during everyday life and to determine the relationship between the analyzability of the data and the activity level of the participant.

Methods: A total of 41 (19 female and 22 male) adults in good cardiovascular health (aged 19-79 years) continuously wore a smartwatch equipped with a PPG sensor and a 3D accelerometer (Cardio Watch 287, Corsano Health BV) for a period of 24 hours that represented their individual daily routine. For each participant, smartwatch data were analyzed on a 1-minute basis by an algorithm designed for heart rhythm analysis (Preventicus Heartbeats, Preventicus GmbH). As outcomes, the percentage of analyzable data (PAD) and the mean acceleration (ACC) were calculated. To map changes of the ACC and PAD over the course of one day, the 24-hour period was divided into 8 subintervals comprising 3 hours each.

Results: Univariate analysis of variance showed a large effect ($\eta_p^2 > 0.6; P<.001$) of time interval (phase) on the ACC and PAD. The PAD ranged between 34% and 100%, with an average of 71.5% for the whole day, which is equivalent to a period of 17.2 hours. Between midnight and 6 AM, the mean values were the highest for the PAD (>94%) and the lowest for the ACC ($<6 \times 10^{-3}$ m/s$^2$). Regardless of the time of the day, the correlation between the PAD and ACC was strong ($r=-0.64$). A linear regression analysis for the averaged data resulted in an almost perfect coefficient of determination ($r^2=0.99$).

Conclusions: This study showed a large relationship between the activity level and the analyzability of smartwatch-derived PPG data. Given the high yield of analyzable data during the nighttime, continuous arrhythmia screening seems particularly effective during sleep phases.
Introduction

Background

Stroke is a leading cause of mortality and disability resulting in considerable economic costs of treatment and poststroke care [1]. With 5.5 million deaths in 2016, stroke was recognized as the second leading cause of death globally, after ischemic heart disease [1]. In the European Union, the number of people living with stroke is estimated to increase by 27% between 2017 and 2047, mostly due to population aging and improved survival rates [2]. Nevertheless, the constantly increasing burden of stroke also implies inadequate implementation or effectiveness of primary prevention strategies [1]. There is no doubt that besides targeting behavioral risk factors, effective screening for conditions that raise stroke risk, such as hypertension, diabetes mellitus, and atrial fibrillation (AF), is essential [1]. In that respect, particular attention must be paid to AF since it represents one of the main causes of stroke [3] and the most common sustained cardiac arrhythmia in adults, affecting between 2% and 4% of the general population [4]. Due to its paroxysmal and often asymptomatic (silent AF) clinical presentation, AF often remains undetected and is frequently only diagnosed upon a suffered stroke [5]. According to the guidelines of the European Society of Cardiology (ESC), 24- to 72-hour electrocardiography (ECG) is the standard of care to detect AF [4]. However, this is usually prescribed only when the patient is already experiencing symptoms (eg, palpitations, exertional shortness of breath, and chest pain), which is a strong indicator that the disease has already progressed to an increased severity (persistent, long-standing persistent, or permanent AF). In addition, the diagnostic yield of standard ECG monitoring is limited in the case of paroxysmal AF since prolonged (>7 days) observation periods are required [5]. Additionally, long-term monitoring using an insertable cardiac monitor is superior to traditional follow-up methods in detecting AF [6]. Thus, in patients over 65 years of age, routine self-monitoring of one’s pulse is a class I recommendation in the ESC guidelines for raising the suspicion of AF [4].

Previous Work

Mobile health (mHealth) technologies enabling patient-initiated short-term or continuous long-term pulse recordings are thought to have extraordinary potential to improve the care and management of AF and may yield a practical option to determine AF burden [4,7,8]. In principle, the currently available mHealth devices for AF screening can be divided into the following types: smartphones, smart bands or smartwatches, earlobe sensors, and handheld ECG devices [7]. Aside from handheld ECG devices, all of these devices are based on photoplethysmography (PPG), which is an optical measurement technique for the detection of blood volume changes in the microvasculature [9]. PPG sensors are applied on the surface of the skin, where a light source illuminates the tissue that in turn scatters and partially absorbs the emitted light [10]. A photosensitive diode is used to measure variations in scattered light intensity attributed to cardiac synchronous changes in the blood volume with each heartbeat, resulting in the typical pulsatile component of the PPG waveform [9,10].

The evaluation of the diagnostic performance of various mHealth devices for AF detection revealed the highest sensitivity (95% to 98%) and specificity (95% to 99.6%) for smartphones and their associated applications [7]. Accordingly, both the Preventicus Heartbeats algorithm (PHA, Preventicus GmbH), which is a certified medical device (class IIa, CE marked), as well as the competing product FibriCheck (Qompium NV), showed excellent performance for smartphone recordings [11-14]. However, the diagnostic accuracy of smart bands and smartwatches was highly variable between studies and strongly dependent on the test conditions [7]. This is because PPG measurements are vulnerable to artifacts caused by contact pressure, skin tone, user movement, or bright ambient light [7,9,15]. In addition, the signal can also be affected by physiologic variations such as vasoconstriction, coughing, a deep gasp, or a yawn [10]. Hence, the best data quality is to be expected when subjects are sleeping or sitting still [7]. For 1-minute measurements using wrist-worn devices in a controlled laboratory setting (relaxed sitting position with both arms resting on a firm surface), both algorithms (PHA and FibriCheck) demonstrated sensitivity and specificity comparable to smartphone analyses [16,17].

This Study

Against this background, the question arises whether PPG-based smartwatch measurements provide a sufficient data basis for noninvasive continuous AF screening. The PHA performs an automatic signal quality check before rhythm analysis and outputs the percentage of exploitable minutes [11]. Based on this, the present study aimed to evaluate the analyzability of smartwatch-derived PPG data generated by the PHA during everyday life and to determine the relationship between analyzability and activity level in adults who are in good cardiovascular health. Furthermore, this study aims to determine when it is worthwhile to screen for AF, which will help to save data and increase the life of the device battery.

Methods

Participants and Procedures

A total of 41 (19 female and 22 male) adults with an average age of 43.2 (SD 15.8; range 19-79) years volunteered to participate in this investigation. Excluded from the study were shift workers, those who were unable or unwilling to give informed consent, and patients already diagnosed with a cardiovascular disease, especially heart rhythm disorders (eg, AF or ectopic beats). Each participant was asked to continuously wear a smartwatch for a period of at least 24 hours while following their individual daily routine. Thus, the measurements comprised the whole span of everyday life situations ranging from nonphysical activities, like sleeping or office work, to physically demanding activities, such as sports.

Ethics Approval

The study was conducted according to the Declaration of Helsinki. Informed consent was obtained after verbal and written explanation of the experimental design. This investigation provided the technical preparation for our Clinical Trial “Determine AF Burden with PPG Trial,” which was approved...
Data Acquisition and Processing

The PPG and mean acceleration (ACC) signal during everyday life were measured at the wrist using a smartwatch (Cardio Watch 287, Corsano Health BV). In total, 3 watches of the same type were used for data collection. Besides a 3D accelerometer (sensor range ±16 g), the device was equipped with a single channel PPG sensor module. A total of 2 green light-emitting diodes (LEDs; peak wavelength of 525 nm and maximum current of 30 mA) served as light sources for the sensor (Figure 1). The smartwatch measured PPG and accelerometric data with a sampling rate of 25 Hz.

![Figure 1. The smartwatch used for measuring photoplethysmographic (PPG) and accelerometric data. (A) A photograph of the front side of the wearable used in the study (Cardio Watch 287, Corsano Health BV). (B) The back side of the device indicating the exact position of the light-emitting diode (LED), the PPG sensor, and the charging contacts.](image-url)

Data transfer and storage was performed via a wireless connection (Bluetooth Low Energy, version 5.0) to a paired and preconfigured smartphone (Galaxy A40, Samsung Electronics Co Ltd) with the Android 10 operating system (Google LLC) that was running a data acquisition application provided by MMT. To avoid data loss, the internal memory (8 MB) of the Corsano smartwatch enabled data buffering for a period of about 24 hours. The PPG and ACC signal were automatically saved as JSON files on the smartphone and manually transferred to a desktop PC after the participant completed the measurement period. The raw data were further processed in MATLAB R2016a (MathWorks Inc). First, all data sets were manually inspected for completeness or potential data gaps. Since the smartwatch did not have an algorithm capable of automatically detecting when the watch was not worn, these phases were eliminated afterwards using custom-written programs in MATLAB. These periods were easy to identify as they appeared as Gaussian white noise in the raw data. Data sets containing more than 10% (2.4 hours) of erroneous data were excluded from the analysis. For each participant, a period of 24 hours was analyzed on a one-minute basis using the PHA. Consequently, a maximum of 1440 minutes (data points) was analyzed for each participant. To map changes over the course of a day, the 24-hour period of a day was divided into 8 equal subintervals (P1 to P8) of 3 hours or 180 minutes. The phases should divide the 24-hour day as sensibly as possible, thus resulting in the following phases: P1 (midnight to 3 AM; sleeping phase), P2 (3 AM to 6 AM; sleeping phase), P3 (6 AM to 9 AM; wake-up phase), P4 (9 AM to noon; working phase), P5 (noon to 3 PM; working phase), P6 (3 PM to 6 PM; working phase), P7 (6 PM to 9 PM; coming to rest phase), and P8 (9 PM to midnight; going to sleep phase). We have assumed that most people tend to behave roughly according to these time windows. Furthermore, on the one hand, one needs a division that is sufficiently large to be suitable for statistical tests. On the other hand, this division should not be too fine because otherwise, one obtains error probabilities that are too small with the Bonferroni correction for multiple testing. For this purpose, a compromise had to be found.

Outcomes

The percentage of analyzable data (PAD) described the ratio between the number of measured PPG minutes and the number of exploitable minutes for the PHA. Exploitable minutes are determined by using the signal-to-noise ratio and the ACC data. For example, data sections disturbed by movement can be detected and marked. If the ratio of disturbed data sections to data sections with sufficient quality is more than 10%, then the
entire minute is nonexploitable. A minute must therefore contain no more than 6 seconds of disturbed data for it to be exploitable [11]. The activity level of the participant (represented by the ACC) was estimated using the triaxial acceleration. For each time increment, the magnitude of acceleration change was calculated using the Euclidean norm (ie, the square root of the sum of squares) (Figure 2). Finally, the standard deviation of this was calculated for each period (P1 to P8) and expressed as the ACC.

Figure 2. A visualization of the method for quantifying the activity level (represented by the ACC) of a participant. The length of the vector between 2 successive triaxial acceleration values (green arrow) was calculated using the Euclidean norm. ACC: mean acceleration.

Statistical Analysis

Statistical analyses were performed using SPSS, version 23 (IBM Corp). Results are presented as means with SD and 95% CI. Sex comparisons were verified with Student t tests for unpaired samples. Where appropriate, effect sizes were calculated as standardized mean differences (d) with values >0.2, >0.5, and >0.8, indicating small, moderate, and large effects, respectively. The effects of measurement time on activity level or percent analyzability of PPG data were verified using univariate repeated measurement analysis of variance (ANOVA). Following the findings of the sex comparisons (comparing the outcomes between males and females), the ANOVA was conducted irrespective of sex using the whole sample (N=41). Bonferroni post hoc tests were used to verify localized differences. Practical relevance was estimated using partial eta squared (η²) with values ≥0.01, ≥0.06, or ≥0.14 indicating small, moderate, or large effects, respectively [18]. Pearson product-moment correlations were calculated to examine linear associations between activity level and the analyzability of PPG data. The following criteria were adopted for interpreting the magnitude of correlations (r) between measures: <0.2, trivial; 0.2 to 0.3, small; 0.3 to 0.5, moderate; 0.5 to 0.7, large; 0.7 to 0.9, very large; and 0.9 to 1.0, almost perfect.

Results

The comparisons of means did not reveal differences between sexes (P>.10) and for the PAD (P>.30) in any of the time intervals (P1 to P8). The only effect on a moderate level (d=0.52) was found for ACC in P5. No effects (for ACC d<0.19) were found for the PAD in P1, P2, P5, and P6, as well as for ACC in P4. All remaining sex comparisons resulted in small effect sizes (0.20<d<0.45).

In principle, the temporal changes in the PAD and ACC followed a characteristic but opposite trend throughout the day (Figure 3A and B) that roughly showed a u-shaped (PAD) or inverted u-shaped (ACC) pattern, respectively. The univariate ANOVA showed a large effect (η²>0.6; P<.001) of the time interval on ACC and the PAD (Table 1). Accordingly, ACC values were significantly lower (P<.01) in P1 and P2 than in the remaining intervals (P3 to P8). This resulted in a PAD above 94% between midnight and 6 AM (P1 to P2; Table 1). In the time frame between 9 AM and 9 PM (P4 to P7), ACC values reached a plateau without significant changes (Table 1) on the highest level across the day (Figure 3A). During this period, the ACC average was approximately 37×10⁻³ m/s². In accordance with ACC, there was little change in the PAD between 9 AM and 9 PM (P4 to P7). During this phase, values for this percentage ranged between 55% and 60%, on average.
At the same time, these values represented the minimum over the span of a day. Moreover, the values of this parameter in P3 and P8 were clearly higher (73% to 80%), though not reaching the level of P1 and P2.

Interindividual variations in the PAD (SD<7%) and ACC (SD<5×10^-3 m/s²) were lowest at night (P1 to P2) and highest around midday (P3 to P4; SD [ACC] 15×10^-3 m/s² to 18×10^-3 m/s²; SD [PAD] 10% to 15%).

The PAD and ACC showed an inverse correlation in all investigated periods (Figure 4A). Except for P2 (r=-0.37), all correlations were large (P1, P4, P5, P7) or very large (P3, P6, P8). The linear regression analysis of the averaged data resulted in an almost perfect coefficient of determination (r²=0.99; Figure 4B).

The values of the PAD ranged between 34% and 100%, with an average of 71.5% for the whole day, which is equivalent to a period of 17.2 hours.

**Figure 3.** Activity level and analyzability of photoplethysmographic (PPG) data during a 24-hour period representing everyday life with respect to sex. (A) The average standard deviation of the acceleration (ACC). (B) The percentage of PPG data that could be analyzed for arrhythmia screening by the Preventicus Heartbeats algorithm. In both panels, mean values and 95% confidence intervals are symbolized by error bars. Data for males (n=22) and females (n=19) are depicted by filled or blank circles, respectively. The grey dotted lines represent the sex-independent mean.
Table 1. The average standard deviation of the acceleration and percentage of analyzable data during each phase of the day (N=41).

<table>
<thead>
<tr>
<th>Phase, mean (SD)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>η&lt;sup&gt;2&lt;/sup&gt; Bonferroni post hoc comparisons (P&lt;.01)&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC&lt;sup&gt;k&lt;/sup&gt; in 10&lt;sup&gt;−3&lt;/sup&gt; m/s&lt;sup&gt;2&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1&lt;sup&gt;c&lt;/sup&gt;</td>
<td>5.50 (4.70)</td>
<td>P1&lt;P3; P1&lt;P4; P1&lt;P5; P1&lt;P6; P1&lt;P7; P1&lt;P8; P2&lt;P3; P2&lt;P4; P2&lt;P5; P2&lt;P6; P2&lt;P7; P2&lt;P8; P3&lt;P5; P3&lt;P6; P4&lt;P8; P5&lt;P8; P6&lt;P8; P7&lt;P8; P8&lt;.001 0.61</td>
</tr>
<tr>
<td>P2&lt;sup&gt;d&lt;/sup&gt;</td>
<td>5.00 (3.70)</td>
<td></td>
</tr>
<tr>
<td>P3&lt;sup&gt;e&lt;/sup&gt;</td>
<td>25.9 (15.3)</td>
<td></td>
</tr>
<tr>
<td>P4&lt;sup&gt;f&lt;/sup&gt;</td>
<td>36.6 (17.4)</td>
<td></td>
</tr>
<tr>
<td>P5&lt;sup&gt;g&lt;/sup&gt;</td>
<td>37.1 (15.3)</td>
<td></td>
</tr>
<tr>
<td>P6&lt;sup&gt;h&lt;/sup&gt;</td>
<td>38.3 (16.0)</td>
<td></td>
</tr>
<tr>
<td>P7&lt;sup&gt;i&lt;/sup&gt;</td>
<td>34.8 (15.8)</td>
<td></td>
</tr>
<tr>
<td>P8&lt;sup&gt;j&lt;/sup&gt;</td>
<td>16.4 (10.1)</td>
<td></td>
</tr>
</tbody>
</table>

PAD<sup>l</sup> | 94.2 (6.30) | P1<P3; P1<P4; P1<P5; P1<P6; P1<P7; P1<P8; P2<P3; P2<P4; P2<P5; P2<P6; P2<P7; P2<P8; P3<P5; P3<P6; P4<P8; P5<P8; P6<P8; P7<P8; P8<.001 0.75 |
|                 | 94.3 (6.50) |                                                 |
|                 | 73.3 (14.9)  |                                                 |
|                 | 55.4 (10.7)  |                                                 |
|                 | 57.0 (9.82)  |                                                 |
|                 | 57.4 (12.0)  |                                                 |
|                 | 60.1 (11.0)  |                                                 |
|                 | 80.2 (13.2)  |                                                 |

<sup>a</sup>P value from the univariate analysis of variance.

<sup>b</sup>P<.01 for the comparison of each pair of phases.

<sup>c</sup>P1: midnight to 3 AM.

<sup>d</sup>P2: 3 AM to 6 AM.

<sup>e</sup>P3: 6 AM to 9 AM.

<sup>f</sup>P4: 9 AM to noon.

<sup>g</sup>P5: noon to 3 PM.

<sup>h</sup>P6: 3 PM to 6 PM.

<sup>i</sup>P7: 6 PM to 9 PM.

<sup>j</sup>P8: 9 PM to midnight.

<sup>k</sup>ACC: averaged standard deviation of the acceleration.

<sup>l</sup>PAD: percentage of analyzable data.

Figure 4. The relationship between activity level as expressed by the average standard deviation of the acceleration (ACC) and the analyzability of the photoplethysmographic data for arrhythmia screening generated by the Preventicus Heartbeats algorithm over 8 periods of a single day (P1-P8, compare to Figure 3). (A) Data from different time intervals are symbolized by diamonds, squares, and triangles, and Pearson product-moment correlations (r) are given for each period. (B) Mean values across all subjects for the ACC versus percentage of analyzable data (PAD) in each of the 8 periods. The dashed line represents the linear regression and the corresponding equation with the coefficient of determination (r<sup>2</sup>) is given.
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Discussion

Principal Findings

The present study demonstrates a strong relationship between activity level during a routine day and the analyzability of smartwatch-derived PPG data. In addition, a large effect of daytime on the ACC and PAD was found that was mainly based on differences between day and night.

The inverted u-shaped ACC pattern (Figure 3A) represents the rest-activity circadian rhythm of the persons investigated, which reflects the function of the circadian timing system [19]. Since people working in shifts were excluded from this study, it can be reasonably expected that all participants were sleeping and therefore hardly moving between midnight and 6 AM (P1, P2). In accordance with that, the average ACC values and the corresponding variations were minimal. By contrast, the ACC was the highest between 9 AM and 9 PM, which is equivalent to the main activity phase of the day for most people and typically comprises daily working as well as leisure activities. The comparatively high variability in the ACC data during this period can be explained by intraindividual differences in the load level and the temporal course of the everyday activities performed. Furthermore, in the 2 intervals (P3, P8), on an intermediate ACC level, differences in the times for waking up and going to bed are reflected. Since an almost perfect inverse linear relationship ($r^2=0.99$) has been found between the ACC and the PAD (Figure 4B), all aforementioned statements for ACC also apply in an inverse manner for the PAD.

In line with other studies, it can therefore be concluded that movement strongly impacts the quality of the PPG signal [9,10,15]. During ambulatory monitoring, various types of motion (eg, walking, stretching, and finger tapping) are present that can cause periodic or nonperiodic motion artifacts (MA) [20]. Besides whole-body movements, the relative movement between the PPG sensor and human skin is a potential source of MA, as well. Therefore, it is essential to tighten the wristband of the smartwatch in such a way that the device cannot shift, but keep it loose enough to avoid cutting off blood circulation. Although all participants were instructed to do so in this investigation, it cannot be ruled out that in some cases, the device was not fitted correctly. This may be a potential explanation for the occurrence of some erroneous measurements during the night as well, besides nightly physical movement like going to the bathroom.

The reduction of MA remains a major challenge in processing PPG data since they can be in the same frequency range as the heart rate signal [21]. Although various signal processing methods have been proposed, satisfactory performance in removing or reducing MA has not yet been achieved [21]. Thus, efforts have been made to improve the performance of noise reduction algorithms through adaptations in sensor design.

Nowadays, multichannel PPG measurement systems comprising multiple sensor modules with LEDs of different wavelengths or colors (ie, green, red, or infrared), constitute the standard across multiple models of current PPG-based smartwatches (eg, Polar Vantage series, Samsung Galaxy Watch3, Apple Watch Series 6, and Withings ScanWatch) [21]. Given this, the sensor module used in this study comprised of only 2 LEDs with one wavelength and one photodiode fails to comply with the current standard. Consequently, the PAD is likely significantly higher when measured with newer smartwatches. This hypothesis must be investigated in further studies.

However, the present findings identified a nocturnal time frame of 6 hours with an excellent PAD. Of the 360 minutes between midnight and 6 AM, on average, only about 20 minutes were not exploitable for the PHA, suggesting that AF screening may be particularly effective during this phase. This strategy is supported by several studies showing that AF typically occurs at night or in the early morning hours [22-25].

Limitations

Some limitations must be mentioned. Firstly, the participants were mainly recruited from occupational groups performing office work. We assume that the participants have similar activity profiles (ie, sleep during P1 and P2, wake up during P3, active during P4 to P7, go to sleep during P8). The participants did not keep a diary detailing their activities. Furthermore, no actigraphy techniques were used, either. Other occupational groups such as craftspersons or postal workers might show clearly different activity patterns during the same time of day, which might have an impact on the analyzability of PPG data. In addition, our results only apply for weekdays and not for weekends, when activity profiles most likely look different, especially among the working population. Finally, this study only involved healthy participants and excluded patients with cardiovascular diseases. Hence, the present findings cannot be generalized to the overall older adult population. The analyzability of smartwatch-derived PPG data for a population with major disorders requires further investigation.

Conclusions

This study showed a strong relationship between activity level and the analyzability of smartwatch-derived PPG data and a large effect of time of day on both parameters. That effect was mainly based on the differences between day and night. In conclusion, the present findings suggest that nocturnal AF screening may be particularly effective since the yield of analyzable data was the highest in the time interval between midnight and 6 AM. During this phase, around 94% of the PPG recordings had an appropriate signal quality for rhythm analysis, which is a crucial prerequisite for reliable screening for cardiac arrhythmias such as AF.

Conflicts of Interest

SM is employed full-time as a research developer at Preventicus GmbH, the company involved in the development of the Preventicus Heartbeats algorithm (PHA).
References


Abbreviations

ACC: mean acceleration
AF: atrial fibrillation
ANOVA: analysis of variance
ECG: electrocardiography
ESC: European Society of Cardiology
LED: light-emitting diode
MA: motion artifacts
mHealth: mobile health
MMT: Manufacture Modules Technologies SA
PAD: percentage of analyzable data
PHA: Preventicus Heartbeats algorithm
PPG: photoplethysmography

©Steve Merschel, Lars Reinhardt. Originally published in JMIR Formative Research (https://formative.jmir.org), 28.03.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
A Smartphone-Based Intervention as an Adjunct to Standard-of-Care Treatment for Schizophrenia: Randomized Controlled Trial

S Nassir Ghaemi¹, MPH, MD; Oleksandr Sverdlov², PhD; Joris van Dam¹, PhD; Timothy Campellone³, PhD; Robert Gerwien³, PhD

¹Novaris Institutes for Biomedical Research, Cambridge, MA, United States
²Novartis Pharmaceuticals Corporation, East Hanover, NJ, United States
³Pear Therapeutics, Boston, MA, United States

Corresponding Author:
S Nassir Ghaemi, MPH, MD
Novaris Institutes for Biomedical Research
220 Massachusetts Avenue
Cambridge, MA, 02139
United States
Phone: 1 857 253 8950
Email: nassir.ghaemi@tufts.edu

Abstract

Background: Antipsychotic medications have limited benefits in schizophrenia, and cognitive behavioral therapy may be beneficial as an adjunct. There may be potential for implementing mobile cognitive behavioral therapy–based treatment for schizophrenia in addition to standard antipsychotic medications.

Objective: This study aims to determine whether PEAR-004, a smartphone-based investigational digital therapeutic, improves the symptoms of an acute psychotic exacerbation of schizophrenia when it is added to standard treatments.

Methods: This was a 12-week, multicenter, randomized, sham-controlled, rater-blinded, parallel group proof-of-concept study of 112 participants with moderate acute psychotic exacerbation in schizophrenia. This study was conducted in 6 clinical trial research sites in the United States from December 2018 to September 2019. The primary outcome, change in Positive and Negative Syndrome Scale (PANSS) from baseline to week 12 or the last available visit, was analyzed using the mixed-effects regression model for repeated measures, applied to an intent-to-treat sample.

Results: The total PANSS scores slightly decreased from baseline over the study period in both groups; the treatment difference at day 85 between PEAR-004 and sham was 2.7 points, in favor of the sham (2-sided P=.09). The secondary scales found no benefit, except for transient improvement in depressive symptoms with PEAR-004. Application engagement was good, and patient and clinical investigator satisfaction was high. No safety concerns were observed. There was some evidence of study site heterogeneity for the onboarding processes and directions on PEAR-004 product use at baseline and throughout the study. However, these differences did not affect the efficacy results.

Conclusions: In the largest-to-date randomized, sham-controlled study of a digital therapeutic in schizophrenia, PEAR-004 did not demonstrate an effect on the primary outcome—total PANSS scores—when compared with a nonspecific digital sham control. The secondary and exploratory results also did not demonstrate any notable benefits, except for possible temporary improvement in depressive symptoms. This study provided many useful scientific and operational insights that can be used in the further clinical development of PEAR-004 and other investigational digital therapeutics.

Trial Registration: ClinicalTrials.gov NCT03751280; https://clinicaltrials.gov/ct2/show/NCT03751280

(JMIR Form Res 2022;6(3):e29154) doi:10.2196/29154
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Introduction

Schizophrenia is a common condition [1] treated with standard antipsychotic medications, which can help acute exacerbations of delusions or hallucinations but do not improve the long-term course of the illness. Cognitive behavioral therapy (CBT) has been shown to improve the symptoms of schizophrenia both for delusions and hallucinations (positive symptoms) and for apathy and flat affect (negative symptoms) and functional status (engagement with employment or social interactions) [2]. However, access to CBT can be difficult based on the cost and availability of psychotherapists [3].

Digital therapeutics (DTx) represents a novel treatment modality in which digital technology systems are used as evidence-based therapeutic interventions to prevent, manage, or treat a medical disorder or disease [4]. DTx products based on CBT can be delivered through smartphone apps, and they can potentially provide safe, inexpensive, easy-to-use, consistent quality, personalized treatment strategies for patients with medical needs. The potential value of DTx is magnified during the current COVID-19 pandemic, when face-to-face physician visits are problematic and self-management of long-term conditions is becoming more common. There is an increasing interest in developing DTx for mental health disorders [5,6]. However, the evidence base for the clinical effectiveness of such products is still sparse [7,8]. There are natural challenges in designing clinical trials of DTx interventions, including the choice of a control group, blinding, and potentially lower-than-expected patient engagement [9].

Several digital interventions in psychosis have recently been evaluated in randomized controlled trials (RCTs) [10-12]. The experimental treatments in these studies varied in terms of mode of delivery, features or functionalities, and theoretical framework. In addition, there were different control conditions and different degrees of involvement of health professionals. For instance, Actissist (University of Manchester) [10] was developed as a stand-alone self-management mobile app targeting five domains of early psychosis, such as auditory verbal hallucinations, paranoia, perceived criticism, socialization, and cannabis use. It was tested in a small (n=36) proof-of-concept RCT against an active control condition (ClinTouch), which was a self-reporting symptom severity mobile app. Although the study [10] showed evidence of feasibility, acceptability, safety, and indications of beneficial effects after 12 weeks of treatment with Actissist, its findings are limited owing to the small sample size and the fact that engagement with both experimental and control apps was incentivized.

Another mobile app intervention, Personalized Real-Time Intervention for Motivation Enhancement (PRIME) [11], was designed to target the motivational system of young people with recent-onset schizophrenia spectrum disorders by using social reinforcement to engage and sustain goal-directed behavior. The PRIME intervention provided a supportive web-based environment for social interaction, motivational coaching, personalized goal setting in the domains of health or wellness, social relationships, creativity, productivity, and a system to track progress in achieving personal goals. After 12 weeks of PRIME treatment, there was evidence of improvement in the experimental group of several important components of motivational behavior, depression symptoms, defeatist beliefs, and self-efficacy, compared with the waitlist control condition. Despite a relatively small sample size (a total of 43 participants) and the use of a waitlist control that did not allow for assessment of a relative effect of PRIME compared with other mobile treatment approaches, the study [11] provided important evidence of feasibility, acceptability, and potential clinical benefit of a mobile intervention in this patient population. Notably, this study was implemented fully remotely, across the United States, Canada, and Australia.

The Audio Visual Assisted Therapy Aid for Refractory auditory hallucinations (AVATAR) therapy [12] is a computer-assisted intervention designed on the principles of CBT for psychosis, with the specific aim of controlling persistent, distressing auditory verbal hallucinations. The AVATAR therapy is delivered by experienced clinicians and involves the creation of a computerized representation of the entity (Avatar), which is believed to be the source of the voice heard by the patient, and subsequent therapy sessions at which the clinician facilitates a direct dialogue between the patient and the Avatar, with the goal of having the Avatar less hostile and conceding power over the course of therapy. In the RCT [12], which was formally powered (150 patients randomized equally between the AVATAR therapy and the supportive counseling control condition), the AVATAR therapy led to significantly greater reductions in auditory hallucinations, as assessed by the Psychotic Symptoms Rating Scales Auditory Hallucinations total score, compared with the control condition after 12 weeks of treatment; however, there was no between-group difference at 24 weeks follow-up. The study [12] was conducted at a single center and involved experienced therapists, which limits the generalizability of the results to other centers or to delivery by a wider mental health workforce.

FOCUS is another software-based intervention (delivered via mobile devices) designed with input from both treatment providers and patients to optimize both usability and engagement and developed to be used in conjunction with ongoing outpatient treatment [13]. The feasibility, acceptability, and initial efficacy of FOCUS for improving symptoms and treatment engagement in patients with schizophrenia or schizoaffective disorder was established in a 1-month open-label trial [14]. In another study [15], engagement with FOCUS among patients with schizophrenia was measured during a 6-month period following psychiatric hospitalization discharge. Similar to findings from the 1-month feasibility trial, patients with schizophrenia were highly engaged over the course of 6 months (active use on 82% of the weeks during which they had access to the intervention). Taken together, these preliminary findings regarding FOCUS show the promise of prescription DTx for improving symptoms and treatment outcomes in patients with schizophrenia.

Overall, theory-based digital interventions hold promise in psychosis and schizophrenia spectrum disorders. Given the increasing availability and use of smartphones, CBT-based mobile interventions may potentially augment existing standard-of-care pharmacological treatments or target specific
domains of illness by promoting cognitive and behavioral change strategies.

PEAR-004 is being developed as a prescription digital therapeutic delivered via smartphone for schizophrenia patients who are under the care of a qualified health care professional and are on antipsychotic pharmacotherapy. It is intended to deliver multimodal evidence-based neurobehavioral mechanisms of action, which include cognitive restructuring, illness self-management training, and social skills training. If efficacious, it would demonstrate that 24×7 access to evidence-based coping skills, which when added to medications, may improve symptom management and functional outcomes.

This paper reports the results of a randomized, sham-controlled study of PEAR-004 in patients with schizophrenia.

**Methods**

**Study Design**

The study was a multicenter, randomized, sham-controlled, rater-blinded, parallel group proof-of-concept trial of participants with schizophrenia (trial registration: ClinicalTrials.gov NCT03751280). Eligible participants were equally randomized on day 1 to receive either PEAR-004 (investigational digital therapeutic) or sham (control) for a period of 12 weeks. Participants in both groups continued to receive clinician-directed standard-of-care for schizophrenia, including pharmacotherapy. The participants returned to the clinic for outpatient visits at week 4 (day 29), week 8 (day 57), and week 12 (day 85). At each visit, standard assessments, including efficacy and safety, were performed according to the assessment schedule. A final follow-up visit was performed at week 16 (day 115).

**Textbox 1.** Inclusion and exclusion criteria.

**Inclusion criteria**

- Signed informed consent obtained before participation in the study
- Healthy men and women aged 18 to 65 years, inclusive, and in good health as determined by medical history, physical examination, and vital signs at screening
- Structured Clinical Interview for DSM-5–based Diagnostic and Statistical Manual of Mental Disorders, 5th edition (DSM-5) diagnosis of schizophrenia and a total Positive and Negative Syndrome Scale score ≥60.
- Proficient in English at the 5th grade reading level or higher, in the judgment of the investigator
- Capable of using a mobile device (compatible with PEAR-004) and using common apps, in the judgment of the investigator

**Exclusion criteria**

- Major change in primary antipsychotic medication in the prior 4 weeks before screening
- Planning to move out of the geographic area within 3 months
- Unable to use English to participate in the consent process, the interventions, or assessments
- Inability to comply with study procedures owing to severe medical conditions or otherwise
- Meet the DSM-5 diagnosis for a current episode of major depression, mania, or hypomania in the past month
- Meet the DSM-5 diagnosis for a current moderate or severe alcohol or cannabis use disorder in the past 2 months
- Meet the DSM-5 diagnosis for a current substance use disorder (other than alcohol or cannabis) in the past 2 months
- Considered high risk for suicidal behavior based on InterSePT Scale for Suicidal Thinking–Plus score at screening, or in the judgment of the investigator
- Previously participated in a clinical study involving PEAR-004

**Study Objectives**

The primary objective was to compare the effect of PEAR-004 versus sham, as assessed by the change from baseline to day 85 in the total Positive and Negative Syndrome Scale (PANSS) score. It was hypothesized that the PEAR-004 group would exhibit a greater reduction in the total PANSS score than the sham group. In addition, retention to assigned study treatment (dropout rate), patient engagement data, secondary efficacy outcomes, clinician outcome assessments, and safety and tolerability data were analyzed.

**Study Sites**

Potentially eligible participants were enrolled in 6 investigational study sites in the United States. The site details are as follows:

- 1001: Collaborative Neuroscience Network, Garden Grove, California. Principal investigator (PI): Dr David Walling.
- 1002: Collaborative Neuroscience Network, Torrance, California. PI: Dr Lara Shirikjian.
- 1003: Pacific Research Partners, Oakland, California. PI: Dr Corinna Gamez.
- 1005: Meridien Research, Maitland, Florida. PI: Dr Andrea Marraffino.
- 1006: Cherry Health, Grand Rapids, Michigan. PI: Dr Eric Achtyes.
- 1008: Albuquerque Neuroscience, Albuquerque, New Mexico. PI: Dr Glenn Dempsey.

**Study Participants**

The investigators ensured that all participants being considered for the study met the eligibility criteria at screening. The inclusion and exclusion criteria are described in **Textbox 1**.
Randomization

Randomization was implemented by means of interactive response technology (IRT) using permuted blocks of size 4, with a targeted allocation ratio of 1:1. An investigator or delegate at a given study site logged on to the IRT system after confirming that the participant fulfilled all the inclusion or exclusion criteria. The IRT assigned the participant to a treatment arm, which was used by the site staff to request a prescription access code in a separate study portal. Trained site staff assisted the participants with all treatment onboarding activities. The participants were required to use their own personal mobile phones for the study. If a participant did not have their own phone, one was provided to them for use during the study. Additional information on the prescription access code and distribution of study treatment is provided in the site operational manuals provided to the sites. If a participant failed to be treated for any reason, the IRT was updated so that the participant was not treated. Treatment arm assignments were recorded in the case report form. Figure 1 shows the CONSORT (Consolidated Standards of Reporting Trials) participant flow through the trial.

Figure 1. Study participant flowchart—CONSORT (Consolidated Standards of Reporting Trials) diagram. Safety analysis set: all subjects who received the study treatment. Intention-to-treat set: all subjects to whom study treatment has been assigned by randomization and who have a baseline observation and at least 1 postrandomization observation for the analysis end point. I/E: inclusion and exclusion.

Interventions

On day 1, eligible participants gained access to either PEAR-004 or sham according to their randomization assignment. A single app containing both PEAR-004 and sham was downloaded from the iOS or Android app store to the participant’s mobile device, and then the assigned app was unlocked using a prescription access code provided by Pear Therapeutics. The study site staff received training on how to download PEAR-004 or sham to the assigned participant’s phone as part of site initiation activities. A single version of PEAR-004 or sham was used for the duration of the clinical study for all randomized participants.

The PEAR-004 smartphone app (iOS and Android-based) was designed as an illness self-management tool. Participant use of PEAR-004 during the treatment period could be either prompted or on demand. Prompted use refers to engagement initiated via 1 of the 3 daily notifications delivered at the following fixed times: 11 AM, 4 PM, and 9 PM. A participant responding to the notification would be brought to a unique survey asking whether the app can be helpful right now. Participants were free to choose from a list of modules or indicate that they were doing well and did not need help. If they chose a module, they would be brought directly to that module. If they indicated that they were doing well, they would be brought to the PEAR-004 home screen. In addition, PEAR-004 was available on demand. For a particular skill, there would be an option of watching, reading, or listening to content about what the skill is and how they can give it a try. Patients would then view tips for successful practice, and after they practiced a skill, they would be asked to provide feedback on whether the skill was helpful. Helpful skills were stored in the toolbox to promote repeated practice and skill mastery. The final PEAR-004 digital app used in this study was developed from prior versions to have 10 categories of skills: exercise, medication, mindfulness, mood, productivity, sleep, social activity, stress, thoughts, and voices. These categories were informed directly by user research (surveys and interviews) with people with schizophrenia.

In the sham control group, the sham app was downloaded to the participant’s phone but did not deliver the active therapeutic content of PEAR-004. Similar to PEAR-004, the sham app delivered 3 daily notifications prompting the participant to open the sham app, and then displayed a prescription timer.
**Assessments**

### Demographics and Baseline Characteristics

Participant demographic and baseline characteristic data were collected from all the study participants. Relevant medical history and current medical conditions present before signing informed consent were recorded.

### Engagement With App

Data on patient engagement with the assigned app were collected throughout the study. The cross-platform engagement metrics (for individuals in both PEAR-004 and sham groups) included time using the app, number of days when the app was active, total number of sessions, and number of sessions per day. For participants in the PEAR-004 group, additional metrics were derived, such as the number of skills practiced, number of skills repeated (practiced at least two times), number of skills mastered (practiced at least three times), and number of skills practiced in each of the 10 categories of the PEAR-004 app (exercise, medication, mindfulness, mood, productive, sleep, social, stress, thoughts, and voices).

### Efficacy

The following assessments were performed at each study visit:

- **PANSS [16]**: a 30-item clinician-administered, semistructured interview of schizophrenia symptoms. The PANSS assesses positive (hallucinations, delusions, and thought disorder) and negative (blunted affect, abstract thinking, and general symptomatology). The positive and negative subscale each consist of 7 items rated from 1 (absent) to 7 (extreme) with a minimum score of 7 and maximum score of 49. The general subscale consists of 16 items with a minimum score of 16 and a maximum score of 112. The total PANSS score (positive+negative+general scores) has a minimum of 30 and a maximum of 210. Higher scores represent greater symptom severity.
- **Motivation and Pleasure-Self Report (MAP-SR) [17]**: a 15-item self-report that provides a total score index of current motivation or pleasure negative symptoms. MAP-SR includes questions about social pleasure, recreational or work pleasure, close relationships, and motivation and effort to engage in activities of 15 questions with a score of 0-4, summed for a total range of 0-60. Higher values represent better outcomes.
- **The Beck Depression Inventory, Second Edition (BDI-II) [18]**: a 21-item self-report that provides a total score index of current depression symptom severity. Each item of the BDI-II is scored from 0 to 3, for a total of 0-63. Higher values represent worse outcomes.
- **The World Health Organization Quality of Life scale [19]**: a 26-item clinician-administered structured interview that assesses psychological functioning and quality of life in four primary domains: social relationships, psychological, physical, and environment. Each of the 26 questions is scored from 1 to 5, and for each of the 4 domains, a total raw score and 2 transformed scores (with ranges of 4-20 and 0-100) are derived. Higher values represent better outcomes.
- **Brief Medication Questionnaire [20]**: a self-report of medication use, including what medications the participant was currently taking, how they took each medication in the past week, drug effects and bothersome features, and difficulties remembering to take their medication.

### Safety

Safety assessments consisted of collecting all adverse events (AEs), serious AEs (SAEs), vital signs, and the InterSePT Scale for Suicidal Thinking–Plus [21,22]. The InterSePT Scale for Suicidal Thinking–Plus is a semistructured interview that assesses the severity of suicidal ideation and behavior, consisting of three parts. Part 1 collects information on 7 days before the visit; there are 13 items that scored 0 (minimum) to 2 (maximum) for suicidality, with a higher score representing a worse outcome. Part 2 collects information on suicidal behavior from the last visit, with nominal categories yes, no, or unknown. Part 3 provides a global rating of status at the time of interview; it is scored 0 (minimum) to 5 (maximum) for suicidality, with a higher score representing a worse outcome. In our study, we focused primarily on the part 3 score (severity of suicidal risk), which was summarized by treatment group and time visit.

### Other Assessments

Clinician-reported outcomes included the Clinical Global Impression (CGI) scale [23] and the Clinician Satisfaction Survey assessing the clinician’s experience with PEAR-004 and the associated web portal. The CGI consists of the CGI-Severity scale, scored 1 to 7, with larger values indicating greater severity of illness, and the CGI-Improvement scale, scored 1 to 7, with smaller values representing a greater degree of improvement (1=very much improved) and larger values representing a greater degree of worsening (7=very much worse).
Patient-reported outcomes included the Insomnia Severity Index (ISI) [24] and a Subject Satisfaction Survey assessing the participant’s experience with PEAR-004 or sham. The ISI includes 7 questions, each scored from 0 to 4, for a total of 0 to 28, where higher values represent more severe insomnia.

**Statistical Methods**

**Sample Size and Power**
The required sample size was calculated to address the primary objective of treatment comparison at week 12 with respect to the change in the total PANSS score. Data from 102 participants randomized in a 1:1 ratio to PEAR-004 or sham control would provide 80% power to detect a statistically significant difference between the 2 groups at a 1-sided significance level of 5% assuming the true standardized effect size of 0.5, which is considered a moderate effect size. To account for potential dropouts, 112 participants were enrolled and randomized into the study.

**Statistical Analyses**
Summary statistics were tabulated for demographics, baseline characteristics, relevant medical histories, and current medical conditions at baseline. The measures of patient engagement derived from the app were explored graphically and using descriptive statistics.

The primary efficacy end point, change in the total PANSS score from baseline to day 85 or last visit, was analyzed using the mixed effects model for repeated measures (MMRM) [25], applied on the intention-to-treat (ITT) set, which included all participants to whom study treatment was assigned by randomization and who had a baseline observation and at least one postrandomization observation for the analysis end point. The MMRM included fixed, categorical effects of treatment, visit, and treatment-by-visit interaction, as well as the continuous, fixed covariates of baseline score, baseline score–by–visit interaction, and disease duration at baseline. An unstructured covariance structure was used to model the within-patient errors. The Kenward-Roger method was used to adjust the estimated covariance of the mean difference and df. The primary comparison was the treatment contrast on day 85.

The secondary efficacy end points, including positive PANSS score, general psychopathology PANSS score, negative PANSS score, total MAP-SR score, total BDI-II score, and World Health Organization Quality of Life total scores for the four domains (social relationships, psychological, physical, and environment), were analyzed similarly to the primary end point (MMRM on change from baseline values, using the ITT set).

The retention to study treatment was assessed using Kaplan-Meier plots of time to drop out from any cause, on the all randomized set. Safety data and additional clinical outcome assessments were analyzed using descriptive statistics.

**Ethics and Informed Consent**
The study protocol was approved by the Copernicus Group Independent Review Board (study number 1251398). The study was conducted according to the International Conference on Harmonization E6 Guideline for Good Clinical Practice, which has its origin in the Declaration of Helsinki. Informed consent was obtained from each participant in writing at screening before any study-specific procedures were performed. The study was explained to the participant by the investigator or designee, who answered any questions, and written information was also provided.

**Results**

**Study Sample**
From December 10, 2018, to September 26, 2019, a total of 112 participants with schizophrenia were enrolled and randomized into the study (Figure 1). Of the 112 randomized participants, 92 (82.1%) completed the study (48/112, 85.7% from PEAR-004 and 44/112, 78.6% from the sham group). The most common reasons for discontinuation were lost to follow-up and participant or guardian decisions. One participant in the sham group discontinued because of an SAE of suicidal ideation. From the Kaplan-Meier plots (Figure 2), the observed time to discontinuation was somewhat longer in the PEAR-004 group than in the sham group; however, the difference was not statistically significant (log-rank test; P=.36).
Demographics and Baseline Characteristics

Table 1 describes the demographics and baseline characteristics of study participants. Most participants were men (72/110, 65.5%) and Black or African American (53/110, 48.2%). The mean age of the participants was 45 (SD 11; range 22-65) years. Overall, the treatment groups were similar with respect to background disease characteristics. The most commonly rated participant’s global severity was moderately ill (rating 4) in each treatment group (as rated on the CGI-Severity scale at baseline). The mean and median PANSS scores were comparable between the 2 randomized groups. The overall mean duration of disease before study entry was 17.2 (SD 11.5) years, which was balanced across the treatment groups.
Table 1. Participant demographics and baseline characteristics (safety analysis set).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>PEAR-004 (n=55)</th>
<th>Sham (n=55)</th>
<th>Total (N=110)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>43.7 (10.99)</td>
<td>45.7 (11.60)</td>
<td>44.7 (11.29)</td>
</tr>
<tr>
<td>Value, median (range)</td>
<td>44.0 (24-64)</td>
<td>48.0 (22-65)</td>
<td>45.5 (22-65)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>36 (65.5)</td>
<td>36 (65.5)</td>
<td>72 (65.5)</td>
</tr>
<tr>
<td>Female</td>
<td>19 (34.5)</td>
<td>19 (34.5)</td>
<td>38 (34.5)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>3 (5.5)</td>
<td>0 (0)</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>Asian</td>
<td>3 (5.5)</td>
<td>4 (7.3)</td>
<td>7 (6.4)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>28 (50.9)</td>
<td>25 (45.5)</td>
<td>53 (48.2)</td>
</tr>
<tr>
<td>Native Hawaiian or Other Pacific Islander</td>
<td>0 (0)</td>
<td>1 (1.8)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>White</td>
<td>18 (32.7)</td>
<td>25 (45.5)</td>
<td>43 (39.1)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (5.5)</td>
<td>0 (0)</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td><strong>Total PANSS(^a) score at baseline</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>73.5 (10.25)</td>
<td>72.7 (10.10)</td>
<td>73.1 (10.14)</td>
</tr>
<tr>
<td>Value, median (range)</td>
<td>72.0 (61-104)</td>
<td>71.0 (59-106)</td>
<td>72.0 (59-106)</td>
</tr>
<tr>
<td><strong>CGI(^b) severity at baseline, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>11 (20)</td>
<td>11 (20)</td>
<td>22 (20)</td>
</tr>
<tr>
<td>4</td>
<td>39 (70.9)</td>
<td>37 (67.3)</td>
<td>76 (69.1)</td>
</tr>
<tr>
<td>5</td>
<td>4 (7.3)</td>
<td>7 (12.7)</td>
<td>11 (10)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td><strong>Disease duration at baseline (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>16.2 (11.40)</td>
<td>18.2 (11.56)</td>
<td>17.2 (11.47)</td>
</tr>
<tr>
<td>Value, median (range)</td>
<td>13.0 (1-46)</td>
<td>16.0 (1-47)</td>
<td>14.0 (1-47)</td>
</tr>
</tbody>
</table>

\(^a\)PANSS: Positive and Negative Syndrome Scale.
\(^b\)CGI: Clinical Global Impression.

Most participants were taking prior antipsychotic medication at the start of the study. Benzatropine, aripiprazole, quetiapine, and psychiatric medications were the most common medications used for the treatment of schizophrenia in both groups.

**Engagement With App**

Table 2 presents a summary of key engagement metrics by the treatment group. Participants in the PEAR-004 group spent significantly more time using the app over the course of the trial than participants in the sham group. However, the sham provided a good control for attention, as there were no significant differences between the groups in the number of days using the app, the total number of sessions, or the number of sessions per day.
Table 2. Engagement metrics for the PEAR-004 and sham groups.

<table>
<thead>
<tr>
<th>Variable</th>
<th>PEAR-004 (n=55)</th>
<th>Sham (n=55)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time (hours/day; weeks 1-12)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>4.2 (3.4)</td>
<td>2.2 (4.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Value, median (range)</td>
<td>3.4 (0-14)</td>
<td>0.8 (0-24)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of days active</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>62.1 (25.8)</td>
<td>63.7 (23.7)</td>
<td>.97</td>
</tr>
<tr>
<td>Value, median (range)</td>
<td>76 (3-87)</td>
<td>71 (1-86)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of sessions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>257 (160)</td>
<td>320 (295)</td>
<td>.36</td>
</tr>
<tr>
<td>Value, median (range)</td>
<td>241 (9-793)</td>
<td>278 (7-1805)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of sessions per day</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>4.1 (1.7)</td>
<td>4.8 (3.2)</td>
<td>.15</td>
</tr>
<tr>
<td>Value, median (range)</td>
<td>3.6 (2-9)</td>
<td>3.9 (2-21)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\( ^a \)N/A: not applicable.

A more in-depth analysis of engagement data is provided in Tables S1 and S2 in Multimedia Appendix 1. Pear Therapeutics performed poststudy interviews with coordinators at all 6 study sites and found that there were differences among the sites’ onboarding processes and directions on the product use at baseline and throughout the study. These differences in execution may have contributed to the statistically significant site differences in engagement measures observed in the PEAR-004 arm but not in the sham arm. Furthermore, we performed a visual exploration of the primary efficacy outcome (change in total PANSS score at day 85) for PEAR-004 and sham groups across 6 study sites (Figure S3 in Multimedia Appendix 1). There was no evidence that any given site had a between-group difference that would be inconsistent with the primary efficacy analysis of the pooled data across the sites (described in the Efficacy section). Therefore, site operational heterogeneity was associated with the measures of engagement with PEAR-004; however, this heterogeneity did not correlate with the observed difference in efficacy between the 2 groups.

**Efficacy**

In the primary efficacy end point of change in total PANSS score from baseline to day 85 or the last visit (Figure 3; Table 3), no benefit was seen with PEAR-004 versus sham. The estimated mean change in the PEAR-004 group was \(-1.6, -2.5, \) and \(-2.6 \) at days 29, 57, and 85, respectively. In the sham group, the estimated mean change was \(-2.2, -3.3, \) and \(-5.3 \) at days 29, 57, and 85, respectively. Thus, there was a small nondifferential improvement over time in both groups. At day 85, the treatment mean difference between PEAR-004 and the sham group was 2.7 points in favor of the sham (2-sided P=.09; 90% CI 0.1-5.4).
Figure 3. Mixed effects model for repeated measures—estimated mean change (SE) in the total Positive and Negative Syndrome Scale score over time for both groups. Chg: change. LSM: least squares mean. Ref: Reference.

Table 3. Mixed effects model for the repeated measures analysis of change in total Positive and Negative Syndrome Scale scores\(^a\).

<table>
<thead>
<tr>
<th>Day</th>
<th>Test vs reference</th>
<th>Value, N</th>
<th>Adjusted least square means (SE)</th>
<th>Comparison of adjusted least square means (test vs reference)</th>
<th>Difference, test–reference (SE; 90% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PEAR-004 (n=52) vs sham (n=54)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Test</td>
<td>N/A</td>
<td>-1.6 (0.86)</td>
<td>0.61 (1.200; -1.4 to 2.6)</td>
<td>N/A(^b)</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Test</td>
<td>N/A</td>
<td>-2.2 (0.84)</td>
<td>3.3 (0.84)</td>
<td>0.84 (1.200; -1.4 to 2.6)</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>Test</td>
<td>N/A</td>
<td>-5.3 (1.13)</td>
<td>5.3 (1.13)</td>
<td>2.73 (1.611; 0.1 to 5.4)</td>
<td>.09</td>
</tr>
<tr>
<td>85</td>
<td>Test</td>
<td>N/A</td>
<td>-5.3 (1.13)</td>
<td>5.3 (1.13)</td>
<td>2.73 (1.611; 0.1 to 5.4)</td>
<td>.09</td>
</tr>
</tbody>
</table>

\(^a\)Baseline is the last measurement before treatment administration. Model: change from baseline of efficacy end point data was modeled using a mixed effects model with treatment, visit as fixed effects, baseline and disease duration at baseline as continuous covariates, treatment \(\times\) visit interaction effects. The reported P value is 2-sided.

\(^b\)N/A: not applicable.

Table 4 presents the results of secondary efficacy outcomes. No notable benefits were seen except for a small benefit for PEAR-004 in the BDI-II total score at day 57 (least squares mean difference of 3.3 points, PEAR-004 vs sham); however, this difference did not persist at day 85.
Mixed effects model for the repeated measures analysis of change in secondary efficacy outcome measures

<table>
<thead>
<tr>
<th>Variable (PEAR-004 [N=52] vs sham [N=54])</th>
<th>Value, n</th>
<th>Day</th>
<th>Test</th>
<th>Reference</th>
<th>Adjusted least square means (SE)</th>
<th>Comparison of adjusted least square means (test vs reference)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Test</td>
<td>Reference</td>
</tr>
<tr>
<td>Positive PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis 1</td>
<td>29</td>
<td>52</td>
<td>54</td>
<td></td>
<td>−0.2 (0.36)</td>
<td>0.21 (0.501; −0.6 to 1.0)</td>
</tr>
<tr>
<td>Analysis 2</td>
<td>57</td>
<td>49</td>
<td>47</td>
<td></td>
<td>−0.8 (0.38)</td>
<td>0.61 (0.538; −0.3 to 1.5)</td>
</tr>
<tr>
<td>Analysis 3</td>
<td>85</td>
<td>48</td>
<td>49</td>
<td></td>
<td>−1.0 (0.46)</td>
<td>0.82 (0.648; −0.3 to 1.9)</td>
</tr>
<tr>
<td>General psychopathology PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis 1</td>
<td>29</td>
<td>52</td>
<td>54</td>
<td></td>
<td>−0.8 (0.61)</td>
<td>0.61 (0.538; −0.3 to 1.5)</td>
</tr>
<tr>
<td>Analysis 2</td>
<td>57</td>
<td>49</td>
<td>47</td>
<td></td>
<td>−1.3 (0.63)</td>
<td>0.12 (0.890; −1.4 to 1.6)</td>
</tr>
<tr>
<td>Analysis 3</td>
<td>85</td>
<td>48</td>
<td>49</td>
<td></td>
<td>−1.2 (0.76)</td>
<td>1.61 (1.071; −0.2 to 3.4)</td>
</tr>
<tr>
<td>Negative PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis 1</td>
<td>29</td>
<td>52</td>
<td>54</td>
<td></td>
<td>−0.5 (0.31)</td>
<td>−0.13 (0.430; −0.8 to 0.6)</td>
</tr>
<tr>
<td>Analysis 2</td>
<td>57</td>
<td>49</td>
<td>47</td>
<td></td>
<td>−0.3 (0.32)</td>
<td>0.15 (0.453; −0.6 to 0.9)</td>
</tr>
<tr>
<td>Analysis 3</td>
<td>85</td>
<td>48</td>
<td>49</td>
<td></td>
<td>−0.4 (0.41)</td>
<td>0.51 (0.581; −0.5 to 1.5)</td>
</tr>
<tr>
<td>MAP-SRd</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis 1</td>
<td>29</td>
<td>51</td>
<td>54</td>
<td></td>
<td>0.8 (1.05)</td>
<td>−0.79 (1.467; −3.2 to 1.6)</td>
</tr>
<tr>
<td>Analysis 2</td>
<td>57</td>
<td>49</td>
<td>47</td>
<td></td>
<td>−0.5 (1.41)</td>
<td>−1.60 (2.006; −4.9 to 1.7)</td>
</tr>
<tr>
<td>Analysis 3</td>
<td>85</td>
<td>48</td>
<td>49</td>
<td></td>
<td>−1.2 (1.26)</td>
<td>−4.07 (1.780; −7.0 to −1.1)</td>
</tr>
<tr>
<td>BDI-II总分</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis 1</td>
<td>29</td>
<td>52</td>
<td>54</td>
<td></td>
<td>−1.0 (1.13)</td>
<td>−0.92 (−3.6 to 1.7; 1.587)</td>
</tr>
<tr>
<td>Analysis 2</td>
<td>57</td>
<td>49</td>
<td>47</td>
<td></td>
<td>−4.8 (1.14)</td>
<td>−3.30 (1.629; −6.0 to −0.6)</td>
</tr>
<tr>
<td>Analysis 3</td>
<td>85</td>
<td>48</td>
<td>49</td>
<td></td>
<td>−3.4 (1.32)</td>
<td>−0.19 (1.855; −3.3 to 2.9)</td>
</tr>
<tr>
<td>WHOQOL-BREF总分domain 1总分</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis 1</td>
<td>29</td>
<td>52</td>
<td>54</td>
<td></td>
<td>−0.1 (0.37)</td>
<td>−0.18 (0.516; −1.0 to 0.7)</td>
</tr>
<tr>
<td>Analysis 2</td>
<td>57</td>
<td>49</td>
<td>47</td>
<td></td>
<td>−0.3 (0.44)</td>
<td>0.02 (0.630; −1.0 to 1.1)</td>
</tr>
<tr>
<td>Analysis 3</td>
<td>85</td>
<td>48</td>
<td>49</td>
<td></td>
<td>0.2 (0.45)</td>
<td>0.02 (0.635; −1.0 to 1.1)</td>
</tr>
<tr>
<td>WHOQOL-BREF总分domain 2总分</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis 1</td>
<td>29</td>
<td>52</td>
<td>54</td>
<td></td>
<td>−0.6 (0.40)</td>
<td>−0.46 (0.562; −1.4 to 0.5)</td>
</tr>
<tr>
<td>Analysis 2</td>
<td>57</td>
<td>49</td>
<td>47</td>
<td></td>
<td>−0.7 (0.37)</td>
<td>−0.11 (0.528; −1.0 to 0.8)</td>
</tr>
<tr>
<td>Analysis 3</td>
<td>85</td>
<td>48</td>
<td>49</td>
<td></td>
<td>−0.5 (0.43)</td>
<td>−0.57 (0.603; −1.6 to 0.4)</td>
</tr>
<tr>
<td>WHOQOL-BREF总分domain 3总分</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis 1</td>
<td>29</td>
<td>52</td>
<td>54</td>
<td></td>
<td>−0.3 (0.28)</td>
<td>−0.36 (0.389; −1.0 to 0.3)</td>
</tr>
<tr>
<td>Analysis 2</td>
<td>57</td>
<td>49</td>
<td>47</td>
<td></td>
<td>−0.3 (0.33)</td>
<td>−0.33 (0.465; −1.1 to 0.4)</td>
</tr>
<tr>
<td>Analysis 3</td>
<td>85</td>
<td>48</td>
<td>49</td>
<td></td>
<td>0.5 (0.33)</td>
<td>0.19 (0.469; −0.6 to 1.0)</td>
</tr>
<tr>
<td>WHOQOL-BREF总分domain 4总分</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis 1</td>
<td>29</td>
<td>52</td>
<td>54</td>
<td></td>
<td>−0.2 (0.61)</td>
<td>0.61 (0.853; −0.8 to 2.0)</td>
</tr>
<tr>
<td>Analysis 2</td>
<td>57</td>
<td>49</td>
<td>47</td>
<td></td>
<td>−0.5 (0.61)</td>
<td>0.25 (0.866; −1.2 to 1.7)</td>
</tr>
<tr>
<td>Analysis 3</td>
<td>85</td>
<td>48</td>
<td>49</td>
<td></td>
<td>−0.1 (0.69)</td>
<td>−1.15 (0.968; −2.8 to 0.5)</td>
</tr>
</tbody>
</table>

aBaseline is the last measurement before treatment administration. Model: change from baseline of efficacy end point data was modeled using a mixed effects model with treatment, visit as fixed effects, baseline and disease duration at baseline as continuous covariates, treatment × visit, and baseline × visit interaction effects. Reported P value is 2-sided.
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Safety

AEs were reported in 20% (22/110) of the participants (Multimedia Appendix 2). The incidence of AEs was similar across both treatment groups: 22% (12/55) for PEAR-004 and 18% (10/55) for the sham group. All reported AEs were categorized as mild (20/110, 18.2%) or moderate (2/110, 1.8%) in severity. No severe AEs were reported. Most AEs were not suspected to be related to the treatment and resolved or were recovering at the end of the study. One SAE (suicidal ideation) was reported in the sham group, and the participant was discontinued from the study. This event was considered recovered on day 43, and was not suspected to be related to the treatment. No clinically significant abnormalities related to any of the vital signs were reported during the study.

Other Assessments

Table S4 in Multimedia Appendix 1 provides an assessment of the quality of blinding in the study using the sham control app. As shown, the sham app provided only a partial blinding effect, with the direction of bias of unblinding in favor of the PEAR-004 app. As the overall results showed a lack of benefit in the PEAR-004, any bias from partial unblinding would only make any interpretation of hidden potential benefit even more unlikely.

Multimedia Appendix 3 presents a summary of CGI scores at day 85 or the last visit. The proportions of participants with a score of 3 (mildly ill) or 4 (moderately ill) were similar at day 85 in the PEAR-004 group (42/48, 88%) and in the sham group (44/49, 90%). At day 85, 6 participants in the PEAR-004 group and 3 participants in the sham group were markedly ill (score=5). The percentage of participants with a global improvement rating of 4 (ie, no change) was somewhat higher in the PEAR-004 group (29/48, 60%) than in the sham group (23/49, 47%).

There was no change in mean sleep difficulties (ISI score) from baseline to the last visit in the PEAR-004 group (9.5, SD 7.34 vs 9.5, SD 6.82, respectively). A small numerical decrease (ie, improvement) in mean ISI scores was observed in the sham group (baseline: 11.2, SD 7.04; last visit: 9.8, SD 7.37, respectively).

Multimedia Appendix 4 presents a summary of the clinician and patient satisfaction surveys. The Clinician Satisfaction Survey included 4 questions on the clinician’s experience with PEAR-004 (rated 1-7, with 1 indicating a highly negative response and 7 indicating a highly positive response), and the fifth question on how frequently they accessed the web dashboard during the study. Most of the clinicians’ responses had scores 4, showing that the clinicians were satisfied with the PEAR-004 app. The dashboard was accessed at least once per month (21/49, 42% responses), and at least once per week (11/49, 22% responses).

The patient satisfaction survey included 8 questions on the participant’s experience with PEAR-004, each rated from 1 to 7. Most responses to each question received a score of 6 or 7, suggesting that the majority found the app acceptable and usable. Most app use was during mid–late morning, 9 AM to noon (34/49, 69% respondents) and during late afternoon, 3 PM to 6 PM (25/49, 51% respondents). Most frequently, the app was used at home (46/49, 93% respondents) and at a public place (15/49, 30% respondents).

Discussion

Principal Findings

The primary objective of this study was to determine whether PEAR-004, a software-based intervention delivered via smartphone, can further reduce symptoms of schizophrenia as measured by the PANSS in participants, almost all of whom are currently on antipsychotic pharmacotherapy. No benefit was seen. Secondary outcomes suggested brief transient improvement in depressive symptoms only. No safety concerns were observed.

The lack of efficacy in this study was not because of a lack of engagement, which was demonstrated to be adequate, or lack of satisfaction. Despite the lack of definable clinical benefit, patients reported that the PEAR-004 app was engaging, interactive, and helped them feel better.

To our knowledge, this study is the largest RCT to date with a sham control group for schizophrenia. Lack of benefit when compared with sham may reflect the nonspecific aspects of benefit seen with digital interventions. It is notable that all participants improved, and if a waitlist control had been used rather than sham, we might have interpreted the results as suggesting mild benefit with the intervention. Natural history of recovery from an acute psychotic exacerbation is also relevant for improvement seen with 12 weeks of follow-up. The inclusion criteria of a moderate psychotic state (PANSS total score ≥60) might have allowed for lower levels of symptomatology, often associated with sham or placebo responses.

This study provides valuable insights that may be useful in future development programs for DTx. The development and selection of a sham control is an important design consideration. In our study, the sham app only included notifications 3 times per day, and when it was opened, it displayed a prescription timer for the remaining duration of app availability. However, this simple control intervention demonstrated a somewhat higher efficacy than PEAR-004. On the basis of feedback from poststudy interviews, the sham app was helpful in focusing attention away from internal stimuli (eg, hearing voices) to the present moment, similar to a mindfulness exercise. The notifications could have been an important ingredient too, as several participants in the poststudy interviews described the importance of reminders to avoid relapse.

bPANSS: Positive and Negative Syndrome Scale.

cN/A: not applicable.


eBDI-II: Beck Depression Inventory, Second Edition.

fWHOQOL-BREF: World Health Organization Quality of Life.
The app development should be designed iteratively, evaluating and how they engage with the digital intervention is essential. Web-based environment in which patients can receive users make progress toward their goals. In addition, creating a personalized goal setting and skill recommendations to help of action, the app could be designed with a utility of First, to ensure adequate engagement with the CBT mechanism to provide a more personalized treatment delivery. This was a multicenter, randomized, sham-controlled, rater-blinded study design, in which study participants continued on their prescribed clinician-directed pharmacotherapy. Participants randomized to the PEAR-004 arm had access to the full clinical content and the logic of PEAR-004 app and of its therapeutic components. The sham control arm was chosen to account for the nonspecific effects of engagement with a smartphone. The sham app did not deliver any active coping skills (ingredients of a psychosocial intervention). The analysis of the primary and key secondary efficacy end points was performed on the ITT sample using the MMRM approach, considering all available data from the study participants. The amount of missing data was small, and the results were consistent across the different end points.

There was some heterogeneity in the study implementation aspects by different study sites. From poststudy interviews with coordinators at all 6 sites, we found that there were differences among the sites’ onboarding processes and directions on product use at baseline and throughout the study. A post hoc analysis revealed some evidence of heterogeneity of engagement measures across study sites, which may be linked to a lack of consistency in how study interventions were delivered to participants (Multimedia Appendix 1). However, site operational heterogeneity did not correlate with the difference in efficacy between the 2 groups; in other words, there was no evidence that any site exhibited between-group differences that would be inconsistent with the primary efficacy analysis of the pooled data across the sites. A conclusion from this experience is that it is important to provide detailed instructions to study sites on operational aspects and ensure systematic and similar adherence to those processes.

Furthermore, although PEAR-004 offered clinical content derived from evidence-based treatments such as CBT, in-application support for practicing skills, and applying knowledge to daily life was very limited. This, when combined with the broad therapeutic focus on all patients with schizophrenia (instead of targeting a specific symptom or symptoms), may have inadvertently created an intervention that provided some help to many participants while not adequately supporting the specific needs of any particular participant.

There are several potential approaches for improving the content of PEAR-004 to provide a more personalized treatment delivery. First, to ensure adequate engagement with the CBT mechanism of action, the app could be designed with a utility of personalized goal setting and skill recommendations to help users make progress toward their goals. In addition, creating a web-based environment in which patients can receive just-in-time coaching and medical support may be beneficial. Second, foundational research to better understand users’ needs and how they engage with the digital intervention is essential. The app development should be designed iteratively, evaluating both engagement data and clinical outcomes to see whether the skills that are thought to be important for mechanism of action are adequately practiced; if not, the design should be improved and the assumptions should be re-evaluated in view of accrued experimental data. Finally, the primary goal of this study was to assess the effect of a CBT delivered as adjunct therapy through a mobile app. Additional digital ingredients to optimize patient outcomes, such as medication reminders, tracking of adherence to prescribed medication, and symptom tracking, could be implemented. A challenge would be to assess the added value of each ingredient (and possibly their combinations) when interpreting the trial results. Quantifying engagement with different components of the intervention and properly accounting for it in the analysis (eg, through regression modeling) may be worthwhile. A framework for developing and evaluating complex interventions [26] can be useful in guiding the clinical development of theory-based DTx interventions.

Comparison With Prior Work
Our results contrast with the three currently available RCTs of digital interventions in schizophrenia, of which all report benefits for delusions, hallucinations, or apathy or withdrawal. However, most of those studies (n=150) were computer-based, not smartphone-based [12]. The other two studies were small, with fewer than 45 participants in each study [10,11]. Further, 2 of the 3 studies had no sham control group and used only waitlist control [11,12]. Another important difference is that unlike previous digital interventions in schizophrenia, PEAR-004 was not integrated into clinical care and no personalized coaching was used to direct and support engagement with treatment. Directing and supporting engagement, whether by a clinician or a trained coach, can help tailor the therapeutic experience for a specific patient. As a prescription digital therapeutic, PEAR-004 was designed to be prescribed by a clinician to their patient and integrated into ongoing care. Not providing this support in this study meant that the burden of knowing what will help was placed on the patient, which may have affected how they engaged with the treatment.

It is instructive to compare the therapeutic content of PEAR-004 with that of some previous mobile-based digital health interventions for people with schizophrenia. Similar to FOCUS [13] and Actixassist [10] apps, PEAR-004 content was organized into several domains of cognitive or behavioral strategies, and users received 3 daily notifications prompting them to engage with the app. However, the content of PEAR-004 also included some unique features, such as elements of gamification, to explicitly encourage and incentivize skill mastery through repeated skill practice for generalization of practice to daily life and promote lasting change. Such features may be worth exploring in future studies. In addition, the content of PEAR-004 and future DTx could potentially benefit from the inclusion of short-term and long-term goal settings tailored to specific needs of an individual and mechanisms to help the user achieve their goals. For instance, the PRIME intervention [11] had a self-identified goal setting in the cognitive and behavioral domains, and a supportive web-based community of both age-matched peers with schizophrenia spectrum disorders and motivational coaches.
In this study, the duration of treatment with PEAR-004 or sham was 12 weeks, which is consistent with the results of antipsychotic drug trials in schizophrenia to assess short-term benefits. Proof-of-concept studies of other investigational DTx in psychosis (eg, Actissist [10]; PRIME [11]) have also been conducted for 12 weeks in treatment duration. Furthermore, some other DTx products (eg, Food and Drug Administration–cleared reSET for substance use disorder [27] and reSET-O for opioid use disorder [28]) demonstrated evidence of efficacy following a 12-week treatment period. Although the optimal duration for a DTx intervention may vary across different indications, the 12-week treatment duration seems reasonable from the standpoint of balancing engagement and benefits of disease self-management. In this study, there was also a final follow-up visit at week 16. These data were examined descriptively, and the results are available upon reasonable request. Overall, no apparent between-group differences were observed with respect to primary or secondary efficacy outcome measures at week 16. As shown in Figure S5 in Multimedia Appendix 1, the changes in the total PANSS score at week 16 were very similar between the 2 groups.

Conclusions

In the largest-to-date randomized, sham-controlled study of a digital therapeutic in schizophrenia, PEAR-004 did not demonstrate an effect on the primary outcome of total PANSS scores compared with sham. The secondary and exploratory results also did not demonstrate any notable benefits, except for possible temporary improvement in depressive symptoms. Both clinical investigators and study patients provided high satisfaction ratings for the PEAR-004 app. The study provided many useful scientific and operational insights that can be used in further clinical development of PEAR-004 and other investigational DTx.
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Abstract

Background: Experience sampling methods (ESMs) are increasingly being used to study ecological emotion dynamics in daily functioning through repeated assessments taken over several days. However, most of these ESM approaches are only based on self-report assessments, and therefore, studies on the ecological trajectories of their underlying mechanisms are scarce (ie, cognitive biases) and require evaluation through experimental tasks. We developed a novel ESM tool that integrates self-report measures of emotion and emotion regulation with a previously validated app-based cognitive task that allows for the assessment of underlying mechanisms during daily functioning.

Objective: The objective of the study is to test this new tool and study its usability and the possible factors related to compliance with it in terms of latency and missing responses. Among the compliance predictors, we considered psychological and time-related variables, as well as usability, measurement reactivity, and participants’ satisfaction with the tool.

Methods: We conducted 2 extensive ESM studies—study 1 (N=84; a total of 3 assessments per day for 5 days) and study 2 (N=135; a total of 3 assessments per day for 10 days).

Results: In both studies, participants found the tool highly usable (average usability score >81). By using mixed regression models, we found both common and specific results for the compliance predictors. In both study 1 and study 2, latency was significantly predicted by the day (P<.001 and P=.003, respectively). Participants showed slower responses to the notification as the days of the study progressed. In study 2 but not in study 1, latency was further predicted by individual differences in overload with the use of the app, and missing responses were accounted for by individual differences in stress reactivity to notifications (P=.04). Thus, by using a more extensive design, participants who experienced higher overload during the study were characterized by slower responses to notifications (P=.01), whereas those who experienced higher stress reactivity to the notification system were characterized by higher missing responses.

Conclusions: The new tool had high levels of usability. Furthermore, the study of compliance is of enormous importance when implementing novel ESM methods, including app-based cognitive tasks. The main predictors of latency and missing responses found across studies, specifically when using extensive ESM protocols (study 2), are methodology-related variables. Future research that integrates cognitive tasks in ESM designs should take these results into consideration by performing accurate estimations of participants’ response rates to facilitate the optimal quality of novel eHealth approaches, as in this study.

(JMIR Form Res 2022;6(3):e32537) doi:10.2196/32537
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Introduction

Mood and anxiety disorders are configured by a series of dysfunctional cognitive, emotional, and behavioral factors that occur over specific periods and are inherently dynamic: (1) they are influenced (predicted) by other thoughts, emotions, and behaviors preceding them, and (2) they also have consequences in the subsequent cognitions, moods, and behaviors of the individual. Although this dynamic interplay among psychological processes is supported by empirical research [1], and it was originally formulated by conceptual models guiding current treatments [2], this view has typically been ignored by standard diagnostic approaches. Diagnostic criteria (eg, Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition [3]) are mainly focused on determining the existence of a given dysfunctional process for a given predefined period (eg, depressed mood during the past 2 weeks and generalized worry during the past 6 months), without considering their potential interplays with ongoing cognitive-affective processes that might be causing or maintaining the problems across time. The obvious consequence of ignoring time-varying data in this issue is a lack of knowledge on the proximal cognitive-affective mechanisms potentially driving the onset, maintenance, and recovery of affective dysfunctions [4].

In this line, to better understand the underlying mechanisms implicated in affective psychopathology, it is necessary to consider the ecological daily life dynamics of these cognitive-affective processes. Experience sampling methods (ESMs) and ecological momentary assessments [5] have emerged as crucial techniques to advance our knowledge on the dynamic psychological systems accounting for mental health and affective dysfunctions. They comprise repeated measures designs, where psychological assessments are performed several times a day for several days. The use of these methods has many advantages in addition to the rich and detailed information they provide. ESMs support in situ evaluations (state measures), which reduce the memory bias for self-reported retrospective assessments [6]. Furthermore, the clear improvement in the ecological validity of ESMs, in contrast to trait-based questionnaires, permits greater generalizability. It allows for the investigation of different individuals in their own contexts across time and situations, enriching theoretical and practical knowledge about the cognitive-affective processes of mental health and well-being [7]. To date, ESM research has clearly advanced the understanding of psychological processes involved in mental health, such as affective emotional reactivity [8], emotion regulation dynamics [9], the ecological use of simultaneous emotion regulation strategies [10], and the specific effectiveness of these strategies to regulate different momentary affective states [11]. However, these ESM measurements are still solely based on self-reports and do not allow for the evaluation of the underlying processes of these affective dynamics, namely cognitive-affective mechanisms. Individual preferences in the way that emotional information is attended to or interpreted (ie, cognitive biases) are typically assessed using experimental technologies such as eye tracking [12] in controlled laboratory conditions. These experimental methods allow for the capture of subtle mechanisms related to affective disorders [13] and the differential use of emotion regulation strategies [14-16] or even individual differences in psychological well-being [17]. However, to date, no research has fully integrated this type of cognitive bias assessment into ESM protocols, thus lacking a proper understanding of how their ecological momentary manifestations affect emotional experiences and their regulation in daily life.

Therefore, we developed a highly novel app system integrating a novel app-based cognitive task that allows for the measurement of attention and interpretation biases into a new ESM tool. This new method combines self-reported assessments of mood, stress appraisals, and emotion regulation use with momentary assessments of attention and interpretation biases during real-life functioning. Such assessments are based on the computerized version of the Scrambled Sentence Task (SST) [17], where participants are asked to freely unscramble a series of 6 scrambled word sentences displayed on the screen (eg, born loser am I winner a) using only 5 out of 6 words. The only 2 possible solutions to resolve the sentence are into a positive or a negative meaning (eg, I am a born winner or I am a born loser, respectively), and attentional processing of positive (eg, winner) and negative (eg, loser) are further assessed through advanced eye-tracking–based techniques [18]. In a series of experimental studies using this task, it was found that participants showing higher biases toward negative over positive information have poorer abilities to use emotion regulation strategies to support negative affect downregulation (lower use of reappraisal and higher use of rumination) [19]. Furthermore, previous studies using the presented novel web-based app have demonstrated that ecological assessments of these negative cognitive biases assessed with this app-based cognitive task through mobile phones are predictive of poorer abilities to use emotion regulation strategies in their daily life functioning, ultimately leading to increased depressive and anxiety symptoms and reduced well-being in the face of major stressors [20]. Thus, given the large potential of these novel technical approaches to inform advanced health-related research and technology innovations, a thorough analysis of their usability and the conditions that facilitate their compliance is required. Ultimately, the aim of this study is to test the usability and feasibility of our method to be implemented for advanced research on the ecological mechanisms of mental health. Specifically, we first aim to study users’ perceived usability and satisfaction with the novel system, which integrates cognitive tasks within extensive ESM procedures. Second, we aim to establish the degree of measurement reactivity to the new method. Finally, we aim to establish factors that must be considered to maximize compliance with the use of the method, both in terms of latency and missing responses. For the latter, we exhaustively examine what factors are involved in effective compliance with this type of new ESM system, considering usability, satisfaction, reactivity, and emotional symptoms, as well as time-related variables as predictors.

Potential factors accounting for differences in compliance with the new ESM system were pre-established based on previously identified factors involved in the compliant use of ESM procedures in general [5,21,22]. Compliance with ESM protocols can be defined in two ways: (1) effectively answering
Dealing with low compliance and abandonment rates has become a significant challenge when applying ESM designs in general. Owing to this, there is growing evidence exploring the possible systematic predictors of larger response latencies and missing data.

First, in terms of time-related variables, several studies have consistently found that missing rates tend to increase as ESM studies extend over time [25-30], although with some exceptions [31] (see available meta-analyses [29,32,33]). Furthermore, the effects of time of day (whether responding to ESM prompt signals during the morning, afternoon, or evening) are consistently related to missing responses [30,34,35]. For instance, some studies have found higher compliance rates in the afternoon (between 12 PM and 1:30 PM) and lower compliance rates in the morning (between 7:30 AM and 9 AM) [28]. Hence, in line with the revised literature, it is hypothesized that lower compliance with the new ESM system (increases in latency and missing responses) would emerge as the days of the study progress, as well as for earlier notifications during the day.

Second, there are relevant individual-related variables that should be considered when applying ESM procedures in general and specifically in ESM systems assessing mechanisms of mental health, such as the one proposed in this research. This refers to the consideration of how participants’ psychopathological conditions affect their compliance with ESM. This issue has been considered in previous research and has shown different results. Some studies have not found differences in ESM compliance among clinical conditions (schizophrenia, substance dependence, and anxiety disorders vs no diagnosis) [31]. However, other studies have found that higher missing rates are predicted by various clinical conditions, including anxiety and depression levels [29,30,32-35]. Therefore, the second aim of this study is to test whether individual differences in emotional symptoms (depression and anxiety levels) affect compliance with ESM. Considering that in this study, we evaluate 2 samples with subclinical symptom levels, it is hypothesized that no associations would be found between individual levels of depression and anxiety and compliance rates, supporting the feasibility of the ESM system for its use in this type of population.

Third, we considered it crucial to explore the implications that ESM approaches such as the one proposed have on individuals’ momentary experiences. Responding to ESM assessments at various times during the day entails paying regular attention to internal states and behaviors. Different results have been found regarding how the frequency of daily ESM assessments affects the dynamic trajectory of the psychological phenomenon being measured, thus generating different forms of measurement reactivity [36-38]. To date, few studies have evaluated the relationship between ESM compliance rates and experienced negative (burden) or positive (usefulness) measurement reactivity ESM. A recent study found an association between perceived burden and higher missing rates in longer ESM protocols [23]. According to this, to test the new ESM system developed for this study, we collected information regarding several measurement reactivity indicators that could be associated with different levels of compliance: experienced overload and stress generated by evaluation requirements, perceived usefulness of the assessment, and general satisfaction with the procedure. However, given the novelty of the topic under study, only the hypothesis regarding the relationship between burden and compliance is described. It is hypothesized that experiencing stress and overload would be related to lower compliance with the ESM protocol [23]. We further explore the relationship between positive reactivity variables, such as satisfaction and usefulness, and compliance rates during ESM because of the lack of previous literature on this topic.

Finally, when testing a new technological tool such as the one developed in this study, it is necessary to establish its degree of usability in terms of the system’s ease of use and learnability. Several studies have reported that patients with psychological disorders often find difficulties in engaging with technology that is challenging to use or that is perceived as irrelevant to their needs [39,40]. Therefore, given the purpose of this new ESM tool (ie, ultimately implementing it for use with clinical samples), we aim to initially test it in subclinical samples, considering the usability of the tool, analyzing its relationship with individual differences in depression and anxiety levels, and testing whether different individual levels of perceived usability have an influence on compliance with the novel ESM protocol. There is no previous evidence on this topic, despite its clear importance. Owing to this fact, no specific hypotheses were made about the relationship between usability and participants’ compliance with the new ESM approach.

To test these research issues, we conducted two studies testing the new app-based tool with different ESM regimes: The first study comprised a controlled experiment of 1 week (ie, study 1: a total of 5 days), and the second study extended the used ESM system to a larger period, comparable with regimes used in other types of ESM studies (ie, study 2: a total of 10 days), as described in the following sections.

**Study 1**

**Methods**

**Participants**

A sample of 84 undergraduate students (age: mean 20.05, SD 2.19 years) was recruited from the Faculties of Psychology of Complutense University of Madrid and the Autonomous University of Madrid. The participants received extra credit for participating in the study.

https://formative.jmir.org/2022/3/e32537
**Procedure**

Participants attended an introduction session in groups of 15 to 20, during which they received information about the study protocol and completed the informed consent forms, as well as baseline questionnaires assessing demographic variables and depressive and anxiety symptom levels. During the introductory session, participants downloaded the ESM tool, comprising a mobile app, and performed practice trials to become familiar with its use. A day after the introduction session, participants were instructed to complete the ESM assessment each time they received a new signal notification. A systematic sampling approach was used to determine random signaling schedules. Experience sampling assessments were programmed to be sent to participants 3 times a day for 5 days. These assessments were prompted randomly between 9 AM and 9 PM at three time intervals (9 AM to 1 PM, 1 PM to 5 PM, and 5 PM to 9 PM). Participants had 1 hour since they received the notification to complete the assessment. In each ESM assessment, they completed measures of stress, current affect, and use of emotion regulation strategies and performed a cognitive bias task. Furthermore, using the software, we generated a database where we gathered compliance-related information, such as the latency of response, missing assessments, and abandonment rates. At the end of the study, participants completed a brief questionnaire that accounted for variables related to measurement reactivity (app stress, app overload, and app usefulness) and user experience (usability and satisfaction). Questionnaires at baseline and the end of the study were gathered using Qualtrics (Qualtrics International Inc) software.

**Instruments**

**Baseline Measures**

In the initial introduction session, participants rated their levels of depression and anxiety, which were measured with the Center for Epidemiologic Studies–Depression (CES-D 8 [41]) scale and the Generalized Anxiety Disorder-7 (GAD-7 [42]) scale, respectively.

The CES-D 8 [41] is a screening scale used to evaluate depressive symptom levels in the past week. It contains 8 items that evaluate the severity of symptoms, which show good reliability in both general and clinically depressed samples [43,44]. The internal consistency in this study was $\alpha = .86$.

GAD-7 [42] is a 7-item screening questionnaire that evaluates the severity of anxiety symptom levels comprising emotional and cognitive symptoms of anxiety. This measure has good reliability and validity in both general and clinically anxious samples [45,46]. The internal consistency in this study was $\alpha = .89$.

**ESM Assessments**

The app comprised momentary self-reported assessments of several psychological states, including self-reports of perceived ongoing stress, use of emotion regulation strategies in response to ongoing stress, motivational factors, and current mood states.

Participants also completed a novel app-based cognitive task assessing momentary attention and interpretation biases in each survey. We created a computerized SST [17] that allows for app-based assessments of these cognitive biases. This task has been previously validated for the evaluation of attention and interpretation bias in various formats, such as computers [18], and it has already been used in mobile phones for implementation in ESM procedures [20]. Participants were required to complete 20 sentences at each ESM assessment a total of 3 times a day for 5 days. The full details of the ESM assessments in the new tool are provided in Multimedia Appendix 1.

**Assessments at the End of the Study**

Once participants completed the ESM part of the study, they received a final questionnaire to measure variables related to the use of the app: usability, satisfaction, app stress, app overload, and app usefulness. They completed these questionnaires using Qualtrics. To date, there are no validated evaluation protocols to assess these characteristics for eHealth mobile apps. Therefore, for some of the variables of interest, we opted to select single items from the Mobile Application Rating Scale [47] that best resembled the following measurement reactivity variables of interest: app satisfaction, app stress, app overload, and app usefulness.

App stress was measured to control for the reactivity of participants while performing ESM with this app with the item “I felt more nervous than usual, while being vigilant to receive the App’s notifications.”

App overload was used to control for whether the length of the ESM assessments (ie, self-reported surveys and trials of the app-based cognitive task) was generating overload in participants: “The number of exercises to perform in each signal was excessive.”

We also included an item to measure whether participants found the app useful in terms of facilitated introspection to understand their feelings, cognitions, and behaviors (app usefulness) with the item “Using the App has helped me to be more conscious about my emotional and cognitive responses through the day and across days.”

Global satisfaction with the app was assessed using a Likert scale ranging from 0 to 10, with 10 being highly satisfied: “Indicate, from 0 to 10, your overall satisfaction with the app.”

Finally, we used the System Usability Scale (SUS) [48] to measure the usability of the new ESM tool. Usability was assessed at the end of the study to estimate whether the new software had been experienced as usable. This scale has been previously validated [49], and it measures aspects such as complexity, technical support, integration, consistency, and general satisfaction. We computed the overall score following the indications of the author, which ranged from 0 to 100, with scores $>$68 being considered above average.

**App Compliance**

Compliance was defined in terms of two different dependent variables: latency and missing responses. Latency was indexed by the time participants took to respond to each signal (ie, the time lag between the prompt and the actual response, which had a maximum of 60 minutes). Missing responses were indexed...
using scheduled ESM prompts that were not completed by the participant.

**Analytic Plan**

We first conducted descriptive analyses of the data and used correlation analyses to study the relationships between participants’ symptoms (depression and anxiety levels), usability scores, and variables related to measurement reactivity (app stress, app overload, app usefulness, and satisfaction).

Then, to test factors accounting for individual differences in compliance, we ran multilevel analyses taking into account the nested structure of the data because of the repeated measures design (ie, observations nested within days and days nested within persons). This permitted the examination of the momentary variation of compliance variables (latency and missing responses) across prompts, considering the variability in intrapersonal and interpersonal variables. We used the lme4 R package [50] to conduct the models predicting latency responses and missing responses. We applied the function glmer for latency because of the reaction time characteristics [51], specifying the family as Gamma. The glmer function was also used in models predicting missing responses, as this variable was coded as categorical, specifying family as a binomial. In all the models, we specified crossed random effects at the individual level. All models were fit by maximum likelihood estimation.

We first modeled an empty model, with each compliance variable predicted by its intercept. After that, we added one predictor variable at a time (univariate models) and then fitted a model with all predictors included simultaneously (multivariable model) to test whether the effects of predictor variables changed once the remaining variables were included. Fixed slopes were specified for all the models.

Thus, the time of day was entered as a level 1 predictor and day as a level 2 predictor. To explore whether individual differences in depression and anxiety levels affected compliance during the ESM study, these variables were introduced as level 3 predictors.

**Ethics Approval**

The study was approved by the Faculty Ethical Committee of Complutense University of Madrid (Protocol Code Ref. 2019/20-028) and complied with the Declaration of Helsinki’s ethics standards.

**Results**

**Sample Characteristics and General App Performance**

Initially, we recruited 102 university students. The level of abandonment was low; only 8.8% (9/102) of participants stopped responding to the ESMs and did not finish the study. Of those 9 participants, 5 (56%) missed the last 5 ESM prompts, and 4 (44%) responded only once. In addition, 8.8% (9/102) participants did not respond to the last questionnaire after completing the ESM protocol. Therefore, of the 102 participants, the final sample comprised 84 (82.4%) participants, with a mean age of 20.03 (SD 2.19) years, ranging from 18 to 29 years. We found a low mean number of missing responses per participant—1.43 (SD 1.97), ranging from 0 to 8 missing responses per participant. The mean levels of latency per participant found in this study were 16.38 (SD 7.37), ranging from a minimum of 3.24 minutes to a maximum of 34.37 minutes per participant. As shown in Table 1, participants presented mild levels of depression and anxiety, as measured with the CES-D and GAD-7, respectively. Mean scores for measurement reactivity showed moderately high levels of stress related to the use of the app. The mean app overload showed medium levels, pointing that the number of measures per assessment (questionnaires and cognitive bias tasks) was not burdensome. The extent to which participants found the app useful reflected moderately high scores, whereas their general satisfaction with the app showed medium levels.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Study 1 sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female), n (%)</td>
<td>75 (89)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>20.03 (2.19)</td>
</tr>
<tr>
<td>Anxiety (GAD-7&lt;sup&gt;a&lt;/sup&gt;; 0-21), mean (SD)</td>
<td>5.55 (3.82)</td>
</tr>
<tr>
<td>Depression (CES-D&lt;sup&gt;b&lt;/sup&gt;; 0-24), mean (SD)</td>
<td>7.64 (4.07)</td>
</tr>
<tr>
<td>App stress (1-5), mean (SD)</td>
<td>3.38 (1.50)</td>
</tr>
<tr>
<td>App overload (1-5), mean (SD)</td>
<td>2.09 (1.24)</td>
</tr>
<tr>
<td>App usefulness (1-5), mean (SD)</td>
<td>3.18 (1.30)</td>
</tr>
<tr>
<td>Satisfaction with the app (1-10), mean (SD)</td>
<td>6.95 (1.61)</td>
</tr>
<tr>
<td>Usability (SUS&lt;sup&gt;c&lt;/sup&gt;; 0-100), mean (SD)</td>
<td>81.01 (12.08)</td>
</tr>
</tbody>
</table>

<sup>a</sup>GAD-7: Generalized Anxiety Disorder-7.

<sup>b</sup>CES-D: Center for Epidemiologic Studies–Depression.

<sup>c</sup>SUS: System Usability Scale.
Importantly, participants reported high levels of usability measured by the SUS.

Out of 100, it reached a mean usability score of 81.01 (SD 12.08), reflecting its ease of use and learnability. According to the authors who validated the scale [49], scores >70 are considered above average and acceptable, and >80.30 is in 10% of the best-rated systems [49].

**Correlation Analyses**

Correlation analyses were conducted to test how the levels of emotional psychopathology (ie, depression and anxiety levels) are related to measurement reactivity and usability indices. Given the nonnormal distribution of these variables, we conducted Spearman correlation analyses, which are shown in Table S1 in Multimedia Appendix 1. First, we found a positive, significant relationship between depression and anxiety levels ($r=0.67; P<.001$), indicating a relatively high degree of comorbidity among both types of symptoms. Nonetheless, neither anxiety nor depression levels were related to individual differences in the variables of user experience with the app or its usability, suggesting that such ratings were not affected by individual differences in symptom levels. Furthermore, we found significant correlations between usability and most of the measurement reactivity variables. Usability was positively related to app usefulness and satisfaction ($r=0.31, P=.004$ and $r=0.60, P<.001$, respectively) and negatively related to app overload ($r=-0.46; P<.001$) but not to app stress ($r=-0.21; P=.05$). These results show the importance of focusing on user experience when developing new eHealth app-based assessment methods, as it seems to be closely related to measurement reactivity and, in turn, the methodological quality of the design. In addition, app overload was significantly positively related to app stress ($r=0.23; P=.02$) and negatively related to satisfaction with the app ($r=-0.30; P=.008$), indicating that feeling burdensome because of the length of evaluations is related to the stress generated by the notifications’ requirements and to lower satisfaction with the app.

**Multilevel Analyses**

**Latency**

We conducted a series of transformations to control for the distribution of the outliers. Outliers were substituted with the upper or lower threshold of each participant based on the IQR. After that, we calculated the interclass correlation coefficient (ICC) for the empty model, showing a value of 14% for between-person variance. After that, we performed linear mixed models to test the predictors of the variability of latency when responding to experience sampling.

First, we conducted a series of univariate models, including 1 predictor at a time, and then tested them in a multivariate model to determine whether those effects remained significant after the inclusion of all predictor variables simultaneously. This information can be found in Table 2. Analyses testing the effects of time-related variables on latency showed a significant effect of the day on responses’ latency in the univariate model (estimate 1.03 [SE 0.32]; $P<.001$), which remained significant in the multivariable model (estimate 1.00 [SE 0.22]; $P<.001$), indicating that a change of 1 unit on the score scale of the day (ie, 1 day passed) produced a 1.00 point of increase in latency. This indicated that as the study progressed, response latencies were longer. Furthermore, we did not find a significant effect of time of the day, neither in the univariate model nor in the multivariate model. Analyses testing the effects of emotional symptomatology on latency showed no significant effects of depression or anxiety levels when introduced as single predictors or in the multivariate model. Thus, participants’ levels of symptomatology did not influence their response latencies. Analyses testing the relationship between app-related variables and latency rates showed no significant effects of any of the variables when introduced as single predictors in the univariate models. In the multivariate model, a significant effect of app usefulness was found (estimate 1.38 [SE 0.61]; $P=.02$), indicating that participants who found the app as more useful took more time to respond to the notifications (an increase of 1 point in the score scale of app usefulness was related with an increase of 1.38 points in latency).
Table 2. Predictors of response latency (study 1).

<table>
<thead>
<tr>
<th>Outcome variable: latency</th>
<th>Estimate (SE)</th>
<th>t value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Empty model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>15.91 (0.74)</td>
<td>21.42</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Univariate models</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>1.03 (0.22)</td>
<td>4.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time of day</td>
<td>−0.60 (0.37)</td>
<td>−1.61</td>
<td>.11</td>
</tr>
<tr>
<td>Depression</td>
<td>0.11 (0.19)</td>
<td>0.59</td>
<td>.55</td>
</tr>
<tr>
<td>Anxiety</td>
<td>−0.05 (0.20)</td>
<td>−0.26</td>
<td>.80</td>
</tr>
<tr>
<td>App stress</td>
<td>−0.63 (0.50)</td>
<td>−1.26</td>
<td>.21</td>
</tr>
<tr>
<td>App overload</td>
<td>0.14 (0.61)</td>
<td>0.24</td>
<td>.81</td>
</tr>
<tr>
<td>App usefulness</td>
<td>0.96 (0.56)</td>
<td>1.72</td>
<td>.09</td>
</tr>
<tr>
<td>App satisfaction</td>
<td>−0.30 (0.46)</td>
<td>−0.64</td>
<td>.52</td>
</tr>
<tr>
<td>Usability</td>
<td>0.02 (0.06)</td>
<td>0.41</td>
<td>.69</td>
</tr>
<tr>
<td><strong>Multivariate model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>0.10 (0.22)</td>
<td>4.58</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time of day</td>
<td>−0.53 (0.36)</td>
<td>−1.46</td>
<td>.15</td>
</tr>
<tr>
<td>Anxiety</td>
<td>−0.36 (0.27)</td>
<td>−1.31</td>
<td>.19</td>
</tr>
<tr>
<td>Depression</td>
<td>0.40 (0.26)</td>
<td>1.55</td>
<td>.12</td>
</tr>
<tr>
<td>App stress</td>
<td>−0.43 (0.50)</td>
<td>−0.86</td>
<td>.39</td>
</tr>
<tr>
<td>App overload</td>
<td>0.27 (0.64)</td>
<td>0.42</td>
<td>.68</td>
</tr>
<tr>
<td>App usefulness</td>
<td>1.38 (0.61)</td>
<td>2.28</td>
<td>.02</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>−1.09 (0.60)</td>
<td>−1.81</td>
<td>.07</td>
</tr>
<tr>
<td>Usability</td>
<td>0.05 (0.08)</td>
<td>0.60</td>
<td>.55</td>
</tr>
</tbody>
</table>

**Missing**

The ICC calculation of the empty model predicting missing responses showed a value of 41% for between-person variance. Analyses testing the effect of time-related variables on missing responses showed significant effects of the day number both in the univariate model (estimate 0.23 [SE 0.08]; P=.004) and in the multivariable model (estimate 0.24 [SE 0.08]; P=.003). Time of the day did not show a significant effect on missing responses. Analyses testing the effects of emotional symptomatology on missing responses showed no significant effects of depression or anxiety levels when introduced as single predictors or when included in the multivariate model. Finally, analyses testing the relationship between app-related variables and missing response rates showed no significant effects of app stress, app usefulness, app overload, satisfaction, or usability on missing responses. These effects were not significant in either the univariate or the multivariate models. Therefore, we can assume that technical, personal, or usability-related variables were not related to the differential missing response rates.
Table 3. Predictors of missing responses (study 1).

<table>
<thead>
<tr>
<th>Outcome variable: missing</th>
<th>Estimate (SE)</th>
<th>z value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Empty model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−3.14 (0.29)</td>
<td>−10.7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Univariate models</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>0.23 (0.08)</td>
<td>2.91</td>
<td>.004</td>
</tr>
<tr>
<td>Time of day</td>
<td>0.15 (0.13)</td>
<td>1.16</td>
<td>.25</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.01 (0.06)</td>
<td>0.2</td>
<td>.84</td>
</tr>
<tr>
<td>Depression</td>
<td>0.02 (0.05)</td>
<td>0.37</td>
<td>.71</td>
</tr>
<tr>
<td>App stress</td>
<td>−0.22 (0.15)</td>
<td>−1.51</td>
<td>.13</td>
</tr>
<tr>
<td>App overload</td>
<td>−0.27 (0.17)</td>
<td>−1.55</td>
<td>.12</td>
</tr>
<tr>
<td>App usefulness</td>
<td>−0.13 (0.17)</td>
<td>−0.81</td>
<td>.42</td>
</tr>
<tr>
<td>App satisfaction</td>
<td>−0.09 (0.14)</td>
<td>−0.68</td>
<td>.50</td>
</tr>
<tr>
<td>Usability</td>
<td>0.02 (0.02)</td>
<td>0.91</td>
<td>.37</td>
</tr>
<tr>
<td><strong>Multivariate model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>0.24 (0.08)</td>
<td>3.06</td>
<td>.002</td>
</tr>
<tr>
<td>Time of day</td>
<td>0.18 (0.13)</td>
<td>1.33</td>
<td>.18</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.03 (0.08)</td>
<td>0.37</td>
<td>.71</td>
</tr>
<tr>
<td>Depression</td>
<td>−0.01 (0.08)</td>
<td>−0.15</td>
<td>.88</td>
</tr>
<tr>
<td>App stress</td>
<td>−0.19 (0.15)</td>
<td>−1.26</td>
<td>.21</td>
</tr>
<tr>
<td>App overload</td>
<td>−0.28 (0.20)</td>
<td>−1.38</td>
<td>.17</td>
</tr>
<tr>
<td>App usefulness</td>
<td>−0.09 (0.19)</td>
<td>−0.50</td>
<td>.64</td>
</tr>
<tr>
<td>App satisfaction</td>
<td>−0.31 (0.19)</td>
<td>−1.62</td>
<td>.11</td>
</tr>
<tr>
<td>Usability</td>
<td>0.03 (0.03)</td>
<td>1.12</td>
<td>.26</td>
</tr>
</tbody>
</table>

Discussion (Study 1)

The main aim of this study was to examine the usability and feasibility (ie, compliant use) of a new ESM tool that integrates self-reported assessments of affective experience and a cognitive task assessing attention and interpretation biases. A series of multiple time, person, and system reactivity variables were tested as potential predictors of compliance. First, participants reported high levels of usability for the new ESM system, with scores on 10% of the best-rated systems, according to the SUS criteria. Compliance was also high in terms of both low latencies and missing responses. As for compliance predictors, we found significant effects of the day number on response latency and missing responses, indicating that latencies became longer, and there were higher missing rates as the study progressed. These results are in line with previous literature, which supports that lower compliance is found as the days of the study progress [35].

Individual differences in depression and anxiety levels did not act as significant predictors of compliance for either latency or missing responses. These results suggest that adequate compliance with the ESM system is not affected by participants’ subclinical depression and anxiety levels, which is a crucial aspect of the aim of this type of new ESM system. To advance future clinical implementation, further research should analyze these issues in participants presenting with higher levels of depression and anxiety symptomatology to test the effect of clinical status on compliance with this ESM system integrating both self-reports and cognitive tasks [36].

Furthermore, system-related variables were not significantly associated with compliance rates, except app usefulness. Interestingly, participants who found the app to be more useful were those who were slower in responding to momentary notifications. This might be indicative of an attempt to find the more proper moments to adequately perform the app tests and assessments within the allowed 1-hour period after notification. Nonetheless, this effect was only evident in the multivariate model, whereas the univariate analyses did not show any direct association and should be considered cautiously until further replication.

Overall, the results showed high usability and feasibility for the use of the new ESM system, with few factors substantially accounting for its adequate compliance. Nonetheless, we should note various limitations in this study. First, we used single items to evaluate variables related to measurement reactivity, such as app stress, overload, usefulness, and satisfaction, which might at least partly obscure some of their potential associations with compliance.

Furthermore, there might be certain limitations in the generalizability of the results, given the relatively short number
of days evaluated (ie, 5 days). These current findings invite further replication using the new ESM system in protocols with more extensive durations that are comparable with other ESM research considering compliance predictors. For these reasons, we performed a second ESM study with a longer protocol (ie, 10 days of assessments), integrating the study of measurement reactivity variables not only through single items but also through different validated scales.

Thus, study 2 overcame the abovementioned issues, adding further contributions to knowledge in particular areas. First, in study 2, we expanded the sample of participants and extended the duration of the study. It is important to verify whether the results, in terms of reactivity with the app and compliance, would change when participants were evaluated twice as long. In addition, we performed a significant methodological improvement by including validated subscales to measure the variables of app-related stress, overload, usefulness, and satisfaction to derive precise knowledge of their relationship with compliance rates.

**Study 2**

**Methods**

**Participants**

A sample of 135 undergraduate students (age: mean 20.52, SD 2.31 years) was recruited from the Faculty of Psychology at Complutense University of Madrid between April and May 2021. The participants received extra credit for participating in the study.

**Procedure**

Participants individually attended an app-based introductory session in which they received information about the study. They were trained to use the app in which the ESM system was integrated and performed a practice exercise of self-report measures and cognitive tasks. On the first day, they also completed the informed consent and a baseline questionnaire assessing demographic variables, measures of depression and anxiety levels, and other scales not relevant to the aim of this study. One day after the introductory session, participants were instructed to start completing the ESM protocol through the app on their phones each time they received a survey notification. A systematic sampling approach was used to determine the random signaling schedules. Experience sampling assessments were programmed to be sent to participants 3 times a day for 10 days. These assessments were prompted randomly between 10 AM and 9 PM at three time intervals (10 AM to 11 AM, 3 PM to 4 PM, and 8 PM to 9 PM). Participants had 1 hour since the time they received the notification to complete the assessment. At each assessment, they completed assessments of stress, current affect, and emotion regulation strategies and performed the cognitive bias task exactly as in study 1. Furthermore, as in study 1, compliance-related information, such as latency of response and missing and abandonment rates, was gathered. At the end of the study, participants completed a brief questionnaire that accounted for variables related to measurement reactivity and user experience. Questionnaires were completed at baseline and at the end of the study using Qualtrics software.

**Instruments**

**Baseline Assessments**

Depression and anxiety symptom levels were measured using the CES-D-8 [41] and the GAD-7 [42], respectively, as in study 1. The internal consistencies for the CES-D 8 and GAD-7 in this study were $\alpha=.88$ and $\alpha=.86$, respectively.

**Momentary Assessments**

As in study 1, assessments referring to self-reports of perceived ongoing stress, use of emotion regulation strategies, and current mood states were evaluated through app-based self-reports. In each signal, participants also completed a cognitive task assessing momentary attention and interpretation biases, which was based on the SST [17]. They were required to complete 15 phrases at each beep for a total of 3 times a day for 10 days. Further details of all assessments are provided in Multimedia Appendix 1.

**Assessments at the End of the Study**

As in study 1, after completing the ESM procedure, participants received the last questionnaire survey, which measured system usability, measurement reactivity, and user experience using the same assessments. Furthermore, study 2 also included the assessment of measurement reactivity and user experience dimensions using additional subscales extracted from validated questionnaires to measure stress, overload, usefulness, and satisfaction related to the use of the app.

Usability was measured using the SUS [48], as in study 1. The internal consistency of this scale in the study was $\alpha=.75$.

Stress reactivity resulting from app use (subscale) was assessed through the Pressure/Tension subscale of the Intrinsic Motivation Inventory [52]. This subscale contains 5 items that measure the negative reactivity of participants while performing ESM with the tool. The internal consistency of this scale in the study was $\alpha=.56$.

Overload resulting from app use (subscale) assessed the experienced negative affect and the degree of control and effort required during the completion of the ESM protocol. This was assessed using the Perceived Usefulness subscale from the User Engagement Scale [53], which comprises 8 items. The internal consistency of this scale in the study was $\alpha=.84$.

To measure app usefulness (subscale), we used the Value subscale of the Intrinsic Motivation Inventory [52] to assess how participants found it useful to complete the ESM protocol by being more conscious of their own emotional and cognitive states. The internal consistency of this scale in the study was $\alpha=.94$.

Satisfaction with the app was assessed using the Endurability subscale from the User Engagement Scale [53], referred to as the overall success of the interaction and users’ willingness to recommend the app to others or engage with it in the future. The internal consistency of this scale in the study was $\alpha=.90$. 

---
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App Compliance
Participants’ level of commitment was also assessed in study 2. Therefore, latency and missing responses were recorded to perform compliance analyses, exactly as in study 1.

Analytic Plan
The analytic plan in study 1 was entirely reapplied in study 2. We conducted a descriptive analysis and performed Spearman correlation analyses because of the nonnormal distribution of the variables of interest. In addition, similar mixed model regression analyses were performed, as in study 1. Furthermore, we conducted an additional multivariate model in which we included methodological variables (day and time of the day), emotional symptomatology, usability, and variables related to the use and reactivity to the ESM system, as measured through the further included validated subscales (stress, overload, usefulness, and satisfaction). Therefore, separate analyses were conducted considering the item-based indices of measurement reactivity (ie, for the replication of the study 1 results) and further scale-based indices of measurement reactivity included in this study.

Ethics Approval
The study was approved by the Faculty Ethical Committee of Complutense University of Madrid (Protocol Code Ref. 2020/21-023) and complied with the Declaration of Helsinki’s ethics standards.

Results
Sample Characteristics and General App Performance
As shown in Table 4, participants presented moderate depression and low anxiety levels, as measured with the CES-D 8 and GAD-7, respectively. Initially, we recruited 139 participants, from whom we found high compliance, as the level of abandonment was very low—2 (1.46%) participants in the sample (corresponding to 2 participants who completed <6 assessments). These 2 participants were excluded from the analysis because of the noncompletion of the questionnaires on usability and measurement reactivity at the end of the ESM protocol. Therefore, of the 139 participants, the final sample included in the analyses comprised 135 (97.1%) participants with a mean age of 20.51 (SD 2.31) years. We found a low mean number of missing responses per participant—3.60 (SD 3.32), ranging from 0 to 17 missing responses per participant. The mean levels of latency per participant found in this study were 23 to 79 (SD 8.1) minutes, ranging from a minimum of 6.15 minutes to a maximum of 49.64 minutes per participant.

Table 4. Sample characteristics and general app performance (study 2; N=135).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female), n (%)</td>
<td>116 (85.9)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>20.51 (2.31)</td>
</tr>
<tr>
<td>Anxiety (GAD-7, 0-21), mean (SD)</td>
<td>8.38 (4.11)</td>
</tr>
<tr>
<td>Depression (CES-D 8; 0-24), mean (SD)</td>
<td>9.09 (4.89)</td>
</tr>
<tr>
<td>App stress (item; 1-5), mean (SD)</td>
<td>2.96 (1.30)</td>
</tr>
<tr>
<td>App overload (item; 1-5), mean (SD)</td>
<td>2.93 (1.25)</td>
</tr>
<tr>
<td>App usefulness (item; 1-5), mean (SD)</td>
<td>3.44 (1.14)</td>
</tr>
<tr>
<td>Satisfaction (item; 1-10), mean (SD)</td>
<td>6.62 (1.92)</td>
</tr>
<tr>
<td>App stress (IMI subscale; 1-7), mean (SD)</td>
<td>3.09 (1.09)</td>
</tr>
<tr>
<td>App overload (UESd subscale; 1-5), mean (SD)</td>
<td>1.86 (0.77)</td>
</tr>
<tr>
<td>App usefulness (IMI subscale; 1-7), mean (SD)</td>
<td>4.16 (1.37)</td>
</tr>
<tr>
<td>Satisfaction subscale (UES subscale; 1-5), mean (SD)</td>
<td>3.40 (0.95)</td>
</tr>
<tr>
<td>Usability (SUSE subscale; 0-100), mean (SD)</td>
<td>82.17 (11.74)</td>
</tr>
</tbody>
</table>

aGAD-7: Generalized Anxiety Disorder-7.
bCES-D: Center for Epidemiologic Studies–Depression.
cIMI: Intrinsic Motivation Inventory.
dUES: User Engagement Scale.
eSUS: System Usability Scale.

In general, participants showed medium levels in variables related to the negative reactivity of the app (stress and overload), both measured using single items and their corresponding subscales. Participants showed medium to high scores in perceived usefulness when using the app and global satisfaction, as reflected by both the single items and the corresponding subscales. Overall, the results showed that participants did not report feeling stressed or overloaded because of the use of the system while participating in the study. Furthermore, participants found the app useful for its purpose of facilitating awareness of internal affective and cognitive states.
In addition, importantly, the usability of the app was rated as very high (mean 82.17, SD 11.74), as measured by SUS, where scores >80.30 are considered to be in 10% of the best-rated systems.

**Correlation Analyses**

The set of Spearman correlations is shown in Table S2 in Multimedia Appendix 1. As in study 1, we found a significant relationship between anxiety and depression levels (r=0.71; P<.001), indicating a certain degree of comorbidity among the symptoms. Second, we found a significant positive relationship between anxiety levels and reactive stress (measured by a single item; r=0.21; P=.01), indicating that participants who scored higher on anxiety levels felt more nervous or stressed because of ESM notifications. However, these results were not replicated in relation to the app stress subscale.

As in study 1, usability was significantly related to various variables concerning the reactivity with the app. We found negative significant relationships between usability and app stress (single item r=−0.21, P=.02; subscale r=−0.39, P<.001) and between usability and app overload (single item r=−0.40, P<.001; subscale r=−0.47, P<.001). We also found positive significant relationship between usability and app usefulness (single item r=0.26, P=.002; subscale r=0.43, P<.001) and app satisfaction (single item r=0.50, P<.001; subscale r=0.43, P<.001). Therefore, participants who found the app more usable showed lower levels of app stress and overload and higher levels of app usefulness and satisfaction with its use.

Variables referring to the negative measurement reactivity (stress and overload) were significantly and positively correlated (between single items: r=0.34, P<.001; between subscales: r=0.57, P<.001), indicating that those participants who felt more stressed because of notification requirements also felt higher overload because of completing each assessment. On the other hand, we found positive and significant correlations between general satisfaction with the app and perceived usefulness (between single items: r=0.45, P<.001; between subscales: r=0.72, P<.001). Overall, these results replicate and extend the previous findings in study 1 and are in line with previous research validating app-based tools of psychological assessment [54].

**Multilevel Analyses**

**Latency**

As in study 1, we conducted a series of transformations to control for the distribution of outliers. After that, we used linear mixed models, fitted by maximum likelihood estimation, to test time-, person-, and system-related predictors of the variability of latency when responding to experience sampling (results of empty univariate and multivariate models predicting latency can be found in Table 5). We used the same models as in study 1, and an additional multivariate model was tested, with variables related to measurement reactivity measured through the corresponding subscales. We also calculated the ICC for the empty model predicting latency responses, which showed a value of 22% for between-person variance.

Analyses testing the effects of design and time-related variables on latency showed a significant effect of the day number, showing the same effect in both the univariate (estimate 0.28 [SE 0.09]; P=.001) and multivariate models (estimate 0.29 [SE 0.09], P=.001; estimate 0.28 [SE 0.09], P=.001, respectively). Time of the day also showed significant effects on latency responses in the univariate model (estimate −0.42 [SE 0.21]; P=.04) and in both multivariate models (estimate −0.44 [SE 0.21], P=.04; estimate −0.43 [SE 0.21], P=.04, respectively). The results partially replicated those from study 1, showing that response latencies became longer as the study progressed; however, only in study 2, later notifications within the day were further related to lower latency rates and, therefore, to faster responses in those moments of the day.

As in study 1, analyses testing the effects of symptomatology levels on latency showed no significant effects of depression and anxiety on the latency response rates. Therefore, the levels of emotional symptomatology of the participants did not affect their latencies to respond to notifications.

Finally, analyses testing the effects of app-related variables on latency showed a significant effect of app overload, measured through the subscale (estimate 1.52 [SE 0.71]; P=.03) in the univariate model. This effect remained significant in the multivariate model when introduced with the remaining variables (estimate 2.20 [SE 1.02]; P=.03). Thus, higher experienced overload during the ESM protocol was associated with longer response latencies to notifications.
### Table 5. Predictors of response latency (study 2).

<table>
<thead>
<tr>
<th>Outcome variable: latency</th>
<th>Estimate (SE)</th>
<th>$t$ value</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Empty model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>23.76 (0.50)</td>
<td>47.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Univariate models</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>0.28 (0.09)</td>
<td>3.22</td>
<td>.001</td>
</tr>
<tr>
<td>Time of day</td>
<td>−0.42 (0.21)</td>
<td>−2.04</td>
<td>.04</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.16 (0.12)</td>
<td>1.34</td>
<td>.18</td>
</tr>
<tr>
<td>Depression</td>
<td>−0.03 (0.10)</td>
<td>−0.33</td>
<td>.73</td>
</tr>
<tr>
<td>App stress item</td>
<td>0.36 (0.38)</td>
<td>0.95</td>
<td>.35</td>
</tr>
<tr>
<td>App overload item</td>
<td>0.54 (0.40)</td>
<td>1.37</td>
<td>.17</td>
</tr>
<tr>
<td>App usefulness item</td>
<td>−0.04 (0.43)</td>
<td>−0.08</td>
<td>.94</td>
</tr>
<tr>
<td>App satisfaction item</td>
<td>−0.313 (0.26)</td>
<td>−1.25</td>
<td>.21</td>
</tr>
<tr>
<td>App stress subscale</td>
<td>0.57 (0.47)</td>
<td>1.21</td>
<td>.23</td>
</tr>
<tr>
<td>App overload subscale</td>
<td>1.56 (0.66)</td>
<td>2.37</td>
<td>.02</td>
</tr>
<tr>
<td>App usefulness subscale</td>
<td>0.26 (0.37)</td>
<td>0.70</td>
<td>.48</td>
</tr>
<tr>
<td>App satisfaction subscale</td>
<td>0.05 (0.53)</td>
<td>0.10</td>
<td>.92</td>
</tr>
<tr>
<td>Usability</td>
<td>−0.01 (0.04)</td>
<td>−0.21</td>
<td>.83</td>
</tr>
<tr>
<td><strong>Multivariate model 1 (item variables)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>0.29 (0.09)</td>
<td>3.31</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time of day</td>
<td>−0.44 (0.21)</td>
<td>−2.1</td>
<td>.04</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.33 (0.17)</td>
<td>1.94</td>
<td>.05</td>
</tr>
<tr>
<td>Depression</td>
<td>−0.23 (0.14)</td>
<td>−1.59</td>
<td>.11</td>
</tr>
<tr>
<td>App stress item</td>
<td>0.05 (0.45)</td>
<td>0.11</td>
<td>.91</td>
</tr>
<tr>
<td>App overload item</td>
<td>0.34 (0.49)</td>
<td>0.70</td>
<td>.48</td>
</tr>
<tr>
<td>App usefulness item</td>
<td>0.20 (0.52)</td>
<td>0.39</td>
<td>.70</td>
</tr>
<tr>
<td>App satisfaction item</td>
<td>−0.39 (0.38)</td>
<td>−1.024</td>
<td>.31</td>
</tr>
<tr>
<td>Usability</td>
<td>0.04 (0.05)</td>
<td>0.71</td>
<td>.48</td>
</tr>
<tr>
<td><strong>Multivariate model 2 (subscale variables)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>0.28 (0.09)</td>
<td>3.25</td>
<td>.001</td>
</tr>
<tr>
<td>Time of day</td>
<td>−0.43 (0.21)</td>
<td>−2.07</td>
<td>.004</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.24 (0.17)</td>
<td>1.44</td>
<td>.15</td>
</tr>
<tr>
<td>Depression</td>
<td>−0.16 (0.14)</td>
<td>−1.16</td>
<td>.24</td>
</tr>
<tr>
<td>App stress subscale</td>
<td>−0.02 (0.59)</td>
<td>−0.03</td>
<td>.98</td>
</tr>
<tr>
<td>App overload subscale</td>
<td>2.39 (0.96)</td>
<td>2.50</td>
<td>.01</td>
</tr>
<tr>
<td>App usefulness subscale</td>
<td>0.10 (0.56)</td>
<td>0.18</td>
<td>.86</td>
</tr>
<tr>
<td>App satisfaction subscale</td>
<td>0.51 (0.83)</td>
<td>0.61</td>
<td>.54</td>
</tr>
<tr>
<td>Usability</td>
<td>0.06 (0.06)</td>
<td>0.99</td>
<td>.32</td>
</tr>
</tbody>
</table>

**Missing**

First, we calculated the empty model predicting missing responses and the ICC, which showed a value of 20% for between-person variance. Analyses testing the effects of design time–related variables on missing responses showed that time of the day was a significant predictor in both the univariate model (estimate 0.17 [SE 0.02]; $P=.01$) and the multivariate models 1 and 2 (estimate 0.16 [SE 0.06]; $P=.01$).

As for the analyses of the effects of emotional symptomatology on missing response rates, nonsignificant effects of depression and anxiety levels were found on missing responses.
Finally, analyses testing the relationship between app-related variables and missing response rates showed that item-based app stress had significant effects in the univariate model (estimate 0.21 [SE 0.07]; \( P = .004 \)), which remained significant in multivariate model 1 (estimate 0.18 [SE 0.08]; \( P = .004 \)). Item-based overload also showed a significant effect in the univariate model (estimate 0.16 [SE 0.08]; \( P = .04 \)); however, this effect did not remain significant in multivariate model 1 (estimate 0.08 [SE 0.09]; \( P = .36 \)). As for subscale-based measurements (model 2), app overload measured through the subscale also showed significant effects on missing rates when introduced as a single predictor (estimate 0.29 [SE 0.12]; \( P = .02 \)), as well as on app satisfaction measured through a subscale (estimate –0.20 [SE 0.10]; \( P = .049 \)). However, when all predictors were introduced in multivariate model 2, neither of these variables showed any significant effect (results of empty univariate and multivariate models predicting missing responses can be found in Table 6).
Table 6. Predictors of missing responses (study 2).

<table>
<thead>
<tr>
<th>Outcome variable: missing</th>
<th>Estimate (SE)</th>
<th>z value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empty model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−2.43 (0.11)</td>
<td>−20.73</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Univariate models</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>0.01 (0.02)</td>
<td>0.39</td>
<td>.70</td>
</tr>
<tr>
<td>Time of day</td>
<td>0.17 (0.02)</td>
<td>2.53</td>
<td>.01</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.03 (0.02)</td>
<td>1.39</td>
<td>.17</td>
</tr>
<tr>
<td>Depression</td>
<td>0.005 (0.02)</td>
<td>0.23</td>
<td>.82</td>
</tr>
<tr>
<td>App stress item</td>
<td>0.21 (0.07)</td>
<td>2.90</td>
<td>.004</td>
</tr>
<tr>
<td>App overload item</td>
<td>0.16 (0.08)</td>
<td>2.08</td>
<td>.04</td>
</tr>
<tr>
<td>App usefulness item</td>
<td>−0.06 (0.09)</td>
<td>−0.72</td>
<td>.47</td>
</tr>
<tr>
<td>App satisfaction item</td>
<td>−0.07 (0.05)</td>
<td>−1.45</td>
<td>.15</td>
</tr>
<tr>
<td>App stress subscale</td>
<td>0.10 (0.09)</td>
<td>1.14</td>
<td>.25</td>
</tr>
<tr>
<td>App overload subscale</td>
<td>0.29 (0.12)</td>
<td>2.37</td>
<td>.02</td>
</tr>
<tr>
<td>App usefulness subscale</td>
<td>−0.10 (0.07)</td>
<td>−1.42</td>
<td>.16</td>
</tr>
<tr>
<td>App satisfaction subscale</td>
<td>−0.20 (0.10)</td>
<td>−2.01</td>
<td>.04</td>
</tr>
<tr>
<td>Usability</td>
<td>−0.01 (0.01)</td>
<td>−1.48</td>
<td>.14</td>
</tr>
<tr>
<td>Multivariate model 1 (item variables)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>0.01 (0.02)</td>
<td>0.41</td>
<td>.68</td>
</tr>
<tr>
<td>Time of day</td>
<td>0.16 (0.06)</td>
<td>2.54</td>
<td>.01</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.04 (0.03)</td>
<td>1.15</td>
<td>.25</td>
</tr>
<tr>
<td>Depression</td>
<td>−0.03 (0.03)</td>
<td>−1.01</td>
<td>.31</td>
</tr>
<tr>
<td>App stress item</td>
<td>0.18 (0.08)</td>
<td>2.11</td>
<td>.04</td>
</tr>
<tr>
<td>App overload item</td>
<td>0.08 (0.09)</td>
<td>0.91</td>
<td>.36</td>
</tr>
<tr>
<td>App usefulness item</td>
<td>−0.004 (0.10)</td>
<td>−0.04</td>
<td>.97</td>
</tr>
<tr>
<td>App satisfaction item</td>
<td>0.02 (0.07)</td>
<td>0.31</td>
<td>.76</td>
</tr>
<tr>
<td>Usability</td>
<td>−0.01 (0.01)</td>
<td>−0.50</td>
<td>.62</td>
</tr>
<tr>
<td>Multivariate model 2 (subscale variables)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>0.01 (0.02)</td>
<td>0.39</td>
<td>.70</td>
</tr>
<tr>
<td>Time of day</td>
<td>0.16 (0.06)</td>
<td>2.55</td>
<td>.01</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.05 (0.03)</td>
<td>1.42</td>
<td>.16</td>
</tr>
<tr>
<td>Depression</td>
<td>−0.02 (0.03)</td>
<td>−0.84</td>
<td>.40</td>
</tr>
<tr>
<td>App stress subscale</td>
<td>−0.02 (0.11)</td>
<td>−0.20</td>
<td>.84</td>
</tr>
<tr>
<td>App overload subscale</td>
<td>0.21 (0.18)</td>
<td>1.17</td>
<td>.24</td>
</tr>
<tr>
<td>App usefulness subscale</td>
<td>−0.01 (0.10)</td>
<td>−0.14</td>
<td>.90</td>
</tr>
<tr>
<td>App satisfaction subscale</td>
<td>0.11 (0.16)</td>
<td>−0.71</td>
<td>.48</td>
</tr>
<tr>
<td>Usability</td>
<td>0.001 (0.01)</td>
<td>0.11</td>
<td>.91</td>
</tr>
</tbody>
</table>

Discussion (Study 2)

Study 2 was conducted to test the new ESM system using a longer ESM protocol than in study 1 and increase the methodological quality of app reactivity measurement from study 1, adding further assessments of these characteristics through validated subscales of app stress, overload, usefulness, and satisfaction.

Study 2 replicated the high usability scores of the new ESM system, with high levels over the 90th percentile of the SUS scale. Higher usability was related to several indicators such as lower user stress and overload and higher usefulness and...
satisfaction, replicating and extending the findings from study 1 on the acceptability of the novel procedure.

Furthermore, compliance with the protocol was high, as in study 1, showing that extending the protocol regime did not affect general compliance. After performing mixed model analyses, we replicated the findings from study 1 on the time-related predictors of compliance with the procedure. We found a significant effect of day number on response latency, indicating that latencies became longer as the study progressed. These results are in line with the findings of study 1. In addition, a negative relationship between the time of the day and latency was found, indicating that in earlier notifications, latencies tended to be slower. This result was not found in study 1 and may indicate that extending the duration of the ESM protocol may permit the identification of performance patterns that may remain undetected for shorter durations (ie, a 5-day duration in study 1). Furthermore, we found that time of the day was also a significant predictor of missing responses, indicating more missing responses in later notifications of the day (interval between 8 PM and 9 PM). These results are in line with previous research showing lower compliance in terms of missing response rates in later daily notifications [28].

In addition, as in study 1, depression and anxiety levels were not found to significantly predict variability with ESM compliance, which is important for the future implementation of these measurements in clinical samples. Importantly, study 2 was completed from April to May 2021, when the COVID-19 pandemic was a persistent source of threat, and this was evidenced by participants’ symptom levels, which were higher than those for participants in study 1, which was completed in 2019. Thus, although the samples were comparable in terms of sociodemographic characteristics, depression and anxiety reached higher overall subclinical levels in the sample of study 2. The fact that symptom levels in study 2 did not affect levels of compliance is clearly indicative of the feasibility of the ESM system for further implementation in clinical settings in the future.

In terms of measurement reactivity, we found significant effects of the measurement reactivity variables in predicting compliance in study 2. Higher app overload was related to more response latencies, whereas app stress significantly predicted more missing responses. These results are in line with previous research suggesting that a higher negative measurement reactivity is related to lower compliance rates [23]. Interestingly, these effects were not found in study 1, suggesting that the influence of these variables on the compliant performance of the new ESM system may only emerge when using more extensive protocols of assessment (ie, 10 days vs 5 days).

**Discussion**

**Principal Findings**

The aim of this study was to investigate the usability and feasibility of using a new ESM system, which integrates self-report questionnaires and an app-based cognitive task that allows the assessment of ecological indicators of cognitive-affective mechanisms implicated in emotion regulation and emotional symptoms, through 2 differently extensive ESM designs (studies 1 and 2). Study 1 required participants to respond to 3 assessments per day for 5 days. Study 2 integrated the ESM design into a protocol of assessments of 3 times a day for 10 days.

Across studies, we found similar results in terms of the average levels of usability of the novel ESM system, indicating its ease of use and learnability. This is particularly relevant because of the development of a new system that integrates an app-based cognitive task into the ESM procedure. Previous platforms have been developed to repeatedly assess affect through ESM, provide a visual environment [55-57], and highlight the importance of usability testing. In the case of the new ESM system used in our studies, the results on usability showed a very high level of learnability (ie, over the 90th percentile of the SUS), which reflects the ease of use and acceptability by the participants. In fact, we found that usability rates were significantly related to lower negative measurement reactivity (stress and overload) and more perceived usefulness and satisfaction with the app in both studies. Therefore, the use of this ESM system does not require an advanced technical background, and its implementation would be appropriate in the general population. The mean values of reactivity to the assessment measure were also similar across both studies, such that the levels of app overload were moderate (burdensome because of the length of assessments) and app usefulness was high (utility to increase users’ conscientiousness of their internal psychological states).

Furthermore, person-related variables of depression and anxiety did not affect compliance with the ESM protocol. This also informs on the feasibility of further expanding and implementing the new ESM system in clinical settings.

Moreover, we found different results between studies, such that only in study 2 (ie, with a more extensive protocol of 10 days), individual differences in app overload and stress accounted for lower compliance rates. However, it must be noted that the degree of between-person variability in compliance rates was relatively low (as indicated by the ICC derived from empty models), suggesting that such effects might turn out anecdotal.

**Limitations**

Despite the implications of these studies, some limitations must be considered. First, study 2 was conducted during the COVID-19 pandemic, which makes it difficult to generalize the results in terms of compliance with other regular contexts of evaluation, given the exceptional circumstances in which the participants found themselves at that time. Despite this, measures of reactivity to the mobile app and its usability remained very similar between both studies, which indicates that they may depend more on other design- or sample-related characteristics rather than on contextual conditions. This implies the feasibility of applying similar designs with the new ESM system in different contexts in a reliable manner, including the use of the novel app for the study of cognitive and emotional dynamics within individuals across multiple contexts across time. Furthermore, in terms of between-person differences, the relatively high scores in depression and anxiety levels in the sample in study 2 (subclinical levels) minimally affected compliance with the app, which is indicative of its feasibility.
for further implementation with other types of at-risk and clinical populations.

Second, studies 1 and 2 differ in the way the ESM system was implemented, as it was used through a mobile app in the former one, whereas in the latter study, an integrated app system that could be completed both on phones and computers was used. Importantly, despite this difference, participants showed similar scores on usability and measurement reactivity with the system, pointing to the adequacy of using either format of the new ESM system, depending on specific user requirements.

Third, measurement reactivity variables were only measured through item-based assessments in study 1. This was solved in study 2, in which we added further validated subscales to measure the reactivity variables. Although these subscales resembled the constructs gathered by the single items, the results were not fully replicated in multivariable models 1 (item-based) and 2 (scale-based) of study 2. As these scales showed high reliability in general and added higher methodological quality, it is recommended to use them to replicate results in future studies.

Future research should also focus on incorporating other cognitive evaluation tasks into ESM systems, not just self-report assessments, combining both implicit and explicit assessments of emotional, behavioral, and cognitive processes. This promises to bring great wealth to the understanding of the psychological dynamic underlying the ecological mechanisms of people’s emotional dysfunctions (ie, depression and anxiety) in daily life.

Conclusions
This study supports the validity and feasibility of the presented new ESM system. Furthermore, our findings indicate that more systematic investigations into the design characteristics influencing data quality and quantity in ESM studies are needed. The variability of compliance rates, in terms of latency and missing responses, depended on variables related to the design of the ESM procedures and measurement reactivity variables in our studies. Lower compliance was found across both studies as the days in each study progressed, and measurement reactivity variables were found to be related to lower compliance rates (higher latency and missing responses) in more extensive ESM protocols (study 2). Importantly, participants’ levels of depressive and anxiety symptomatology did not affect compliance in our study, indicating the feasibility of using this type of new system in ESM designs for multiple populations. This will permit the evaluation of ecological, cognitive, and emotional dynamics in individuals’ daily life and a better understanding of the underlying mechanisms ultimately influencing mental health.
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Using Named Entity Recognition to Identify Substances Used in the Self-medication of Opioid Withdrawal: Natural Language Processing Study of Reddit Data

Abstract

Background: The cessation of opioid use can cause withdrawal symptoms. People often continue opioid misuse to avoid these symptoms. Many people who use opioids self-treat withdrawal symptoms with a range of substances. Little is known about the substances that people use or their effects.

Objective: The aim of this study is to validate a methodology for identifying the substances used to treat symptoms of opioid withdrawal by a community of people who use opioids on the social media site Reddit.

Methods: We developed a named entity recognition model to extract substances and effects from nearly 4 million comments from the r/opiates and r/OpiatesRecovery subreddits. To identify effects that are symptoms of opioid withdrawal and substances that are potential remedies for these symptoms, we deduplicated substances and effects by using clustering and manual review, then built a network of substance and effect co-occurrence. For each of the 16 effects identified as symptoms of opioid withdrawal in the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition, we identified the 10 most strongly associated substances. We classified these pairs as follows: substance is a Food and Drug Administration–approved or commonly used treatment for the symptom, substance is not often used to treat the symptom but could be potentially useful given its pharmacological profile, substance is a home or natural remedy for the symptom, substance can cause the symptom, or other or unclear. We developed the Withdrawal Remedy Explorer application to facilitate the further exploration of the data.

Results: Our named entity recognition model achieved $F_1$ scores of 92.1 (substances) and 81.7 (effects) on hold-out data. We identified 458 unique substances and 235 unique effects. Of the 130 potential remedies strongly associated with withdrawal symptoms, 54 (41.5%) were Food and Drug Administration–approved or commonly used treatments for the symptom, 17 (13.1%) were not often used to treat the symptom but could be potentially useful given its pharmacological profile, 13 (10%) were natural or home remedies, 7 (5.4%) were causes of the symptom, and 39 (30%) were other or unclear. We identified both potentially promising remedies (eg, gabapentin for body aches) and potentially common but harmful remedies (eg, antihistamines for restless leg syndrome).

Conclusions: Many of the withdrawal remedies discussed by Reddit users are either clinically proven or potentially useful. These results suggest that this methodology is a valid way to study the self-treatment behavior of a web-based community of people who use opioids. Our Withdrawal Remedy Explorer application provides a platform for using these data for pharmacovigilance, the identification of new treatments, and the better understanding of the needs of people undergoing opioid withdrawal. Furthermore, this approach could be applied to many other disease states for which people self-manage their symptoms and discuss their experiences on the web.

(JMIR Form Res 2022;6(3):e33919) doi:10.2196/33919
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Introduction

Background

Withdrawal symptoms are major contributing factors of continued opioid misuse and relapse among those who attempt to quit [1-5]. Opioid-related withdrawal can be severe and may last for a week or longer. The symptoms often include body ache, diarrhea, nausea and vomiting, profuse sweating, insomnia, and loss of appetite [6,7]. Many patients relapse to using opioids to alleviate the symptoms. The medical treatment of withdrawal is a critical target in opioid treatment—the National Institute on Drug Abuse identified finding new treatments for opioid use disorders as its highest priority [8].

Clinicians use a variety of treatments for opioid withdrawal symptoms. Currently, opioid agonists such as methadone and buprenorphine are the most common treatments for opioid use disorder, and these are often tapered, during which time withdrawal symptoms may occur. These symptoms are often managed with standard treatments such as loperamide for diarrhea, ibuprofen for body aches, and odanestron for nausea. In 2018, the US Food and Drug Administration (FDA) approved Lucemyna (lofexidine) as the first nonopioid medication focused specifically on treating withdrawal symptoms [9,10]. At the same time, some physicians prescribe medications off-label (eg, baclofen and clonidine) to treat withdrawal. Often, these medications are used for relief of specific symptoms, such as nausea, diarrhea, or body aches. For some of these off-label treatments, the evidence base is good, but it is not as strong for others [11-15].

Although only a fraction of opioid users seek professional help to mitigate withdrawal symptoms, many seek advice from other opioid users through web-based forums and blogs [16-18]. Opioid users are actively experimenting with alternative treatments to alleviate their withdrawal symptoms. These remedies include use of over-the-counter medications such as loperamide for diarrhea; more experimental medication trials such as supplements (eg, vitamins and herbs); and other methods such as meditation, yoga, and acupuncture. Some of these alternative treatments are controversial (eg, the use of the opioid-containing food supplement kratom). The self-treatment practices of opioid users are poorly understood.

Social media offers unique insights into millions of web-based conversations about withdrawal remedies and can be analyzed using machine learning techniques. The broad involvement of the middle-class population in the opioid epidemic combined with the popularity of social media and the availability of smartphone devices has made web-based discussion of opioid use common. Several outlets provide searchable and analyzable information suitable for research: web-based forums such as Reddit and Bluelight, smaller personal blogs, support groups, and treatment centers, as well as Twitter. The amount of information about drug use and drug recovery contained in discussion forums is unparalleled; nowhere else is it possible to obtain such rich information about drug use and drug recovery practices. Recent studies have analyzed forum data related to opioid recovery [19], buprenorphine [20], marijuana [21], social networking [22], and emerging trends in drug use [23]. Others have shown that web-based discussion of opioids correlates with key surveillance metrics, such as synthetic opioid death rates, and could be used as a leading indicator [24]. Although studies have begun to use these sources, such information remains underused. There have been no assessments of substances used for relieving withdrawal symptoms.

Objectives

The purpose of this study is 2-fold: (1) to validate a methodology that uses social media (Reddit posts) to investigate these self-treatment practices and (2) to better understand these practices, such as what is being used and what the consequences are of such self-help. We note that a validated methodology that uses Reddit posts to understand issues such as self-medication could have utility for a number of physical and behavioral disorders.

In our study, we focus on the following two Reddit discussion forums: r/opiates (“discussion of all things related to the narcotics known as opiates, from harm-reduction to pharmacology”) and r/OpiatesRecovery (“...a group of people dedicated to helping each other kick the habit”) [16,18]. Both forums are dedicated to open dialogue about opioid use, often with the intent of helping current and past users recover. As a part of these discussions, users often share their experiences with formal treatments and alternative treatments to mitigate the effects of withdrawal.

Our primary objective is to validate a methodology for identifying substances used to treat withdrawal symptoms from the discussions on these forums. There are no validation standards to relate discussions to the actual prevalence, incidence, and more detailed representative epidemiology of use, in large part because the forums are anonymous. At the same time, discussion forums can provide insights on the general knowledge among people who use opioids regarding the pharmacology of drugs that they are prescribed, that they buy over the counter, or that they obtain illicitly. We implicitly assume that, because of the large volume of discussions on social media, the strongest signals of remedies associated with prominent withdrawal symptoms would be clinically useful. We further expect that common knowledge would be more prevalent than urban myths. In addition to validating the methodology, we intend to demonstrate its utility for identifying clearly harmful approaches and discovering new, potentially useful remedies for withdrawal symptoms. If successful, such an approach may be useful to investigate other related questions about substance use, temporal trends, polydrug use, and other disorders where people self-manage their symptoms and discuss their experiences on the web.

Recent advances in natural language processing (NLP) have enabled researchers to identify and extract information from...
large amounts of text, including useful information about potential remedies. NLP has been applied to an array of problems across the health care and public health fields [25], including many aspects of the opioid epidemic [19]. Using named entity recognition (NER), we train a model on a subsample of annotated discussions from both subreddits and then apply the model to extract entities from the rest of the data. We train the NER model to identify substances and effects, where effects are the result of using or not using a substance. In this analysis, we focus on the effects that are symptoms of opioid withdrawal and substances that are potential remedies for those withdrawal symptoms. Thus, effects are categorized as (1) symptoms of opioid withdrawal in the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5), (eg, body aches); (2) effects of opioid use (eg, euphoria); (3) a medical symptom not falling into categories 1 or 2; or (4) other or unclear. Finally, we conducted a validation of the strongest signals in the data. We also developed a withdrawal remedy database and an exploration-discovery tool to assist clinicians and the pharmaceutical industry to better serve the needs of people who use opioids.

This paper is structured as follows. First, we describe the data, entity definitions, and approaches for data collection. We then describe the process for iteratively training an NER model, using it to assemble an extensive database of opioid-related substances and effects and cleaning the resulting data. Next, we describe a network analysis approach to structure the database as a network of substance and effect co-occurrence and the development of a web application tool for exploring the database. Finally, we describe the validation process, where we systematically assess some of the strongest signals in the data. We conclude with a discussion of the value of our approach, database, and tool and consider the next steps in this research.

Methods

Data

Data Acquisition and Preparation

Reddit is a public social media site comprising communities called subreddits, which organize content based on interest. A submission to Reddit is called a post. A post can be a link to a website outside of Reddit or a piece of text for discussion. In the latter case, this is called a selfpost, and the text is called selftext. On a post, other Reddit users can provide threaded comments. Posts and comments are archived via the pushshift service [26], and a publicly available copy of the pushshift Reddit data set is also available via the Google BigQuery platform. Using BigQuery, we downloaded all available posts and comments from the r/opiates (when referring to the subreddits, we adopt the nomenclature of prefixing them with r/) and r/OpiatesRecovery subreddits (the corpus), which at the time of acquisition (August 2019) extended until April 2019. In October 2020, we downloaded additional data covering May-December 2019 directly from pushshift.io using the PushshiftRedditDistiller package [27].

A submission on Reddit contains three possible sources of text for analysis: the title of the post, the selftext of the post (if it is a selfpost), and the threaded comments for a post. As our goal was to detect mentions of our entities within longer-form text and post titles and selftext often contain short phrases or incomplete sentences, we focused only on the comments that appear as discussions on a post and did not use text from post titles or selftext for analysis.

r/opiates and r/OpiatesRecovery Subreddits

We focused on content from two communities related to opioid use: the r/opiates and r/OpiatesRecovery subreddits. The r/opiates subreddit was created on June 24, 2009, and r/OpiatesRecovery was created on February 16, 2012. As of June 25, 2021, the r/opiates subreddit had 124,696 members, and r/OpiatesRecovery had 31,522 members [16,18].

Some basic statistics about the comments within each subreddit are presented in Table 1. Users have the ability to delete specific comments or delete their accounts and all comments, so both the count and nondeleted count are presented.

<table>
<thead>
<tr>
<th>Item</th>
<th>Subreddit</th>
<th>r/opiates</th>
<th>r/OpiatesRecovery</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>First comment, date; time</td>
<td>April 8, 2010; 4:10 AM</td>
<td>February 16, 2012; 5:19 AM</td>
<td>N/Aa</td>
<td></td>
</tr>
<tr>
<td>Last comment, date; time</td>
<td>December 31, 2019; 11:57 PM</td>
<td>December 31, 2019; 11:58 PM</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td>3,650,602</td>
<td>341,598</td>
<td>3,992,200</td>
<td></td>
</tr>
<tr>
<td>Count nondeleted</td>
<td>3,446,046</td>
<td>326,729</td>
<td>3,772,775</td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.

NER Model

We framed our NLP task as an NER problem to identify possible remedies and their effects. We aimed to identify two possible types of entities: substances and effects.

- Substance: a drug, remedy, supplement, or other consumable item used to treat an effect (eg, acetaminophen to treat body aches) or induce a desired effect (eg, heroin to induce euphoria). Although we found mentions of
meditation, yoga, and other nonmedicinal remedies, in this report we only focus on consumable substances.

- **Effect:** a negative or positive effect mentioned as a result of consuming a substance (eg, constipation caused by opioid use or constipation relieved by polyethylene glycol use), a result of not consuming a substance (eg, diarrhea caused by opioid withdrawal), or a rationale for consuming a substance (eg, diarrhea prompting loperamide use).

We used an iterative data-labeling and model-training process to generate 6507 labeled comments that formed our training data set. For details, see Multimedia Appendix 1 [28-36]. We trained our final NER model with the default spaCy (version 2.3.0; Explosion AI) [37] settings for NER models: 10 epochs with a dropout of 0.2 [38] and compounding batch. We trained the model on 80% of the data and evaluated its performance on a randomly selected hold-out set of 20%. Precision, recall, and F1 scores were calculated for exact matches of entities.

Our complete data-processing, modeling, and analysis pipeline is shown in Figure 1 and described in detail in Multimedia Appendix 1.

**Figure 1.** Withdrawal remedy analysis pipeline. NER: named entity recognition.
Deduplication of Entities

Many of the entities identified by the model were either misspellings or semantic duplicates. Misspellings were common in the data (eg, various misspellings of a drug name). Semantic duplicates resulted when the data included semantically related words, such as synonyms, hypernyms, and hyponyms. Some of the most common semantic duplicate types in our entities included the following: (1) slang terms (eg, *fent* for *fentanyl*), (2) generic and brand name drugs (eg, *loperamide* and *Imodium*), and (3) specific and general descriptions of an effect (eg, *insomnia* and *toublce sleeping*).

To deduplicate the entities, we generated fastText word embeddings for all tokens, where tokens identified as entities were combined [39]. We then clustered entities with similar embeddings. This approach is technically related (though with opposite goals) to embedding-based methods for vocabulary expansion, which have recently been applied to opioid-related discussions from Reddit [40] (see Detailed Methods in Multimedia Appendix 1). After clustering, all entities in a cluster were replaced with the most common entity in the cluster. For example, *cigarettes*, *cigarettes* [sic], *ciggs*, and *cigs* were clustered. The most common entity in this cluster was *cigarettes*. All occurrences of the other entities in the cluster were replaced with *cigarettes*.

Expert Review and Classification of Entities

After clustering, we manually reviewed the deduplicated entities and conducted an additional round of deduplication and classification. Clustering was essential to reduce the number of entities and make manual review feasible. We generated separate lists of substances and the effects of these substances. The lists were reviewed by a psychiatrist (MJE) in 2 steps. First, we gave each entity a corrected name. This provided further deduplication of any slang terms or misspellings that remained after clustering. It also ensured that all entities were given a clinically accurate name. Often, these were controlled substances (eg, opioids, benzodiazepines, or prescription stimulants), illicit drugs (eg, hallucinogens or marijuana), or medications used to treat the symptoms of opioid withdrawals (eg, antiemetic or antidiarrheal medications). Second, we categorized the entities. Substances were categorized based on their pharmacological profile and use in clinical practice. Effects were categorized as (1) DSM-5 symptoms of opioid withdrawal (eg, body aches), (2) effects of opioid use (eg, euphoria), (3) a medical symptom not falling into categories 1 or 2 (eg, seizure), or (4) other or unclear (eg, sickness).

Network Analysis

We generated a bipartite network of substance and effect co-occurrence to assess which substances were associated with these effects. We considered entities to be nodes in the network. We drew edges between nodes when a substance and effect co-occurred in a sentence. We weighted the edges by the number of times the node pair co-occurred. However, using this edge weight alone to identify significant substance-effect pairs would favor pairs where the individual probabilities of occurrence of the substance and effect were high. Therefore, we also weighted the edges using positive pointwise mutual information (PPMI) [41]. For a pair of nodes, PPMI is high when their probability of co-occurrence is high relative to their individual probabilities of occurrence.

Application Development: Withdrawal Remedy Explorer

We built a web application called Withdrawal Remedy Explorer to provide a user-friendly way to explore the substance-effect network. Owing to its size, it was difficult to interpret the full network. Therefore, our application allows users to filter down to the ego network for a single substance or effect. Ego networks consist of a single node (ego) together with the nodes it is connected to (alters) [42] (in most cases, ego networks also include connections between the alters but, because our network is bipartite, there are no connections between entities of the same type). The application further allows users to filter according to edge count and PPMI.

Validation Review of Pairs

We generated and validated a list of top symptom and potential remedy pairs to assess the nature of the network. For each of the 16 effects identified as DSM-5 symptoms of opioid withdrawal, we identified the top 10 nonopioid substances most strongly associated (although not necessarily causally) with the symptom. We identified these substances using a weighted average of edge count and PPMI. First, we took the natural logarithm of the edge count to reduce skewness. We then used a min–max scaler to normalize the edge count and PPMI to a range of 0 to 1. Finally, we averaged the scaled edge count and PPMI. For each withdrawal symptom, we took the 10 substances with the highest value for this calculation, omitting opioids and any pairs with an edge count <5. This produced a list of 130 strongly associated symptom and potential remedy pairs. We hypothesized that the most strongly associated pairs would be most clinically applicable. We validated each of the pairs against known medical practice and evaluated each for clinical feasibility. We then classified the pairs into categories that reflected the relationship with clinical practice, common practice, or potential harm, as follows: (1) substance is an FDA-approved or commonly used treatment for the symptom, (2) substance is not often used to treat the symptom but could be potentially useful given its pharmacological profile, (3) substance is a home or natural remedy for the symptom; eg, gabapentin and fever).

Results

Entity Counts

Table 2 lists the top 20 most frequent substances and effects identified within the data set. As these are simply spans of text without semantic information, we can see duplicates (*fent* and *fentanyl*), slang terms (*dope* and *h*), and abbreviations (*rls*).
Table 2. Top 20 substances and effects extracted.

<table>
<thead>
<tr>
<th>Entity</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substances (N=2,823,606)</td>
<td></td>
</tr>
<tr>
<td>dope</td>
<td>192,385 (6.81)</td>
</tr>
<tr>
<td>heroin</td>
<td>160,595 (5.69)</td>
</tr>
<tr>
<td>opiates</td>
<td>160,244 (5.68)</td>
</tr>
<tr>
<td>oxy</td>
<td>95,960 (3.40)</td>
</tr>
<tr>
<td>subs</td>
<td>87,006 (3.08)</td>
</tr>
<tr>
<td>opiate</td>
<td>80,067 (2.84)</td>
</tr>
<tr>
<td>methadone</td>
<td>76,477 (2.71)</td>
</tr>
<tr>
<td>kratom</td>
<td>68,541 (2.43)</td>
</tr>
<tr>
<td>fent</td>
<td>68,475 (2.43)</td>
</tr>
<tr>
<td>suboxone</td>
<td>65,011 (2.30)</td>
</tr>
<tr>
<td>h</td>
<td>62,492 (2.21)</td>
</tr>
<tr>
<td>sub</td>
<td>57,959 (2.05)</td>
</tr>
<tr>
<td>weed</td>
<td>51,937 (1.84)</td>
</tr>
<tr>
<td>morphine</td>
<td>49,114 (1.74)</td>
</tr>
<tr>
<td>benzos</td>
<td>37,208 (1.32)</td>
</tr>
<tr>
<td>tar</td>
<td>35,573 (1.26)</td>
</tr>
<tr>
<td>coke</td>
<td>35,355 (1.25)</td>
</tr>
<tr>
<td>xanax</td>
<td>34,765 (1.23)</td>
</tr>
<tr>
<td>fentanyl</td>
<td>30,361 (1.08)</td>
</tr>
<tr>
<td>codeine</td>
<td>29,050 (1.03)</td>
</tr>
<tr>
<td>Effects (N=479,289)</td>
<td></td>
</tr>
<tr>
<td>pain</td>
<td>61,783 (12.89)</td>
</tr>
<tr>
<td>anxiety</td>
<td>30,995 (6.47)</td>
</tr>
<tr>
<td>depression</td>
<td>23,579 (4.92)</td>
</tr>
<tr>
<td>sleep</td>
<td>22,102 (4.61)</td>
</tr>
<tr>
<td>cravings</td>
<td>20,319 (4.24)</td>
</tr>
<tr>
<td>depressed</td>
<td>11,304 (2.36)</td>
</tr>
<tr>
<td>rls</td>
<td>8972 (1.87)</td>
</tr>
<tr>
<td>nausea</td>
<td>7618 (1.59)</td>
</tr>
<tr>
<td>craving</td>
<td>6315 (1.32)</td>
</tr>
<tr>
<td>insomnia</td>
<td>5645 (1.18)</td>
</tr>
<tr>
<td>mood</td>
<td>5600 (1.17)</td>
</tr>
<tr>
<td>puke</td>
<td>5551 (1.16)</td>
</tr>
<tr>
<td>seizures</td>
<td>5435 (1.13)</td>
</tr>
<tr>
<td>anxious</td>
<td>5343 (1.11)</td>
</tr>
<tr>
<td>tired</td>
<td>5159 (1.08)</td>
</tr>
<tr>
<td>sweating</td>
<td>5099 (1.06)</td>
</tr>
<tr>
<td>puking</td>
<td>5029 (1.05)</td>
</tr>
<tr>
<td>sickness</td>
<td>4931 (1.03)</td>
</tr>
<tr>
<td>sweat</td>
<td>4845 (1.01)</td>
</tr>
<tr>
<td>headache</td>
<td>4018 (0.84)</td>
</tr>
</tbody>
</table>
The denominator for percentages is the total number of occurrences of all substances or effects, so percentage values do not sum to 100.

The model performs slightly better in predicting substances than effects ($F_1$ scores of 92.059 and 81.696). Recall (92.895 for substances and 83.768 for effects) is slightly higher than precision (91.237 for substances and 79.724 for effects). Both scores are reasonable given the model architecture used and the variability and quality of the input data in comparison with common benchmark NER tasks [43].

### Deduplication and Expert Review

Both clustering and expert review greatly reduced the number of entities by removing misspellings and semantic duplicates. Clustering reduced the number of unique substances by 98.07% (from 53,730 to 1037) and reduced the number of unique effects by 95.69% (from 13,790 to 594). Relative to the number of entities remaining after clustering, expert review reduced the number of unique substances by 55.8% (from 1037 to 458) and reduced the number of unique effects by 60.4% (from 594 to 235). Our final count of unique entities was 458 substances and 235 effects.

Effects were classified into 4 categories. Their frequencies are shown in Table 3.

### Table 3. Frequency of effects by category (N=235).\(^a\)

<table>
<thead>
<tr>
<th>Effect</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSM-5(^b) symptom of opioid withdrawal</td>
<td>17 (7.2)</td>
</tr>
<tr>
<td>Effect of opioid use</td>
<td>17 (7.2)</td>
</tr>
<tr>
<td>Not a DSM-5 symptom of opioid withdrawal or effect of opioid use</td>
<td>153 (65.1)</td>
</tr>
<tr>
<td>Other or unclear</td>
<td>48 (20.4)</td>
</tr>
</tbody>
</table>

\(^a\)Percentages may not add up to 100 because of rounding.  
\(^b\)DSM-5: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition.

Substances were classified into 71 pharmacological categories. The four most common were opioid (71/458, 15.5%); other (60/458, 13.1%); vitamin, supplement, or herb (42/458, 9.2%); and food or drink (29/458, 6.3%). Multimedia Appendix 2 includes frequencies for all 71 categories.

### Network Analysis and Application

The Withdrawal Remedy Explorer application is publicly available [44]. It allows users to explore the associated substances or effects for a chosen entity. First, users can choose to view the substances or effects. Users then select an entity from a list of categorized substances or effects. This shows the ego network for the selected entity. The PPMI and edge count filters can then refine the network down to the strongest connections. For example, one could filter the network to the connections with the highest edge counts to view the most common substances associated with a symptom. Alternatively, filtering for the edges with the highest PPMI could uncover uncommon but noteworthy connections. Finally, connections with both high PPMI and high edge count are perhaps the most salient of all. Presenting the data as ego networks encourages users to identify substances or effects of interest before using the application. We considered this the most likely use case, as discussed further below. Figures 2 and 3 show example ego networks for a substance (acetaminophen) and effect (dehydration). Both ego networks are filtered for PPMI $\geq 1.5$ and edge count $\geq 10$. 

https://formative.jmir.org/2022/3/e33919

JMIR Form Res 2022 | vol. 6 | iss. 3 | e33919 | p.832
Figure 2. Acetaminophen ego network filtered for positive pointwise mutual information $\geq 1.5$ and edge count $\geq 10$. DSM-5: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition; GERD: gastroesophageal reflux disease; RLS: restless leg syndrome.

Figure 3. Dehydration ego network filtered for positive pointwise mutual information $\geq 1.5$ and edge count $\geq 10$. DSM-5: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition.
Validation Review of Pairs
In 64.6% (84/130) of the strongly associated symptom and potential remedy pairs, we considered the substance to be a potentially valid treatment for the symptom. This result provides evidence for the face validity of our methodology for extracting symptom–remedy pairs from Reddit. Furthermore, more strongly associated pairs were more likely to be potentially valid treatments. Of the 26 pairs in the top quintile by strength of association, 23 (88%) were potentially valid treatments for the symptom. Table 4 shows the category frequencies for the symptom and potential remedy pairs.

Table 4. Categorization of strongly associated symptom and potential remedy pairs (N=130).

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Substance-effect pairs, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substance is an FDA-approved or commonly used treatment for the symptom</td>
<td>54 (41.5)</td>
</tr>
<tr>
<td>Substance is not often used to treat the symptom but could be potentially useful given pharmacology</td>
<td>17 (13.1)</td>
</tr>
<tr>
<td>Substance is a home or natural remedy for the symptom</td>
<td>13 (10)</td>
</tr>
<tr>
<td>Substance can cause the symptom</td>
<td>7 (5.4)</td>
</tr>
<tr>
<td>Other or unclear (including pairs with no clear relationship)</td>
<td>39 (30)</td>
</tr>
</tbody>
</table>

\*FDA: Food and Drug Administration.

Discussion

Principal Findings
In this study, we extracted information from Reddit forum posts into a database of opioid withdrawal symptoms and substances potentially used as remedies to alleviate them. Although the focus of the study was on withdrawal symptoms, we also extracted many other substances and effects associated with opioid use. We made a distinction between effects that are opioid withdrawal symptoms as defined in the DSM-5 and other effects. We validated the technical aspects of symptom and effect extraction by obtaining $F_1$ scores that were competitive with NER benchmarks.

We used PPMI to formalize the strength of substance-effect associations. We did not use any formal statistical tests or $P$ values as the data themselves contain uncertainty and the population is not clearly defined. In fact, it is likely to change over time. However, the use of PPMI allowed us to compare the strength of associations with a by chance association and with each other.

We used PPMI to identify a list of 130 strongly associated symptom and potential remedy pairs in which the effect was a DSM-5 opioid withdrawal symptom and the substance was a potential remedy. We validated the associations between these symptoms and potential remedies based on expert review. We discovered that roughly two-thirds (84/130, 64.6%) of the potential remedies were common treatments, potentially useful treatments, or home or natural remedies. Therefore, we observed that, for DSM-5 withdrawal symptoms, the relationship between symptom and potential remedy validates well and that common knowledge is more prevalent than urban myths. We also developed a web application that allows researchers to explore these symptoms and potential remedies through visualization and to identify associations that may be strong enough to prompt further research.

Contributions
As demonstrated by the success of technical and expert review validations, our methodology has the potential to make significant contributions to ethnographic, clinical, and pharmacovigilance research. Specific areas include the following.

Understanding Potential Harm and Pharmacovigilance
Health care and public health stakeholders could benefit from knowing the types of self-medication and substitution practices that people engage in to help alleviate withdrawal symptoms, in part because those practices could lead to potential problems (eg, cardiovascular complications, medication contraindications, hospitalization, and even death). Analysis of social media discussions can rapidly inform prevention and harm-reduction activities related to new and potentially harmful beliefs and activities. This can enable stakeholders to monitor temporal trends and emerging fads. In fact, it was shown that increases in web-based posts about synthetic opioids preceded an increase in synthetic opioid death rates [45]. For example, in our study, we identified a strong association between antihistamines and restless leg syndrome (RLS). This could be a potential harm as the use of antihistamines as a remedy for RLS could in fact worsen RLS [46]. Our Withdrawal Remedy Explorer application allows one to screen for off-label use of many prescription drugs and thus assist in pharmacovigilance. Although such screening likely requires deeper follow-up with studying the actual posts, it provides a quick way to identify potential harms before they become more prevalent.

Identifying Home or Natural Remedies
Home or natural remedies have the potential to be inexpensive and effective measures against withdrawal symptoms. Such knowledge could help large numbers of struggling users, especially those who are not yet ready to receive treatment from a physician and who prefer the anonymity of 24/7 web-based communities to seek and share help [22]. For example, in our study, we identified a strong association between nausea and ginger, a common natural remedy [47]. Exploring associations between withdrawal symptoms and other herbs, vitamins, and supplements could help identify less well-known home or natural remedies.
Identifying Potentially Useful New Remedies

Successful off-label use of medications could provide leads to future clinical studies on withdrawal medications [48]. For example, in our study, we identified a strong association between gabapentin and body aches. Whether gabapentin is clinically effective for the body aches associated with opioid withdrawal is unknown; we were only able to identify 1 small study (N=32) investigating gabapentin as a treatment for opioid withdrawal [49]. Our results suggest that studies on gabapentin for opioid withdrawal may be fruitful. The identification of such remedies has not been the objective of this report, but we are partnering with clinicians and pharmacologists to identify such cases.

Understanding Patient Needs

Understanding patients’ needs and issues that are of importance to them is critical for the development of better prevention and treatment programs. Web-based discussion forums and social media also provide mechanisms to inform and design better treatment and harm reduction programs. For example, future research could leverage the Withdrawal Remedy Explorer application to identify withdrawal symptoms, which, at least in these forums, are of the highest concern to people using opioids. In our study, 30% (39/130) of pairs fell into the other or unclear category. Although some of these pairs are likely the result of limitations to our methodology, this category provides opportunities for understanding users’ beliefs and practices that go beyond common knowledge. Such information can lead to the discovery of new remedies or to the early identification of specific needs and potentially harmful practices.

Our approach can also be applicable to other substances of abuse, especially because currently there are no FDA-approved medications to treat cocaine, methamphetamine, and many other drug disorders. Uncovering and summarizing remedy practices for these disorders could provide at least temporary help in clinical treatment practice until treatment medications are developed and approved. Finally, by examining the symptom-related remedies, we acknowledge that some symptom–remedy pairs are quite common and are not specific to opioid withdrawal (eg, the use of melatonin for insomnia or acetaminophen for body aches). The detailed analysis of differences between remedies in opioid-specific discussions and in the general population is beyond the scope of this study.

Limitations and Future Work

Our study has several limitations. Foremost is the lack of causality in the associations between substances and effects. Without reading the posts, it is not possible to distinguish whether the effect was caused by the substance or whether the substance was used to alleviate the effect. Furthermore, we have not yet analyzed whether the remedies were helpful. An association could take many forms (eg, “gabapentin cured my body aches,” “I tried gabapentin for body aches, but it didn’t work,” or “gabapentin gave me body aches”). However, the purpose of this study was to build and validate the foundations for such analyses. More detailed and in-depth analyses could be performed on any subset of the associations identified in the data. In future work, we plan to apply additional NLP methodologies and analysis to selected combinations of substances and effects to identify whether the association was favorable.

We only focused on associations within the same sentence. This approach misses associations when the effect and substance are mentioned in different sentences (eg, “I get terrible body aches. Aspirin does nothing for me, but gabapentin helps”). In this study, we limited the approach to sentences for clarity and simplicity. With our success using single sentences, in future work we will focus on including associations spanning multiple sentences. This task is complicated by the necessity of defining the boundary of paragraphs and detangling multiple associations between multiple substances and effects across sentences. The ambiguity of free-flowing text in posts is a common challenge in the analysis of social media.

Since the time the data were collected and the models were developed, the field of NLP has progressed significantly because of the use of transformer models such as Bidirectional Encoder Representations from Transformers [50]. For general NER tasks, this has meant an improvement from an F1 of 86 in 2017 to >90 in 2019. At the same time, large transformer models require significant specific computational resources [51] to train and deploy in comparison with more traditional methods and, simultaneously, focus in the field has been shifting from model-centric approaches (eg, hyperparameter tuning) to data-centric approaches (eg, higher-quality labeled data) as, in many scenarios, more benefit comes from data than architecture [52]. In summary, a limitation of our work is that we were unable to use the current state-of-the-art models, but future work will evaluate potential improvements from new model architectures and improved data quality.

In our expert review and validation processes, substances, effects, and substance-effect pairs were classified into categories according to the face value of the terms and without detailed assessment of the underlying post text. Different reviewers could have different opinions and interpretations, leading to variability in classifications. In future work, we plan to leverage the Withdrawal Remedy Explorer tool to seek comments and corrections from other experts.

As our study builds networks of extracted knowledge, in our future work we will consider developing a knowledge graph that would allow linking the extracted entities and their networks to external knowledge bases.

Despite these limitations, we identified and validated strong signals in the data. The discovery of valid withdrawal remedies encourages us to explore more nuanced aspects of the data. The limitations of this study point us to the next steps in our research.

Conclusions

In this study, we validated an approach to identify opioid withdrawal remedies from the web-based forum Reddit. We developed a pipeline to extract substances and effects from raw data, identified strong associations between withdrawal symptoms and potential remedies, and validated these associations. Our results demonstrate that social media and web-based forum discussions have the potential to help us understand how people treat withdrawal symptoms. This knowledge could help identify useful new treatments and...
potential harms and public health concerns. We also developed the Withdrawal Remedy Explorer application to facilitate deeper analysis of these data and to seek input from other researchers, clinicians, and people with lived experience. Our approach could be generalized beyond Reddit and beyond the topic of opioid withdrawal. It could be applied to many other disease states where people self-manage their symptoms and discuss their experiences on the web.
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Abstract

Background: Digital health interventions are efficient and flexible methods for enhancing the prevention and management of cardiovascular disease and type 2 diabetes. However, little is known about the characteristics associated with eHealth literacy in the Canadian South Asian population.

Objective: The aim of this study is to describe perceived eHealth literacy and explore the extent to which it is associated with sociodemographic, health status, and technology use variables in a subset of South Asian Canadians.

Methods: We analyzed data from the e-Patient Project survey, a mixed-mode cross-sectional survey that occurred in 2014. The eHealth Literacy Scale (eHEALS) was used to measure eHealth literacy in a convenience sample of 511 English- or Punjabi-speaking South Asian adults recruited from a community pharmacy, a family physician office, and community events in Edmonton, Alberta. Multivariable quantile regression was used to explore variables associated with eHealth literacy.

Results: The analysis was restricted to 301 internet users (mean age 39.9, SD 14.8 years; 166/301, 55.1% female) who provided responses to all 8 eHEALS questions and complete demographic information. The mean overall eHEALS score was 29.3 (SD 6.8) out of 40, and 71.4% (215/301) agreed to at least 5 out of the 8 eHEALS items. The eHEALS item with the lowest level of agreement was “I can tell high-quality health resources from low-quality health resources on the internet” (182/301, 60.5%). Although there were statistically significant differences in eHEALS scores according to age, educational achievement, language preference, and the presence of chronic medical conditions, multivariable regression analysis indicated that language preference was the only variable independently associated with eHealth literacy (coefficient –6.0, 95% CI –9.61 to –2.39).

Conclusions: In our sample of South Asian Canadian internet users, preference for written health information in languages other than English was associated with lower eHealth literacy. Opportunities exist to improve eHealth literacy using culturally and linguistically tailored interventions.

(JMIR Form Res 2022;6(3):e29955) doi:10.2196/29955
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Introduction

Background
Digitally engaged patients are those who have taken up new digital media technologies in their own medical care and preventative health efforts [1]. These eHealth technologies typically support self-care and include internet-based resources where lay people can seek information about health, web-based communities supported by social networking sites, mobile health (mHealth)—the practice of medicine and public health with support from mobile devices, telemedicine and remote patient monitoring where patients communicate with health care providers via technology instead of face-to-face communication, and others [1-3]. Emerging evidence suggests that eHealth-and mHealth-based interventions can improve the prevention and management of chronic health conditions [4,5]. For example, systematic reviews suggest the potential for the improvement of cardiovascular lifestyle-related risk factors [6] including weight loss [7-9], physical activity [10,11], and management of diabetes [12-14].

To optimally engage with and have equitable access to a digital health care environment, health care consumers must have an understanding of their condition as well as the skills to effectively use electronic resources [15-17]. This is referred to as eHealth literacy, which is defined as the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to address or solve a health problem [18]. There are six main domains of eHealth literacy: health, computers, media, science, and information literacy, as well as traditional literacy and numeracy [18]. eHealth literacy has taken on greater importance as the COVID-19 pandemic has shifted primary care from office visits to telephone or video care in the Canadian health care system [19] and resulted in a broader infodemic of medical misinformation [20,21]. Assessing eHealth literacy is important because it has been associated with positive outcomes from internet searches in health knowledge and information gathering, self-management of health needs and health behaviors, and interactions with physicians [22-25]. eHealth literacy is modifiable, and several studies have shown that it can be improved in older individuals and those with chronic health conditions [15,26,27].

South Asian Canadians are a large visible minority group [28] who face a high prevalence of cardiovascular disease and diabetes, both of which are conditions for which eHealth literacy in the literature are inconsistent and are suggested to be population-dependent [17].

Objectives
Owing to a lack of information on digital device use and eHealth literacy in South Asian Canadians, we conducted the South Asian e-Patient Project, a survey conducted in a convenience sample of 831 South Asian Canadians in Edmonton, Alberta in 2014 [40]. We previously reported that engaging members of this community via eHealth interventions is feasible. However, we found evidence of digital divides in the use of the internet, digital devices, and apps for health purposes by language preference, education, age, gender, confidence in filling out medical forms, and the number of years lived in Canada. Further description and examination of the characteristics associated with eHealth literacy in members of the Canadian South Asian Community is important because this information could be used to identify levels of readiness for eHealth, to inform and justify the development of tailored solutions to overcome identified gaps in the required skills to effectively apply web-based health information and other mHealth interventions and to inform and assist health care providers to optimally engage individuals in remote internet-based care and with existing web-based health information resources. Therefore, the objectives of this study are to (1) describe levels of eHealth literacy among a subset of South Asian adult internet users who were invited to complete the eHealth Literacy Scale (eHEALS) as part of the community-based e-Patient Project survey and (2) explore sociodemographic, health status, and technology use variables and their association with eHealth literacy among survey respondents.

Methods

e-Patient Project Study Design
The design as well as the results on the prevalence and variables associated with internet and digital device use for health purposes from the e-Patient Project survey have been published previously [40]. Briefly, the survey was an anonymous,
mixed-mode survey conducted with a convenience sample of English- or Punjabi-speaking South Asian adults between May 18 and August 31, 2014. We used a community-based approach and worked in partnership with 13 faith-based, cultural, community, and health care organizations in Edmonton, Alberta. The survey was designed to evaluate levels of engagement with the internet, digital device ownership, use of health and fitness apps, health information—seeking practices, preferences for delivery modalities for future eHealth interventions, and eHealth literacy. (Multimedia Appendix 1) The survey was primarily a computer-assisted in-person interview conducted at faith-based gathering places, health care settings, community centers, and events using the Qualtrics (Qualtrics Corporation) web-based survey platform. Most questions were adopted from existing survey instruments, including the Pew Research Center’s Internet & American Life Project 2012 Health survey [41–43] and the 2012 Statistics Canada Canadian Internet Use survey [44]. The survey was pilot-tested with 19 individuals from the target communities.

**eHealth Literacy Assessment—Inclusion Criteria, Recruitment, and Data Collection**

A subset of the survey participants was invited to complete the eHealth literacy assessment. Owing to the time required to complete the survey, this subset included all individuals recruited in person at the participating community pharmacy, family physician practice, a large community event, and 1 community center, as well as those who completed the survey via the web. Individuals recruited at faith-based gatherings were excluded from the eHealth literacy assessment.

Potential respondents were notified about the study via personal invitations by pharmacy or clinic staff, announcements at community events, and posters. We recruited consecutive attendees from the community pharmacy and family physician office sites. Individuals were then approached by trained, bilingual English- and Punjabi-speaking research assistants or community volunteers. They were presented with the e-Patient Project survey information letter and were asked if they would like to participate. The agreement and completion of the survey implied participants’ consent.

Research staff administered the survey, including the eHealth literacy assessment, via computer-assisted personal interviews in English or Punjabi, according to respondent preferences. One-on-one interviews using paper surveys were conducted at the community event before the tablet computers became available. A web-based version was also offered to those who preferred to complete the survey on their own time. Respondents who completed the survey were offered a reusable shopping bag and the opportunity to enter a draw for a tablet computer or various gift cards as incentives.

**Measurement of eHealth Literacy**

eHealth literacy was measured using the 8-item eHEALS scale, which is the most commonly used validated measure of eHealth literacy [45,46]. The eHEALS measures the concept of eHealth literacy, defined as a set of skills required to effectively engage information technology for health and has shown high levels of internal consistency and test-retest reliability [46]. Each of the 8 items is rated on a 5-point Likert scale (1=strongly disagree to 5=strongly agree). The overall score ranges from 8 to 40, with higher scores suggesting higher eHealth literacy. In addition, 2 supplemental eHEALS items, which do not contribute to the overall score, were also included before the 8 items to measure the perceived usefulness of the internet to help make health decisions and the perceived importance of being able to access health resources on the internet.

We created a Punjabi version of the survey and the eHEALS instrument according to the World Health Organization guidelines for translation and adaptation of instruments [47] (Multimedia Appendix 2). One Punjabi-speaking translator with a medical background who was also fluent in English conducted a forward translation from English to Punjabi. Emphasis was placed on conceptual rather than literal translation. A panel of 2 bilingual community member reviewers further reviewed and identified inadequate expressions and concepts in the translated versions. The back translation was conducted by a separate translator who was fluent in both English and Punjabi. The translated eHEALS was included in the pilot test, and translation discrepancies were discussed and addressed by the project team. The internal consistency for the 8 item eHEALS for the 301 respondents was Cronbach α=0.95, and principal components analysis produced a single factor solution with factor loadings from 0.68 to 0.80 among the 8 items, with eigenvalue=5.95 and 74.4% of the variance explained (Multimedia Appendix 3).

**Measurement of Sociodemographic and Internet Use Variables**

Demographic factors included age, sex, education, marital status, duration of time lived in Canada, and South Asian community affiliation. Individuals who answered affirmatively to either Do you go online at least occasionally or Do you send or receive email at least occasionally? were characterized as internet users. Language preference was determined by asking In what language would you prefer to receive written health information and the categories were collapsed into includes English or does not include English. We estimated health literacy using the question How confident are you filling out medical forms by yourself? that was effective in detecting inadequate health literacy as measured using the Short Test of Functional Health Literacy in Adults [48]. Individuals who indicated being likely or very likely to use at least one of six different modes of eHealth interventions in the next 12 months were deemed to be interested in eHealth interventions.

**Statistical Analysis**

We limited the analysis to internet user respondents who provided complete responses to all 8 eHEALS questions and complete demographic information for the planned multivariate analysis. Surveys with other missing data were included in the analysis, and descriptive statistics for categorical variables were depicted as proportions of total cases, including those with missing data. SPSS (version 28; IBM Corp) was used to compute descriptive statistics for the demographic characteristics, technology use variables, and eHEALS scores. Summary eHEALS scores were calculated by summing the responses to 8 eHEALS questions. We also explored the proportion of individuals who agreed to at least five out of the eight eHEALS
items, an indicator of adequate eHealth literacy \cite{49}, and the number of participants scoring 26 or more, which has been considered an indicator of high eHealth literacy \cite{17,50}. We explored bivariate differences in eHEALS scores across demographic, health status, and technology use outcome variables using the 2-tailed Welch $t$ test or Welch $F$ test as appropriate \cite{51-57}. Statistical significance was established at $P<.05$ and Bonferroni correction was used for post hoc tests.

Multivariable quantile regression was performed using R (version 3.1.3; The R Foundation) to assess the effect of each demographic variable on the eHEALS score while controlling for the effect of others. This analysis was restricted to internet users and explored both demographic and internet use predictors. Quantile regression through the median was performed instead of mean regression \cite{58} because regular regression residuals differed substantially from normality and violated the constant error variance assumption as well. Log and square root transformations also did not work. Quantile regression models conditional quantiles instead of conditional means. Here, we model the conditional median (the 0.5th quantile). It does not assume normality and constant error variance and is robust against outliers. The CIs and $P$ values reported were based on bootstrap SEs with 1000 repetitions.

**Ethics Approval**

The Health Research Ethics Board at the University of Alberta (Pro00038210) approved this study.

**Results**

**Participant Flow**

A total of 511 individuals were invited to complete the eHealth Literacy Assessment. Although we originally invited both internet users and noninternet users to complete the eHEALS assessment, given that it is more meaningful to investigate eHealth literacy in internet users, in this paper, we focus on reporting the results in the $n=301$ internet users who provided data for all 8 HEALS items and demographic characteristics. (Figure 1). Findings from the 83 noninternet user eHEALS responders are shown in Multimedia Appendix 4.
**Participant Characteristics**

Table 1 shows the demographic characteristics and the mean eHEALS scores of the study sample. The mean age was 39.9 (SD 14.8) years and just over half of the respondents were female (166/301, 55.1%). Most respondents were married (235/301, 78.1%); had college, university, or higher education (238/301, 79.1%); and self-identified as Sikh (212/301, 70.4%). A total of 29.2% (88/301) lived in Canada for <5 years. Most respondents (260/301, 86.4%) indicated that English was their preferred language for written health information. Overall, 81.8% (246/301) indicated that their health was at least good, 53.2% (160/301) had at least 1 of the 8 chronic health conditions we inquired about, and only 1.7% (5/301) reported not being confident at all in filling out medical forms by themselves. Most respondents (194/301, 64.5%) were recruited from the participating community pharmacy and family physician office.
Table 1. Demographic characteristics of respondents and mean overall eHEALS scores among South Asian study participants by demographic characteristics.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Values (n=301), n (%)</th>
<th>eHEALS score, mean (SD)</th>
<th>Difference in eHEALS scores (95% CI)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;65</td>
<td>275 (91.4)</td>
<td>29.68 (6.55)</td>
<td>Referent</td>
<td>.009&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>≥65</td>
<td>26 (8.6)</td>
<td>24.92 (8.40)</td>
<td>–4.76 (–8.23 to –1.29)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>135 (44.9)</td>
<td>28.61 (7.79)</td>
<td>Referent</td>
<td>.14&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Female</td>
<td>166 (55.1)</td>
<td>29.81 (5.92)</td>
<td>1.21 (–2.81 to 0.40)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not married</td>
<td>66 (21.9)</td>
<td>30.55 (7.65)</td>
<td>Referent</td>
<td>.12&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Married</td>
<td>235 (78.1)</td>
<td>28.91 (6.57)</td>
<td>–1.63 (–3.69 to 0.42)</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td>.01&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>&lt;High school</td>
<td>3 (1)</td>
<td>15.67 (12.42)</td>
<td>Referent</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>High School</td>
<td>60 (19.9)</td>
<td>25.27 (7.91)</td>
<td>9.60 (–31.32 to 50.52)</td>
<td>.51&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>≥College</td>
<td>238 (79.1)</td>
<td>30.45 (5.88)</td>
<td>14.79 (–27.27 to 56.84)</td>
<td>.30&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Lived in Canada (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.57&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>&gt;5</td>
<td>213 (70.8)</td>
<td>29.41 (7.07)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>88 (29.2)</td>
<td>28.94 (6.29)</td>
<td>–0.47 (–2.10 to 1.66)</td>
<td></td>
</tr>
<tr>
<td><strong>South Asian community</strong></td>
<td></td>
<td></td>
<td></td>
<td>.16&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Sikh</td>
<td>212 (70.4)</td>
<td>28.83 (7.28)</td>
<td>Referent</td>
<td>N/A</td>
</tr>
<tr>
<td>Hindu</td>
<td>42 (14)</td>
<td>30.40 (5.54)</td>
<td>1.57 (–0.79 to 3.94)</td>
<td>.26&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other</td>
<td>47 (15.6)</td>
<td>30.26 (5.64)</td>
<td>1.43 (–0.87 to 3.72)</td>
<td>.31&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Confidence in filling out medical forms</strong></td>
<td></td>
<td></td>
<td></td>
<td>.35&lt;sup&gt;g&lt;/sup&gt;</td>
</tr>
<tr>
<td>&gt;Not at all</td>
<td>296 (98.3)</td>
<td>29.36 (6.68)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>5 (1.7)</td>
<td>23.80 (13.55)</td>
<td>–5.57 (–19.06 to 7.83)</td>
<td></td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
<td>.83&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Excellent</td>
<td>43 (14.3)</td>
<td>28.23 (9.18)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>70 (23.3)</td>
<td>29.81 (6.57)</td>
<td>1.58 (–2.92 to 6.08)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>133 (44.2)</td>
<td>29.50 (6.21)</td>
<td>1.27 (–2.96 to 5.50)</td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>41 (13.6)</td>
<td>28.61 (6.95)</td>
<td>0.38 (–4.57 to 5.32)</td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>14 (4.7)</td>
<td>29.50 (5.63)</td>
<td>1.27 (–4.62 to 7.16)</td>
<td></td>
</tr>
<tr>
<td><strong>Diabetes</strong></td>
<td></td>
<td></td>
<td></td>
<td>.58&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>No</td>
<td>259 (86)</td>
<td>29.36 (6.94)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>42 (14)</td>
<td>28.76 (6.25)</td>
<td>–0.59 (–2.71 to 1.52)</td>
<td></td>
</tr>
<tr>
<td><strong>High blood pressure</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>No</td>
<td>241 (80.1)</td>
<td>29.9 (6.30)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>55 (18.3)</td>
<td>26.95 (8.35)</td>
<td>–2.95 (–5.34 to –0.56)</td>
<td></td>
</tr>
<tr>
<td><strong>Heart disease</strong></td>
<td></td>
<td></td>
<td></td>
<td>.51&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>No</td>
<td>279 (92.7)</td>
<td>29.5 (6.69)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12 (4)</td>
<td>27.5 (10.05)</td>
<td>–2.0 (–8.42 to 4.42)</td>
<td></td>
</tr>
</tbody>
</table>
Overall eHEALS Scores and Patterns of Item Responses

Total scores on the eHEALS ranged from 8 to 40 and were negatively skewed with a mean of 29.27 (SD 6.84), median of 31, and IQR of 27 to 32. A total of 2.3% (7/301) participants had the worst possible score, whereas 4.7% (14/301) of participants had the best possible score. Over three quarters of respondents (253/299, 84.6%) felt it is important to be able to access health resources on the internet and that the internet is useful in helping make decisions about their health (234/298, 78.5%). The proportion of respondents who agreed with each eHEALS item is shown in Figure 2. Almost three quarters of respondents (215/301, 71.4%) had adequate health literacy (ie, agreed to at least 5 out of the 8 eHEALS items) and 78.1% (235/301) had eHEALS scores ≥26. The 2 items with the lowest levels of agreement were for I can tell high-quality health resources from low-quality health resources on the internet...
(182/301, 60.5%) and I feel confident in using information from the internet to make health decisions (191/301, 63.5%).

Figure 2. Frequency of responses to 8-item eHealth Literacy Scale among South Asian study participants (n=301 internet users). Data for strongly disagree and disagree were collapsed as was agree and strongly agree.

Mean eHEALS Scores by Demographic and Health Status Characteristics

Exploratory bivariate analysis showed that mean eHEALS scores were significantly lower in those aged ≥65 years (29.68, SD 6.55 vs 24.92, SD 8.40; difference –4.76, 95% CI –8.23 to –1.29; P=.01), and age was negatively correlated with eHEALS scores (Spearman correlation coefficient=–0.188; P=.001). Further, there were statistically significant higher mean eHEALS scores in those with college or university education versus high school education (30.45, SD 5.88 vs 25.27, SD 7.91; difference 5.19, 95% CI 2.58 to 7.79; P<.001), and those who preferred to receive written health information in English versus language other than English (30.38, SD 5.86 vs 22.22, SD 8.32; difference 8.17, 95% CI 5.45-10.8; P<.001; Table 1). There were also small but significantly higher scores in those free of hypertension or other chronic medical conditions.

Mean eHEALS Scores by Web-Based Health Information Seeking, Interest in eHealth Strategies, and Use of Health and Fitness Apps

In total, 74.4% (224/301) of participants used the internet several times per day, 71.4% (215/301) of participants sought web-based health information, and 31.6% (94/297) of smartphone or tablet owners used health and fitness apps. Of the internet users, 84.4% (254/301) were interested in future eHealth interventions. As shown in Table 2, the total eHEALS scores were significantly higher in those who used the internet several times per day; those using the web for health information; those using social media, Twitter, YouTube, and health and fitness apps; and those who showed interest in future eHealth interventions.
Table 2. Mean overall eHEALS\(^a\) scores according to technology use.

<table>
<thead>
<tr>
<th>Technology Use</th>
<th>Values (n=301), n (%)</th>
<th>eHEALS score, mean (SD)</th>
<th>Difference in eHEALS score (95% CI)</th>
<th>(P) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Internet use frequency</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>About once per day or less</td>
<td>74 (24.6)</td>
<td>26.49 (7.57)</td>
<td>Referent</td>
<td>&lt;.001(^c)</td>
</tr>
<tr>
<td>Several times per day</td>
<td>224 (74.4)</td>
<td>30.24 (6.17)</td>
<td>3.76 (1.83 to 5.68)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>3 (1)</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Internet use for health information</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001(^e)</td>
</tr>
<tr>
<td>No</td>
<td>84 (27.9)</td>
<td>26.37 (7.48)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>215 (71.4)</td>
<td>30.34 (6.23)</td>
<td>3.98 (2.16 to 5.78)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>2 (0.7)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social media use</strong></td>
<td></td>
<td></td>
<td></td>
<td>.007(^e)</td>
</tr>
<tr>
<td>No</td>
<td>68 (22.6)</td>
<td>26.97 (7.74)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>231 (76.7)</td>
<td>30.00 (6.25)</td>
<td>3.03 (1.06 to 5.06)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>2 (0.7)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Twitter use</strong></td>
<td></td>
<td></td>
<td></td>
<td>.03(^e)</td>
</tr>
<tr>
<td>No</td>
<td>248 (82.4)</td>
<td>28.93 (6.66)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>50 (16.6)</td>
<td>31.48 (6.43)</td>
<td>2.55 (0.65 to 4.53)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>3 (1)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>YouTube</strong></td>
<td></td>
<td></td>
<td></td>
<td>.047(^e)</td>
</tr>
<tr>
<td>No</td>
<td>45 (15)</td>
<td>27.36 (7.56)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>253 (84.1)</td>
<td>29.70 (6.49)</td>
<td>2.34 (0.04 to 4.81)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>3 (1)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Interested in future eHealth support</strong></td>
<td></td>
<td></td>
<td></td>
<td>.047(^e)</td>
</tr>
<tr>
<td>No</td>
<td>47 (15.6)</td>
<td>26.91 (9.15)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>254 (84.4)</td>
<td>29.71 (6.25)</td>
<td>2.79 (0.3 to 5.57)</td>
<td></td>
</tr>
<tr>
<td><strong>Health and fitness apps</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001(^e)</td>
</tr>
<tr>
<td>No</td>
<td>199 (67)</td>
<td>27.10 (8.07)</td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>94 (31.6)</td>
<td>30.90 (6.90)</td>
<td>3.81 (2.07 to 5.73)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>4 (1.3)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) eHEALS: eHealth Literacy Scale.
\(^b\) \(P\) value is for comparison of eHEALS scores.
\(^c\) Welch \(F\) test on trimmed mean and Winsorized variance as data violated constant variance assumption and were far from normality.
\(^d\) N/A: not applicable.
\(^e\) The bootstrap method with 1000 repetitions was used, as the data differed substantially from the normal distribution. For the bootstrap method, bias-corrected and accelerated CIs were reported.
\(^f\) The 6 different modes of eHealth support in the future, included (1) accessing a webpage including a forum where you could connect with others like you; (2) accessing a YouTube channel for people with your conditions that has experts talking about best management; (3) using a smartphone app or wearable device that can monitor your condition, track your progress on your health goals, or provide reminders about when to take your medications; (4) following a specific Twitter account for your conditions; (5) signing up for personalized text messages providing health updates or reminders for your conditions; or (6) using a web-based education program.
\(^g\) Welch \(t\) test.
\(^h\) App use by 297 smartphone or tablet owners.
Characteristics Associated With eHealth Literacy: 
Quantile Regression
The results of the multivariable quantile regression using demographic, health status, and technology use variables for internet users are shown in Table 3. Language preference was the only variable independently associated with eHealth literacy. Expressing a preference for written health information in languages other than English reduced eHEALS scores by 6.0 (95% CI –9.61 to –2.39) points.

Table 3. Quantile regression of eHealth Literacy Scale scores through median for internet users (n=301).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Internet users, coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>0.00 (–0.05 to 0.05)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Referent</td>
</tr>
<tr>
<td>Female</td>
<td>0.50 (–0.47 to 1.47)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>Not married</td>
<td>Referent</td>
</tr>
<tr>
<td>Married</td>
<td>–0.50 (–2.04 to 1.04)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>&lt;High school</td>
<td>Referent</td>
</tr>
<tr>
<td>High School</td>
<td>7.69 (–13.17 to 28.56)</td>
</tr>
<tr>
<td>≥College</td>
<td>10.69 (–10.17 to 31.55)</td>
</tr>
<tr>
<td>Lived in Canada (years)</td>
<td></td>
</tr>
<tr>
<td>&gt;5</td>
<td>Referent</td>
</tr>
<tr>
<td>0–5</td>
<td>–1.0 (–2.09 to 0.09)</td>
</tr>
<tr>
<td>South Asian community</td>
<td></td>
</tr>
<tr>
<td>Sikh</td>
<td>Referent</td>
</tr>
<tr>
<td>Hindu</td>
<td>0.00 (–1.03 to 1.03)</td>
</tr>
<tr>
<td>Other</td>
<td>–0.69 (–2.34 to 0.96)</td>
</tr>
<tr>
<td>Confidence in filling out medical forms</td>
<td></td>
</tr>
<tr>
<td>&gt;Not at all</td>
<td>Referent</td>
</tr>
<tr>
<td>Not at all</td>
<td>–4.81 (–20.19 to 10.57)</td>
</tr>
<tr>
<td>≥1 chronic condition</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Referent</td>
</tr>
<tr>
<td>Yes</td>
<td>–0.50 (–1.49 to 0.49)</td>
</tr>
<tr>
<td>Language preference</td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>Referent</td>
</tr>
<tr>
<td>Not English</td>
<td>–6.0 (–9.61 to –2.39)</td>
</tr>
<tr>
<td>Diabetes</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Referent</td>
</tr>
<tr>
<td>Yes</td>
<td>–0.50 (–2.69 to 1.69)</td>
</tr>
<tr>
<td>Amount of internet use</td>
<td></td>
</tr>
<tr>
<td>Once per day or less</td>
<td>Referent</td>
</tr>
<tr>
<td>Several times per day</td>
<td>0.50 (–1.34 to 2.34)</td>
</tr>
<tr>
<td>Internet use for health information</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Referent</td>
</tr>
<tr>
<td>Yes</td>
<td>1.00 (–0.58 to 2.58)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings
Among our sample of primarily Sikh, highly educated internet users recruited from community pharmacies and family physician offices, the mean overall eHEALS score was 29.3 (SD 6.8) out of 40, suggesting high levels of eHealth literacy. Almost three quarters of the respondents agreed to at least 5 out of 8 eHEALS items and were categorized as having adequate eHealth literacy [49]. A large proportion of respondents (72%-78%) in this study reported knowing how to use the internet to answer health questions, how to use the health information found on the internet for support, and how to find helpful resources on the internet, whereas fewer (61%-67%) were confident in evaluating and using health information from the internet. Although there were statistically significant differences in eHEALS scores according to age, educational achievement, language preference, and the presence of hypertension or other chronic medical conditions, language preference was the only independent variable associated with eHealth literacy.

Comparison With Prior Work

Level of eHealth Literacy
Most comparable with our study, is a case study conducted by Zibrik et al [59], which used quantitative and qualitative methods to explore eHealth literacy in a convenience sample of 896 established Chinese and Punjabi immigrant seniors recruited from public health events in British Columbia, Canada. Although overall and item-specific eHEALS scores were not reported in their paper, the authors concluded that their sample had low eHealth literacy levels compounded by challenges related to language, culture, attitude, and accessibility. The discrepancy between this conclusion and our results can be attributed to the fact that we focused our analysis on internet users and excluded eHEALS scores from internet nonusers, whereas Zibrik included all participants regardless of internet use status. Another Canadian survey assessing digital health literacy in South Asian women suggested high digital health literacy via high rates of mobile phone internet use but was only reported in abstract form [60].

Our results compare favorably to existing studies that looked at measures of eHealth literacy among internet users in the general population, reporting mean overall eHEALS scores ranging between 24 and 30 out of 40 [26,49,61-63]. For example, in a 2014 survey, Milne et al [49] reported an overall eHEALS score of 24.0 (SD not reported) among 83 primary lung cancer survivors at a cancer center in Toronto, Ontario, 78% of whom had access to e-resources. Only 34% of lung cancer survivors in Milne’s study agreed with 5 or more eHEALS items, whereas we found that 58% of all respondents agreed with 5 or more items [49]. More recently, James et al [63] reported a mean eHEALS score of 30.4 (SD 7.8) in a sample of 881 African American adults surveyed between April 2014 and January 2015 in North Central Florida.

In other studies focusing on eHealth literacy among internet users, as in our study, overall mean eHEALS scores ranged from 16.1 (SD 4.25) to 30.34 (SD 5.30), depending on the population studied [16,22,50,64-68]. Our finding that the items with the lowest level of agreement among internet users are related to their ability to evaluate the quality of web-based health resources is highly consistent with the findings of several other studies [63,65,66,69].

Variables Associated With eHealth Literacy
Several studies have explored variables associated with eHealth literacy [16,17,22,34,50,62,65]. The most commonly reported are age [16,22,50,65], education [16,65], and markers of frequency or degree of internet use [17,22,34,62]. However, other associations, including the number of devices used to access web-based health information [16] and language [65], have also been reported. Conflicting results led Richtering et al [17] to conclude that variables associated with eHealth literacy are largely dependent on population. For example, in their study examining eHealth literacy in 453 participants enrolled in a randomized controlled trial of consumer-focused eHealth for cardiovascular risk management in primary care in Australia, they showed that the frequency of internet use was the sole predictor of eHealth literacy [17]. Focusing specifically on underserved populations, a systematic review of the research suggests that internet use experience, urban dwelling, higher income, overall health literacy, and higher education are associated with higher eHealth literacy [34]. Notably, Zibrik et al reported that college-level education and female gender were associated with higher eHEALS scores in 545 Punjabi seniors included in their Canadian study [59].

By contrast, we found that language preference was the only variable independently associated with eHealth literacy. This could be a proxy for acculturation, as years living in Canada were not an independent predictor in our model. Limited English proficiency is a widely cited barrier in studies examining health care and eHealth access in immigrant or minority populations [59]. However, contradictory evidence exists in this area, where language was not found to be an independent predictor of eHealth literacy in a Canadian study by Milne [49]. However, being a non-English speaker was significantly associated with lower eHealth literacy in an American study that included a significant number of Hispanic and African American parents whose children have special health care needs [65]. Further, our work is in contrast to that of Neter et al, which suggests that language difficulties should manifest as lower health literacy, rather than eHealth literacy, as health literacy as a concept is anchored in a cultural and language context, whereas eHealth literacy is anchored in the empowering and capital-enhancing qualities of the internet [37]. Our finding that educational status was not associated with eHealth literacy may be a result of the highly educated survey sample.

Implications for Practice and Research
First, although our results suggest that a large proportion of South Asian internet users have adequate eHealth literacy, there remains a sizable minority in our study group whose eHealth literacy can be strengthened. Understanding levels of eHealth literacy is even more important in 2022 than in 2014, as the COVID-19 pandemic has globally increased the remote internet-based delivery of health care [19]. Second, our results
suggest that there is an opportunity to improve internet users’ ability to differentiate high- from low-quality health information. Beyond assessing web-based health information about diabetes, cardiovascular disease, physical activity, and diet or nutrition, the COVID-19 infodemic is another example that illustrates the need for individuals to be better able to identify medical misinformation on the internet [21]. Training individuals to recognize misinformation could be one way to increase their eHealth literacy. Another approach may include health care organizations and provider support for patients to navigate and access high-quality and reliable web-based health information and resources via social media [70]. Finally, given that language preference was the only predictor of eHealth literacy, and this is likely a nonmodifiable factor, we suggest that interventions to improve eHealth literacy should be targeted toward those who have low English language proficiency and delivered in the individual’s preferred language. Strategies involving peers, friends, and family members may also be effective.

Our study suggests several areas for future research. First, further work with representative samples should compare levels of health and eHealth literacy using newly available tools among recent and established Canadian immigrants and nonimmigrants similar to that of Neter et al [37]. Second, work should be done to develop theory driven, cultural, and language-tailored interventions to increase the uptake of eHealth interventions and improve eHealth literacy. Finally, high-quality randomized controlled trials are necessary to evaluate theory-based eHealth literacy interventions in ethnocultural minority and immigrant populations, and their impact on health outcomes.

Strengths and Limitations
At the time the survey was conducted in 2014, our work was unique, and to our knowledge, there are only 2 other published studies exploring eHealth literacy in members of the South Asian community in Canada [59,60]. Despite this, our study has several limitations. First, our data were collected in 2014 and are not likely to reflect the current use of digital health technologies or eHealth literacy. Second, as nonprobability sampling was used and only a subset of the entire survey sample completed the eHEALS assessment, we were unable to generalize our results to the larger South Asian population, as the sample is not representative. Furthermore, our results primarily pertain to the English- and Punjabi-speaking Sikh community, as we did not translate our survey into other commonly spoken languages (eg, Hindi and Urdu). Third, we did not formally validate the Punjabi version of the eHEALS, and there may be issues with conceptual translation and some variability in administration. However, few eHealth literacy assessments have been completed in Punjabi, and we used established procedures for translating survey items. We reported high internal consistency for the 8 items in this survey, and we had 2 trained research assistants who administered over 65% of the surveys. Fourth, eHEALS measures perceived eHealth literacy rather than actual eHealth literacy or skills as measured by performance tests [67,71]. In addition, it is worth noting that the tool does not address the ability to use Web 2.0 functionalities such as social media, mobile devices, and health and fitness apps for health behavior change purposes as do new tools [72]. Fifth, as our survey was primarily administered in person, social desirability bias may overinflated reported eHEALS scores and estimates of device ownership, internet use, and willingness to use future eHealth tools, whereas self-reporting may introduce recall bias in outcome and demographic variables. Finally, we recognize that the question relating to language preference for written health information could have been improved by asking about the primary language spoken in the home and that the use of a single health literacy screening question rather than a full health literacy questionnaire is not optimal.

Conclusions
This cross-sectional study in a subset of e-Patient Project survey respondents provides insights for clinicians and researchers on the levels and variables associated with eHealth literacy in a sample of South Asian adults living in a major Canadian city. Preferring written health information in languages other than English was the only independent variable associated with reduced eHealth literacy in our sample. Our results suggest that respondents may still benefit from interventions targeting skills to evaluate web-based health resources and that linguistically and culturally appropriate interventions are required to improve eHealth literacy.
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Abstract

Background: Telemedicine has been adopted in the inpatient setting to facilitate clinical interactions between on-site clinicians and isolated hospitalized patients. Such remote interactions have the potential to reduce pathogen exposure and use of personal protective equipment but may also pose new safety concerns given prior evidence that isolated patients can receive suboptimal care. Formal evaluations of the use and practical acceptance of inpatient telemedicine among hospitalized patients are lacking.

Objective: We aimed to evaluate the experience of patients hospitalized for COVID-19 with inpatient telemedicine introduced as an infection control measure during the pandemic.

Methods: We conducted a qualitative evaluation in a COVID-19 designated non-intensive care hospital unit at a large academic health center (Stanford Health Care) from October 2020 through January 2021. Semistructured qualitative interviews focused on patient experience, impact on quality of care, communication, and mental health. Purposive sampling was used to recruit participants representing diversity across varying demographics until thematic saturation was reached. Interview transcripts were qualitatively analyzed using an inductive-deductive approach.

Results: Interviews with 20 hospitalized patients suggested that nonemergency clinical care and bridging to in-person care comprised the majority of inpatient telemedicine use. Nurses were reported to enter the room and call on the tablet far more frequently than physicians, who typically entered the room at least daily. Patients reported broad acceptance of the technology, citing improved convenience and reduced anxiety, but preferred in-person care where possible. Quality of care was believed to be similar to in-person care with the exception of a few patients who wanted more frequent in-person examinations. Ongoing challenges included low audio volume, shifting tablet location, and inconsistent verbal introductions from the clinical team.

Conclusions: Patient experiences with inpatient telemedicine were largely favorable. Although most patients expressed a preference for in-person care, telemedicine was acceptable given the circumstances associated with the COVID-19 pandemic. Improvements in technical and care team use may enhance acceptability. Further evaluation is needed to understand the impact of inpatient telemedicine and the optimal balance between in-person and virtual care in the hospital setting.

(JMIR Form Res 2022;6(3):e32933) doi:10.2196/32933

https://formative.jmir.org/2022/3/e32933
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Introduction

The COVID-19 pandemic created an unprecedented challenge for health systems to provide high-quality care to potentially contagious patients while simultaneously keeping their workforce and uninfected patients safe [1]. In response, telemedicine was widely adopted worldwide in outpatient settings [2]. Some further adopted “inpatient telemedicine” in acute care settings to facilitate clinical interactions between on-site clinicians and isolated inpatients for the purpose of infection control and to reduce the use of personal protective equipment (PPE) [3-7]. Early evidence points to the feasibility of inpatient telemedicine as an infection control measure [3-5], but formal evaluations into their use and practical acceptance among stakeholders, particularly patients, are limited.

In the outpatient setting, robust literature suggests overall patient satisfaction with telemedicine, including in general medicine [8], urgent care [9], and specialized settings [10-12]. Factors driving increased patient satisfaction include improved outcomes, decreased travel time, and improved communication [13]. Adequate training of the staff providing telemedicine services can also improve patient satisfaction [14]. Patient acceptance of telemedicine has persisted through the pandemic [15-18], with the highest levels of adoption observed among young patients [19]. However, high rates of patient satisfaction with telemedicine in the outpatient setting do not necessarily translate to the inpatient setting, given significant differences in the clinical environment, acuity of disease, frequency of clinical interactions, and the multidisciplinary team required to care for the patient.

Prior to the COVID-19 pandemic, the use of telemedicine in inpatient settings was limited to connecting rural areas with remote expertise [20,21], particularly specialty care [14,22-24]. The COVID-19 pandemic removed traditional barriers to telemedicine adoption, including staff resistance to change, and lack of reimbursement [13]. Since the pandemic, hospitalists [3,5], intensivists [4,6], and specialists [25,26] have used inpatient telemedicine to continue their clinical duties while minimizing pathogen spread. This novel use of inpatient telemedicine is still being explored: in one academic medical setting, the technology was broadly accepted by clinicians and staff but required nurses to drastically alter their workflow for infection control in order to optimize technical setup and clinical workflows.

Methods

Methods Overview

We conducted a qualitative evaluation of inpatient telemedicine use on a COVID-19 designated inpatient unit at a large academic medical center. We analyzed qualitative interviews with stable patients hospitalized for COVID-19 to understand the implementation outcomes related to the practical use and acceptance of the inpatient telemedicine solution from the patients’ perspective.

Setting and Population

In March 2020, a large academic health center (Stanford Health Care) designated an inpatient non-intensive care unit to care for admitted patients with confirmed or suspected COVID-19. Each patient received a tablet (iPad; Apple Inc) set up to automatically receive web conference calls (Zoom Video Communications, Inc) from one of two desktops in private workrooms on the unit, all with dual audio and video functionality. Other setting details have been previously described [3] and can be found in Multimedia Appendix 1.

The target population included stable patients who were admitted to the non-intensive care COVID-19 unit. Purposive sampling methods were used to recruit participants representing diversity across age, sex, race and ethnicity, and language until thematic saturation was reached [39].

Data Collection and Analysis

The semistructured patient interview protocol, analysis, and presentation of findings were informed through deductive themes drawn from prior qualitative work [27] and the Implementation Outcomes Framework (Multimedia Appendix 1) [40]. Interview transcripts were reviewed independently by the lead author (SV), and key themes and inductive coding that emerged were then validated using a consensus approach that included the analytic (DP, MS, JHL, and RG) and interview (SS, EA, and EEW) teams.

Ethical Considerations and Informed Consent

The Stanford Institutional Review Board determined that this project did not qualify as human subjects research (protocol [32] and staff responsiveness to time-sensitive needs [33,34]. Further, patients hospitalized under isolation precautions face unique challenges, including negative feelings associated with loneliness, stigma, and fear [31-37]. Incorporating patient insights into the design of technological solutions within the patient environment is needed to support patient autonomy, human connection, and a sense familiarity that is otherwise lost during isolation [36-38].

We therefore aim to understand patient experience as it relates to clinical use and patient acceptance of inpatient telemedicine for infection control in order to optimize technical setup and clinical workflows.
Results

Participant Characteristics
A total of 20 interviews were conducted with inpatients undergoing treatment for COVID-19 without intensive care needs. Participants tended to be male (11/20, 55%); aged 50-69 years (15/20, 75%); Latino, White, or Asian, Indian, or Pacific Islander (6/20, 30% each), and spoke primarily English (16/20, 80%) (Multimedia Appendix 1).

Reported Use and Acceptance of Inpatient Telemedicine From the Patients’ Perspective
Telemedicine use varied on the basis of the clinical context and the type of clinician providing care, though it was broadly accepted by patients given the COVID-19–related isolation precautions (Table 1). Predominant use included nonemergency clinical care and bridging to in-person care—such as when a patient triggered the bedside alert button. In this setting, one nurse was reported to initiate a telemedicine encounter to visually connect with the patient while another donned PPE to evaluate the patient in person.

Typical frequency of virtual encounters ranged from 1 to 3 times a day, though one patient reported being contacted up to 10 times per day via the tablet device and 10 times per day in person. Nurses were reported to both enter the room and call on the tablet more frequently than physicians. However, most patients reported at least one in-person encounter daily from their doctor, with a few reporting multiple in-person encounters when their needs were greater. A few patients reported their physician primarily communicated via the tablet device, and a minority perceived there were some days on which they did not speak with their doctor either in person or via the tablet device.

Patients generally accepted the use of inpatient telemedicine given their circumstances requiring isolation precautions. A desire to prevent infection transmission was recognized by several patients: “It’s helpful that I can talk to multiple doctors without having to expose them to COVID” [Patient 9]. Some felt that telemedicine offered superior convenience, and the visual component was seen as adding value beyond an audio-only telephone encounter. The virtual interactions provided reassurance, which was reported to positively impact patient mood and mental health: “I love to hear from my doctors, it brought such great comfort for them to be updating me” [Patient 6].

Patients broadly reported that the quality of care they received with the integration of telemedicine into their hospitalization was similar to what they might have received without it.

However, some were in favor of an in-person encounter in accordance with the concern that some aspects of their care could be missed, particularly related to the in-person examination and human connection. Some felt that telemedicine changed the way they communicated with their care team: “In person is better…I can have a more in-depth dialogue, ask questions…When they’re physically here, they can be there for me” [Patient 18]. Older patients, in particular, seemed to prefer in-person encounters. Only a handful of patients felt telemedicine did not compromise their connection with their care team.
Table 1. Patient perspectives on the use and acceptance of inpatient telemedicine in the context of the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Learnings</th>
<th>Example quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reported use of inpatient telemedicine</strong></td>
<td></td>
</tr>
<tr>
<td>Used primarily for nonemergency care and as a bridge to in-person care</td>
<td>• “We run the visits based on my bladder which is about every hour and a half. They [nurses] bring breakfast and then I pee and then they do my meds and stuff. Normally they don’t come in first, [instead] they check on me on [the tablet] and then come in.” [Patient 20]</td>
</tr>
<tr>
<td>Nurses reported to both enter the room and call on the tablet device</td>
<td>• “Five or six times a day [in-person nurse visits] and they [nurses] also call on the iPad…” [Patient 9]</td>
</tr>
<tr>
<td>Physicians sometimes used telemedicine to replace in-person encounters</td>
<td>• “At least once maybe twice a day [in-person physician encounter]. There were some days though where I didn’t have any doctors come in and talk to me. They were just conversing with the staff regarding my wellbeing.” [Patient 6]</td>
</tr>
<tr>
<td><strong>Acceptance of inpatient telemedicine</strong></td>
<td></td>
</tr>
<tr>
<td>Generally accepted given the circumstances surrounding the COVID-19 pandemic</td>
<td>• “Of course there’s nothing more effective than the person to person contact, but this is the safest, and the tech is so advanced it’s like you’re right in front of me” [Patient 15]</td>
</tr>
<tr>
<td>Telemedicine seen as improving convenience</td>
<td>• “I think it’s great because we have more contact with [the] medical providers than any other time. You normally have to wait till they have time to come and talk to you…[but this way] seems to be a lot more efficient way to handle things” [Patient 2]</td>
</tr>
<tr>
<td>Immediate accessibility to clinical team via telemedicine offered reassurance</td>
<td>• “On the first day I went to sleep, woke up with anxiety real bad, feeling as though I was on my last breath. I pushed the [bedside alert] button and the nurses came on and then after that the [tablet] did come on they were looking at me, talking to me, and helped me calm down right away. They were like, ‘Just breathe, someone’s coming right in.’” [Patient 16]</td>
</tr>
<tr>
<td>Visual component seen as adding value over a telephone call</td>
<td>• “…they [clinicians] are right there when I need them and I can physically see them versus waiting to talk to them via the phone.” [Patient 8]</td>
</tr>
<tr>
<td>No perceived impact on quality of care overall with a minority concerned about the reduction in in-person examinations</td>
<td>• “Honestly I don’t think it has changed the care because the nurse is always reporting to the doctor and then the doctor looks at all my labs and things so they are pretty on top of it and then they call me to let me know the plan…But I wouldn’t say it’s better it’s like the same.” [Patient 1]</td>
</tr>
<tr>
<td></td>
<td>• “Most of time when we see doctors normally, they use the stethoscope, to listen to lungs, heart…That’s the normal way to see a patient, so I just wonder, I’m completely okay with the [tablet], but somehow the doctor can’t see [me] in person…the nurse never uses the [stethoscope] to listen to my lungs/heart. So that is something I am not comfortable with.” [Patient 4]</td>
</tr>
<tr>
<td>Some reported loss of human connection</td>
<td>• “…on the internet you can say whatever you want; telemedicine is close to internet separation…the non-word ways of communication are much different than in person, tone, intonation…like I’m here but I don’t see your whole body and vice versa. [It] changes [one’s] mood…” [Patient 3]</td>
</tr>
</tbody>
</table>

**Technical Factors Impacting Patient Acceptance**

In general, the technology was reportedly “very simple to use” [Patient 5]. However, certain technical setup considerations impacted patient acceptability, including audio volume, tablet position both within the room and in relation to the patient, and the automatic turn-on feature. Several patients remarked that despite turning the tablet volume up to its maximum capacity, they still had difficulty hearing the clinical team, particularly if someone was speaking further away from the source microphone.

Furthermore, the tablet location and angle relative to the patient sometimes posed challenges. The tablet device was reportedly moved frequently to allow space for nurses doing their clinical work. This lack of a stable location worsened the experience for some patients:

> Mostly I don’t like it. I don’t understand them sometimes. Sometimes they move it towards my feet. It’s too far from me, it should be near my face… [Patient 19]

There was not a clear consensus on where the tablet should be placed within the room, as another patient preferred it near the feet to optimize the visual component of the encounter.

Finally, patients were asked to comment on the automatic turn-on feature of the tablet device, which did not allow them to screen calls. Nearly all were comfortable with this feature, likening it to standard hospital care in which a clinician would simply walk into the room, only sometimes following a quick
knock. The one patient in his 20s, who expressed some concern over privacy, devised his own solution to turn the camera toward the wall temporarily while he showered.

**Care Team Use Factors Impacting Patient Acceptance**

The clinical team’s use of the technology also impacted patient acceptance, specifically around patient orientation to technology, clinician etiquette regarding encounter introductions and use, and visual connection with each speaker. Patients described minimal or no orientation to the tablet. “They never told me about the iPad; I noticed when they came on—“Hello hello hello’” [Patient 10]. Where an orientation was reported to take place, it was minimal: “They pointed it out to me and said…this is the [tablet] for nurses and doctors to call you” [Patient 11]. While this brief orientation would have been preferred, it did not bother most patients. A preference for an orientation was more prevalent among patients who did not have prior familiarity with using tablet devices or web conferencing technology.

Opportunities were also noted for improved etiquette around introducing each member of the team and positioning the tablet toward the speaker:

> I have a bunch of different doctors on my care team…[it is] much harder to remember each one, [as I] don’t have visual clues. I see [them] only as 2D and honestly [there is an] unwillingness for everyone to get in front of the screen...one [clinician] is on the side, I hear their comments but I don’t know who that is… [Patient 3]

This concern was not prevalent among all patients but may have improved acceptability among the few patients who voiced it.

**Discussion**

**Principal Findings**

Patients’ experience with telemedicine during an inpatient admission for COVID-19 was largely favorable. While most patients expressed a preference for in-person care where possible, telemedicine was an acceptable alternative given COVID-19 isolation precautions. Both nurses and physicians regularly used the technology to communicate with patients, thus validating past work [27] in which the balance of in-person versus telemedicine workflows was guided by acuity of clinical need. Telemedicine appeared to serve as a supplementary point of contact between in-person encounters, which patients primarily saw as a benefit to their overall experience and mental health. The technology reportedly played a meaningful role in mitigating the fear and anxiety associated with isolation precautions [31–37], though additional evaluation is needed to quantify this impact. Finally, with the exception of a desire by some patients for more hands-on examination and in-person interaction, patients felt their quality of care was no different as a result of inpatient telemedicine.

Direct and implied recommendations to improve inpatient telemedicine include increasing audio volume, allowing for a digital “knock” to serve as a warning prior to automatic turn-on, establishing an unobtrusive stable location for the tablet, adding a call-out button to the nursing team, increasing focus on physical touch, improving clinical team introductions, and standardizing patient orientation to the technology (Table 2).

These data are consistent with the past literature, which suggests that providers may overestimate their communication ability [41]. Given that a physician is required to evaluate each inpatient at least once per day, the frequency of physician encounters less than once per day reported by some patient suggests suboptimal communication and role confusion. A strong introduction includes the name, role, and responsibilities of each member of the care team, information that is often not shared even in nondigital clinical settings [42,43]. Training related to the importance of verbal introductions [44,45] and best practices to foster the patient–provider connection in the virtual setting may help mitigate the challenge of role confusion [46]. Clear badges or face cards [38,43,47,48] can also help, but these tools are not available in the digital setting. Instead, facial recognition technology is being explored to solve other problems in health care [49,50] and could be used to automatically display a virtual name badge.

Some patients were also concerned that aspects of their care may be missed owing to the lack of a hands-on examination. The importance of a hands-on physical examination—both for diagnostic and therapeutic purposes—is evidenced in the literature [51,52], but how to best adapt these learnings to patients are under isolation precautions remains an open question. Nurses were reported to use telemedicine more frequently than physicians, while also maintaining a frequent physical presence within the room, which is perhaps unsurprising given that nurses spend approximately 6-fold more time at the patient bedside than physicians in non–COVID-19 settings [53,54]. These COVID-19 data further validate past qualitative work, which suggests that nurses use telemedicine as a bridge to in-person care and “batch” care activities, such that physical assessment, medication delivery, meal delivery, and sanitation protocols all occur in a single room entry [27,55]. The impact of this shift, alongside the reported reduction in in-person physician assessments, on clinical outcomes is an area for future research.

To this end, inpatient telemedicine risks exacerbating pre-existing clinician reliance on technology over hands-on examination. Substitutes for an in-person examination, such as directing patients toward a self-examination with a digital stethoscope [56], pulse oximeter, or other technologies capable of remote transmission of data, even if appropriate from a diagnostic perspective [57], may be less acceptable to patients in the inpatient setting. Additional evaluation is therefore needed to determine the optimal ratio of in-person to virtual encounters.
Table 2. Implied technical and protocol recommendations to improve inpatient telemedicine in accordance with patient interviews.

<table>
<thead>
<tr>
<th>Patient concern</th>
<th>Possible solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Telemedicine technical setup</strong></td>
<td></td>
</tr>
<tr>
<td>Low audio volume</td>
<td>• Improve the audio with more powerful provider-side microphone and patient-side speaker technology</td>
</tr>
<tr>
<td>Tablet position is suboptimally angled or too far from the patient</td>
<td>• Stable, unobtrusive “home” for the tablet device within the patient room at an optimal distance and angle; standardized within all patient rooms with telemedicine capabilities</td>
</tr>
<tr>
<td>Tablet device automatically turns on without warning</td>
<td>• Announcement of an incoming call with a digital “knock” and a visual and audible countdown prior to automatic web conference turn-on or “entry” into a room</td>
</tr>
<tr>
<td>Emergency situation where the patient wants immediate contact with the care team</td>
<td>• Callout button direct to the nurse from the tablet device and the web conferencing system</td>
</tr>
<tr>
<td><strong>Care team protocol when using telemedicine</strong></td>
<td></td>
</tr>
<tr>
<td>Desire for physical examination on a regular basis</td>
<td>• Hands-on physical examination by the physician or nursing team with a dedicated stethoscope</td>
</tr>
<tr>
<td></td>
<td>• Exploration of patient self-exam using enabled devices such as stethoscope with remote transmission capabilities</td>
</tr>
<tr>
<td>Poor understanding of who is on the care team and their respective roles when using the web conferencing tool</td>
<td>• Clinical team training emphasizing improved verbal introductions at each virtual encounter</td>
</tr>
<tr>
<td></td>
<td>• Automatic caption with the name or title based on facial recognition technology</td>
</tr>
<tr>
<td>Insufficient patient orientation to tablet use</td>
<td>• Standard orientation to telemedicine, including self-directed exploration</td>
</tr>
</tbody>
</table>

Limitations

Insights from this evaluation are drawn from a small sample of patients within a single institution and therefore cannot be more broadly generalized. These exploratory interviews provide insight into an otherwise difficult-to-reach patient population with currently limited available data, though future work will benefit from expansion to diverse institutions and patient populations. Including patients who required intensive care may be particularly informative; safety and feasibility constraints limited our ability to capture these perspectives in this assessment. In addition, we purposefully sought a diverse set of voices in our sampling protocol, and our final sample overrepresented non-White participants on the basis of local demographics [58]. Increasing sample diversity in terms of languages spoken, given the predominance of English speakers in this sample, may benefit future work. Finally, these qualitative data may also complement and inform ongoing and future quantitative work that explores the impact of inpatient telemedicine on clinician workflows and, by extension, infection control and resource use [59].

Conclusions

Inpatient telemedicine adopted for the purposes of infection control during the COVID-19 pandemic presents a novel use case of the technology, and our understanding of its impact on clinical workflows, patient outcomes, and the patient experience continues to evolve. This qualitative evaluation suggests that while patients still prefer in-person interactions in the hospital setting, inpatient telemedicine is broadly accepted given the need for COVID-19 isolation precautions. Perceived benefits include increased access to the clinical team and reduced anxiety, yet challenges around the technical setup, clinical team introductions, and physical examination remain. Further evaluation is needed to understand the impact on clinical outcomes and the optimal balance between in-person and virtual care in the hospital setting.
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Abstract

Background: Centralized drug repositories can reduce adverse events and inappropriate prescriptions by enabling access to dispensed medication data at the point of care; however, how they achieve this goal is largely unknown.

Objective: This study aims to understand the perceived clinical value; the barriers to and enablers of adoption; and the clinician groups for which a provincial, centralized drug repository may provide the most benefit.

Methods: A mixed methods approach, including a web-based survey and semistructured interviews, was used. Participants were clinicians (eg, nurses, physicians, and pharmacists) in Ontario who were eligible to use the digital health drug repository (DHDR), irrespective of actual use. Survey data were ranked on a 7-point adjectival scale and analyzed using descriptive statistics, and interviews were analyzed using qualitative descriptions.

Results: Of the 161 survey respondents, only 40 (24.8%) actively used the DHDR. Perceptions of the utility of the DHDR were neutral (mean scores ranged from 4.11 to 4.76). Of the 75.2% (121/161) who did not use the DHDR, 97.5% (118/121) rated access to medication information (eg, dose, strength, and frequency) as important. Reasons for not using the DHDR included the cumbersome access process and the perception that available data were incomplete or inaccurate. Of the 33 interviews completed, 26 (79%) were active DHDR users. The DHDR was a satisfactory source of secondary information; however, the absence of medication instructions and prescribed medications (which were not dispensed) limited its ability to provide a comprehensive profile to meaningfully support clinical decision-making.

Conclusions: Digital drug repositories must be adjusted to align with the clinician’s needs to provide value. Ensuring integration with point-of-care systems, comprehensive clinical data, and streamlined onboarding processes would optimize clinically meaningful use. The electronic provision of accessible drug information to providers across health care settings has the potential to improve efficiency and reduce medication errors.

(JMIR Form Res 2022;6(3):e27158) doi:10.2196/27158
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Introduction

Background
Pharmacological management of chronic diseases and acute illness is common, with over 41% of Canadians reporting using at least one prescription drug [1]. The lack of comprehensive medication information at the point of care can increase the likelihood of an adverse drug event (ADE) [2,3]. A meta-analysis of 46,000 patient records estimated that 20% of hospital inpatients in high income countries have at least one ADE, of which 32% are deemed preventable [4]. In community settings, 5% of patients experience at least one ADE in their lifetime [5], which translates into 16 million Americans or 2 million Canadians based on current population estimates [6,7]. ADEs are often caused by preventable prescribing errors (ie, wrong dose or therapeutic choice) and ineffective monitoring of pharmaceutical care [5,8], costing health care systems an estimated CAD $1.1 billion per year (US $0.89 billion) [9].

Medication reconciliation reduces the likelihood of ADEs [10] and involves a collaborative effort between clinicians and patients to establish a best possible medication history (BPMH) to improve medication safety [11,12]. Medication histories reported by patients during the BPMH process are often verified using secondary sources of information, such as pharmacy or discharge records [13]; however, this process is time consuming and cumbersome at the point of care.

There are several examples of national and international drug repositories, such as the British Columbia Pharmanet [14] or Sweden’s National Prescription Drug record [15], which typically contain dispensed medication information, such as the drug name, the dose, allergy, and intolerance information, which can be valuable when constructing a BPMH. A few drug repositories also include information on prescribed medications and private insurance claims to facilitate decision-making at the point of care [16,17]. Access to a centralized drug repository can support the BPMH process and, in turn, reduce inappropriate prescribing [18], improve medication adherence [19], and reduce health care costs [20,21].

Objectives
To achieve these aims, the Ontario Ministry of Health implemented the digital health drug repository (DHDR). The DHDR contains information on publicly funded drugs in Ontario, pharmacy services, and dispensed monitored drugs (ie, narcotics and controlled substances). The DHDR was developed by a provincial agency responsible for creating a public electronic health record system (eHealth Ontario), and access is enabled through one of two provincial clinical viewers (ClinicalConnect and Connecting Ontario), which provides access to a range of health system data assets. The DHDR was implemented in 2016 and had over 150,000 registered users across over 546 sites at the start of this study (November 2018). Eligible users of provincial viewers include clinicians who require patient medical information as part of the provision of care (eg, physicians, nurses, and pharmacists). Use statistics estimate that approximately 3000 users access the DHDR daily; however, the drivers of engagement and whether the DHDR is achieving its objectives remain unclear.

The overarching aim of this work is to examine the use, drivers of engagement, perceived value, and potential impact of the DHDR. The specific objectives are to (1) understand the perceived clinical value of accessing medication history via the DHDR, (2) identify enablers of and barriers to adoption among eligible users, and (3) understand for which clinician groups the DHDR has current or future potential clinical value and how that value is (or might be) realized.

Methods
Overview
A multi-method approach was used to elicit feedback from users and nonusers of the DHDR and included a cross-sectional electronic survey and semistructured interviews. The approach allowed us to simultaneously collect a breadth of responses from users and nonusers in the cross-sectional survey, whereas the interviews explored more fulsomely individual experiences with the DHDR. Interviews and the survey were conducted concurrently to maximize research efforts, and the results were triangulated and interpreted simultaneously (ie, the qualitative findings were used to help understand the survey findings and vice versa). Informed consent was obtained electronically for participants completing the survey, and verbal consent was obtained for those participating in interviews.

Ethics Approval
Research ethics approval was obtained from the Women’s College Hospital using the assessment process for quality improvement projects (WCH APQIP REB #2019-0038).

Study Setting
In Ontario, some prescription drugs were publicly covered by the Drugs and Devices Division of the Ministry of Health (formerly Ontario Public Drug Programs). These include the Ontario Drug Benefit Program for residents aged >65 years, the Trillium Drug Program for residents with high medication costs in relation to household income, and other specialized drug programs for those with complex conditions, such as cancer, inherited metabolic disorders, and those receiving home care [22]. In 2013, over 2.8 million, or approximately 20% of residents, received benefits through these programs to reduce the cost of medications [22]. In addition, the DHDR incorporates the provincial Narcotics Monitoring System, which captures dispensed narcotics (ie, opioids) and controlled substances (ie, methylenidates, benzodiazepines, and barbiturates) for all residents [23]. The DHDR includes dispensed medication information from the Drugs and Devices Division Programs and the Narcotics Monitoring System; however, it does not include medications paid through private insurance companies; over-the-counter medications; or general purchase medications (eg, acetaminophen), supplements, or medication samples (ie, novel anticoagulants) provided by pharmaceutical companies.

To centralize access to provincial digital assets, the DHDR was embedded into 2 pre-existing clinical viewing portals. These portals allow providers access to a range of patient-level information, including diagnostic imaging reports, dispensed medications, laboratory results, hospital visits, and home and community care information (ie, referral details, risk
Participant Recruitment

Clinicians from all sectors of the health care system were eligible for participation in the survey or interviews, provided they were clinicians who required access to electronic patient records as part of the provision of clinical care. This group includes physicians, specialists, nurses, pharmacists, and other allied health providers employed at health organizations. Allied health professionals employed in the private sector such as physiotherapists, occupational therapists, and paramedics were not eligible.

Recruitment for the survey and interviews was conducted concurrently using a multipronged approach, as no mechanism existed to identify or contact current users directly. Our first strategy involved recruiting participants through Local Registration Authorities (LRAs) working with eHealth Ontario. LRAs are individuals nominated by their organization or site to train users on clinical viewers (ie, Connecting Ontario and ClinicalConnect) and its connected repositories such as the DHDR. Using aggregate use data obtained from eHealth Ontario, we stratified the data based on the type of health care setting (ie, acute care, long-term care, and community care) and region (eg, Southwest, Northeast, and Central Ontario). Our goal was to recruit from sites with a larger pool of users to maximize the potential for recruitment. Thus, sites with fewer than 20 registered users were excluded (n=308). LRAs were offered a modest honorarium to acknowledge their efforts, and we were limited to include a maximum of 24 sites based on our funding. These sites were selected using a random number generator of the included sites with >20 registered users (n=112). The LRAs from the 24 targeted sites were then asked to distribute recruitment emails.

As the survey was constructed for the purpose of this study, there was no sample size calculation behind our target recruitment. Overall, the selected target sites had approximately 6794 active users and over 15,000 authorized users. We anticipated the LRAs would send the link to the survey to at least 50% (3397/6794) of active users, of which we estimate 30% (1019/3397) would open the email and 20% (203/1019) at least 50% (3397/6794) of active users, of which we estimate 30% (1019/3397) would open the email and 20% (203/1019) of which will complete the survey [24,25].

To increase participation, our secondary strategy involved recruitment through the DHDR Clinical Working Group, a group of clinicians who are actively engaged in digital health solutions at their respective organizations and advise eHealth Ontario on how to improve the DHDR. The DHDR working group members circulated a recruitment email detailing the project, contact information of our study team, and a link to the electronic survey through their internal networks. Finally, we recruited individuals through our internal networks and social media outlets (Twitter and LinkedIn). Participants who were interested would click the link to the survey or contact the study coordinator to participate in an interview.

Data Collection

Cross-sectional Survey

A web-based cross-sectional survey targeted authorized users and nonauthorized potential users of the DHDR to understand their knowledge related to the DHDR and how they use its data where applicable. Nonauthorized users are individuals who are eligible for DHDR access but have not been issued secure credentials for access to the repository (ie, still not registered for access through eHealth Ontario via a clinical viewer).

Survey items were informed by previous Ministry of Health benefits and evaluation reports and past surveys conducted by eHealth Ontario. The questions were further modified and reviewed by stakeholders at the Ministry of Health and eHealth Ontario to ensure sufficient alignment to inform decision-making. In addition, to ensure we included questions relevant to our evaluation, face validity in relation to our study objective was assessed using the Clinical Sensibility Questionnaire (Multimedia Appendix 1) [26]. Three stakeholders from eHealth Ontario, 4 clinicians, and 1 researcher (outside of the research team) from Women’s College Hospital reviewed the items for inclusion. A total of 10 questions were removed to eliminate redundancy, and several questions were rephrased for clarity based on feedback.

Survey items included a demographic questionnaire followed by questions on the perceptions of the DHDR (Multimedia Appendix 2). DHDR users rated their experience across four key domains: (1) usefulness, (2) quality of data, (3) training, and (4) satisfaction. Participants also rated the perceived value of the 14 data elements currently contained in the repository (eg, strength, dose, and therapeutic class) and their perceptions of the overall value and impact of the DHDR. Finally, the participants ranked the importance of enhancing the DHDR with specific questions currently under consideration for integration: (1) the comprehensive inclusion of all prescribed medications (ie, the addition of those that are not dispensed), (2) privately paid drugs (ie, private insurance or out-of-pocket claims), and (3) additional clinical data (eg, tolerances or allergies). Nonusers of the DHDR were asked to rate their perceptions of the value of centralized repository access and its potential impact. Further questions using open textboxes were used to elicit the reasons why participants did not use the DHDR and the resources used to develop a BPMH.

Survey items were rated on a 7-point adjectival scale with anchors ranging from 1 (strongly disagree) to 7 (strongly agree) or 1 (not at all important/valuable) to 7 (extremely important/valuable). The survey was administered and managed on the web using the Research Electronic Data Capture (REDCap) tool hosted at WCH, in Toronto, Ontario [27,28]. It is a secure web-based software platform designed to support data capture for research studies. Participants who completed the survey had the opportunity to enter into a draw for 1 of the 3 CAD $100 (US $79.46) gift cards.

Semistructured Interviews

Interviews were conducted with users and nonusers of the DHDR by trained qualitative research staff with no prior relationship with the study participants (CS and MP), under the
supervision of an experienced qualitative researcher (LD). The interviews focused on mechanisms for accessing the DHDR (ie, type of clinical viewer used), features and functions of the repository, perceptions of the data elements contained in the repository, barriers to or enablers of adoption, and potential impact on clinical workflow and health outcomes (Multimedia Appendix 3). Questions were tailored by user type (users and nonusers of the DHDR) and included a demographic questionnaire. Before conducting interviews, the interview guides were reviewed by an experienced qualitative researcher (LD), a pharmacoepidemiologist (MT), and a researcher (external to the research team with expertise in digital health evaluations). The interview questions were derived directly from the research aims, future features, and functionality of the DHDR. The interviews were conducted in person or over the phone, according to the participant’s preference. The interviews were audio-recorded, transcribed, and anonymized by an independent third party.

Analysis

Cross-sectional Survey

Participants were able to skip questions or end the survey early as the survey did not force a response. These incomplete responses were included in the analysis, resulting in different denominators across different questions, and participant responses were aggregated and descriptively analyzed. Items rated on the 7-point adjectival scale using the anchors strongly disagree to strongly agree were interpreted as disagreement, neutral, and agreement by consolidating responses. Negative statements in the 4 key domains were reverse-scored, and the overall means were calculated for each domain. All the other survey items were aggregated. Subgroup analyses were conducted to assess the impact of gender and user and nonuser perceptions of the impact and value of the DHDR. Differences in gender and user and nonuser responses were evaluated using the Wilcoxon Rank-Sum test. Survey data are presented as means and SD, and statistical significance was considered at the 0.05 level. All analyses were conducted in the R statistical program using the ggpubr and MASS packages [29].

Semistructured Interviews

Interviews were analyzed using qualitative description, a paradigm that seeks to create an understanding of a phenomenon by accessing the meanings that participants ascribe to it [30,31]. Two coders (CS and MP) independently and inductively coded the first three interviews, after which they met to discuss the data, achieve coding alignment, and establish a codebook. One coder (MP) deductively applied the codebook to the remaining interviews, creating inductive codes as new data emerged. New codes were discussed iteratively (CS and MP), and the second coder (CS) reviewed a random subsample of 3 additional interviews to evaluate consistency. Interviews continued until thematic saturation was achieved (ie, no new themes were identified), at which point 3 additional interviews were conducted to confirm saturation [32]. Two team members (CS and MP) then generated preliminary themes that were discussed with a senior scientist (LD) and a pharmacoepidemiologist (MT). Themes were further refined based on group discussions and finalized once a consensus was achieved. Qualitative data were analyzed using NVivo (version 12 Plus; QSR International) [33].

Results

Overview

The survey and interview data were collected between May and August 2019. The results are first presented for surveys, followed by the data obtained from the interviews.

Survey Results

Of the 161 participants who completed the survey, 80.7% (130) were predominantly female and represented a range of health professions (see Table 1 for demographic characteristics). Approximately 32% (53/161) were not using a provincial viewer for patient information, only 24% (38/161) indicated that they were using the DHDR, and 44% (70/161) indicated they were not using the DHDR. Survey validation findings are detailed in Multimedia Appendix 4 [34-36]. Across the key experience domains, the coefficients were negatively correlated, suggesting that the survey items within each section were slightly convergent; however, the findings were not statistically significant.
Table 1. Survey participant demographics (N=161).

<table>
<thead>
<tr>
<th>Demographic attribute</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>30 (18.6)</td>
</tr>
<tr>
<td>Female</td>
<td>131 (81.3)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>52 (32.2)</td>
</tr>
<tr>
<td>35-49</td>
<td>42 (26)</td>
</tr>
<tr>
<td>50-64</td>
<td>65 (40.3)</td>
</tr>
<tr>
<td>≥65</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Not reported</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td><strong>Health care setting</strong></td>
<td></td>
</tr>
<tr>
<td>Acute care</td>
<td>93 (57.7)</td>
</tr>
<tr>
<td>Primary care</td>
<td>24 (14.9)</td>
</tr>
<tr>
<td>Community care</td>
<td>34 (21.1)</td>
</tr>
<tr>
<td>Long-term care</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (5.4)</td>
</tr>
<tr>
<td><strong>Primary occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>25 (15.5)</td>
</tr>
<tr>
<td>Nurse</td>
<td>52 (32.2)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>45 (27.9)</td>
</tr>
<tr>
<td>Allied health professional</td>
<td>9 (5.5)</td>
</tr>
<tr>
<td>Support personnel</td>
<td>7 (4.2)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;a&lt;/sup&gt;</td>
<td>23 (14.2)</td>
</tr>
<tr>
<td><strong>Primary source of clinical information</strong></td>
<td></td>
</tr>
<tr>
<td>Hospital information system</td>
<td>68 (42.2)</td>
</tr>
<tr>
<td>Electronic medical record</td>
<td>38 (23.46)</td>
</tr>
<tr>
<td>Client health and related information system</td>
<td>10 (6.2)</td>
</tr>
<tr>
<td>Paper records</td>
<td>22 (13.6)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;b&lt;/sup&gt;</td>
<td>21 (13)</td>
</tr>
<tr>
<td>Not reported</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td><strong>Provincial viewer</strong></td>
<td></td>
</tr>
<tr>
<td>ClinicalConnect</td>
<td>82 (50.9)</td>
</tr>
<tr>
<td>Connecting Ontario</td>
<td>25 (15.5)</td>
</tr>
<tr>
<td>None of the above</td>
<td>53 (31.9)</td>
</tr>
<tr>
<td>Not reported</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td><strong>Used DHDR&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>123 (76.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>38 (23.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Primary occupations include pharmacies and medical technicians.

<sup>b</sup>The primary source of clinical information includes Meditech, Medstracker, Kroll information systems, and community pharmacy systems.

<sup>c</sup>DHDR: Digital Health Drug Repository.
**DHDR Users**

Of the 40 users who reported using the DHDR, 29 were female (73%), 25 were working in acute care (62%), and 27 were located in an urban setting (68%; Multimedia Appendix 5). Most had accessed the DHDR within the last 6 months, although the frequency of access varied (Multimedia Appendix 6).

Across all experience domains (ie, usefulness, quality of data, training received, and overall satisfaction), the average participant response trended toward neutral (neither agree nor disagree), with notable variability in responses (Figure 1). Differences were negligible between male and female respondents; however, female respondents (mean score 4.83, SD 1.61) perceived the DHDR to fit with the workflow to a greater degree than their male counterparts (mean score 2.73, SD 1.85; \( P=.003 \); Multimedia Appendix 7).

**Figure 1.** Mean scores and SDs for digital health drug repository (DHDR) experience among survey respondents.

Of the 14 data elements currently included in the DHDR (Multimedia Appendix 8), DHDR users rated 9 elements as necessary for the development of a BPMH (with a mean rating \( \geq 5 \), and SD >1.90). In terms of perceived importance, these included the strength of dose (mean 6.41, SD 0.82), generic name of the drug (mean 6.07, SD 1.24), quantity of medication dispensed (mean 5.97, SD 1.13), prescriber contact information (mean 5.90, SD 1.20), estimated supply (mean 5.87, SD 1.11), dosage form (mean 5.87, SD 1.32), dispense date (mean 5.85, SD 1.14), pharmacy contact information (mean 5.77, SD 1.47), and prescription count (mean 5.45, SD 1.36; Multimedia Appendix 8). Participants expressed a desire for private insurance claims for dispensed medications, medication instructions (eg, 50 mg twice daily), and explicit discontinuations in the DHDR to facilitate a comprehensive profile of medication history.

On average, participants perceived having access to all prescribed medications, dispensed medications, private insurance claims, additional clinical data, and integration of the DHDR into current point-of-care systems as moderately valuable, with average scores ranging from 5.90 to 6.32 (Multimedia Appendix 9). However, participants were neutral in their perceptions of the perceived impact of the DHDR on reducing ADEs, improving patient outcomes, and reducing communication with other providers, with average scores ranging from 4.76 to 4.21 (Multimedia Appendix 10).

**DHDR Nonusers**

A total of 123 participants stated that they were not using the DHDR and had a demographic profile similar to that of the DHDR user group (Multimedia Appendix 5). Most respondents (99/123, 80.5%) had not heard of the DHDR, and 89.4% (110/123) were not familiar with what the DHDR did. Surprisingly, 63.4% (78/123) had access to a provincial viewer, which contained the DHDR, but did not use the DHDR itself (Multimedia Appendix 5). Comments reported in the open textboxes suggest that some DHDR nonusers perceived that there was limited clinically meaningful information in the repository, whereas others believed that the records were incomplete, preferring instead to rely on pharmacy records. Those who did not have access to a provincial viewer cited a lack of availability or the tedious registration process as barriers to use.

**Comparison of DHDR Users and Nonusers**

Overall, users and nonusers of the DHDR expressed the value in the ability to access all prescribed medications, dispensed medications, privately funded medications, and additional clinical data at the point of care when developing a BPMH (Figure 2), with no significant differences between the groups. All participants agreed that a centralized repository would improve patient outcomes, reduce unnecessary communication between clinicians, and reduce ADEs (Figure 3).
Figure 2. Perceptions of the value of accessing information at the point of care among survey respondents. Bars represent mean scores and error bars represent SDs. DHDR: Digital Health Drug Repository.

Figure 3. Perceptions of the impact of the digital health drug repository (DHDR) among survey respondents. Bars represent mean scores and error bars represent SDs.

Interviews
A total of 33 clinicians were interviewed between May 13 and August 1, 2019. The average length of the interviews was 25 minutes (range 7-53 minutes). Interviewees had a similar demographic profile to that of the survey respondents, apart from a greater gender balance (Table 2). Of the 33 participants, 26 (79%) had access to a provincial viewer and had accessed the DHDR at least once, and 7 (21%) participants neither had access nor wanted to pursue the process to get access because they believed that they were ineligible for access or were concerned about the administrative process to obtain access. Moreover, nonusers were generally satisfied with current resources, such as calling pharmacists or health care provider to obtain medication information. Themes centered around user experience, training and onboarding, resources used for BPMH, clinical use cases, impact on clinical workflow, lack of awareness of the DHDR, and perceived impact. Additional quotes supporting key themes can be found in Multimedia Appendix 11.
Table 2. Demographics of interviewed participants (N=33).

<table>
<thead>
<tr>
<th>Demographic attribute</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>20 (61)</td>
</tr>
<tr>
<td>Men</td>
<td>13 (39)</td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>23 (70)</td>
</tr>
<tr>
<td>Rural</td>
<td>6 (18)</td>
</tr>
<tr>
<td>Both</td>
<td>4 (12)</td>
</tr>
<tr>
<td><strong>Health care setting</strong></td>
<td></td>
</tr>
<tr>
<td>Acute care</td>
<td>15 (46)</td>
</tr>
<tr>
<td>Community care</td>
<td>10 (33)</td>
</tr>
<tr>
<td>Primary care</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Long-term care</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2 (7)</td>
</tr>
<tr>
<td><strong>Primary occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Pharmacist</td>
<td>15 (46)</td>
</tr>
<tr>
<td>Physician</td>
<td>13 (39)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5 (15)</td>
</tr>
<tr>
<td><strong>Provincial clinical viewer</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical connect</td>
<td>13 (39)</td>
</tr>
<tr>
<td>Connecting Ontario</td>
<td>13 (39)</td>
</tr>
<tr>
<td>No access</td>
<td>7 (21)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Multiple settings (ie, acute and primary care) in the health care setting.

<sup>b</sup>Includes occupational therapists, pharmacy technicians, medical laboratories, and ultrasound technologists in a primary occupation.

**User Experience**

Overall, 26 participants accessed the repository a few times a month and were generally satisfied with the available data. Participants found the DHDR easy to use and adaptable to their clinical needs (eg, the ability to filter medication histories over a customizable time). Clinicians valued the basic medication information contained in the repository such as drug name, dosage form, and contact information of the prescriber and dispensing pharmacy as secondary mechanisms to validate BPMH.

Participants felt that the DHDR did not fully achieve its intended role as it did not capture all medication information for Ontario residents (ie, only those covered), restricting its ability to provide a complete and comprehensive understanding of a patient’s medication history. Relatedly, notable information was missing from the DHDR, including medication instructions, alternative medication names, drug discontinuations, a comprehensive list of prescribed medications (ie, including those that were not dispensed), and private insurance claims for dispensed medications. None of the participants used the DHDR as the primary source of medication information and only used when it was not possible to call the pharmacy or family physician (ie, after hours). Methods that clinicians used to conduct a BPMH included reviewing the patient’s health record, conducting a patient interview, confirming medications with a pharmacist or family physician, and using other resources such as electronic medical records.

Participants were able to identify issues with medications, such as potential drug interactions, ADEs, or duplicate prescriptions because of the DHDR. Some participants expressed that not having access to this information generates unnecessary costs to the health care system because of duplicate prescriptions and risk of complications.

**Onboarding and Training**

Obtaining access to provincial viewers (within which the DHDR is contained) presented challenges for participants working in community or long-term care settings. Those working in acute care settings gained access through their organization and delays were relatively small (ie, a few days to weeks). For those outside of acute care, the process of obtaining access was tedious and lengthy, with some participants reporting waiting periods to gain access ranging from 2.5 to 18 months. Delays were often the result of security and privacy assessments or waiting for a response to inquiries during registration. The process of obtaining access to the DHDR for a large hospital was the same as that for a small community practice or a local pharmacy, and...
participants were often frustrated at the process. Out-of-pocket overhead costs and resources required to achieve provincial viewer access were a concern to community providers, which served as a deterrent to some:

> You basically go on the website and then you look at the link that talks about getting access for your clinic. Then you contact somebody and they usually will take their time to get back to you, but within maybe a month they'll get back to you and they'll put you on the waiting list and you'll wait another month and then they'll call you back to arrange a time. Kind of works like that. Then, they'll come to your clinic to give you a little bit of orientation and then they'll set it up. [P5]

**Clinical Use Cases**

Participants agreed that having access to comprehensive medication information at the point of care is valuable for clinical decision-making. Access to medication information was highlighted as particularly useful when conducting a BPMH for geriatric patients, complex patients, and those at high risk for readmission (eg, patients with chronic obstructive pulmonary disorder). The DHDR was particularly valuable in emergency departments at night and during surgical consultations when the ability to contact pharmacies and family physicians was either not possible or limited. Among family physicians, the DHDR was primarily used to support clinical decisions related to antibiotic or narcotic prescriptions for new patients.

**Factors Limiting Impact**

At times, clinicians with access to the DHDR found integration into their clinical workflow challenging. Inefficiencies were created by the need to log out of their usual point-of-care system to log on to the provincial viewer to access the repository. Both DHDR users and nonusers expressed a desire to have centralized repositories integrated within their point-of-care systems to minimize disruptions to the workflow:

> As you can imagine, somebody...is doing a consult, they're opening up their computer, they're looking through [their EMR]...But then, in order to get to ConnectingOntario you have to actually open up a different window...you actually have to come out of [the EMR] to load up another window, which takes you away from what you were doing before...That takes time. It takes time to load. So, I think you should...actually integrate it into an EMR system, so that the information can be accessed easily instead of through the ConnectingOntario interface. [P5]

Nonusers of the DHDR were unaware of how to register for access to the DHDR, and some participants in community settings highlighted the financial and administrative burden of gaining access to a provincial viewer. Others were unaware of the process of obtaining access, and some community physicians and pharmacists were unclear if they were eligible for access as they worked in independent practices.

---

**Discussion**

**Principal Findings**

To the best of our knowledge, this is the first evaluation of the DHDR repository in Ontario. Previous evaluations of similar national and international repositories have focused on the quality of data contained in the repository and how this affected clinical and process outcomes (eg, inappropriate prescribing, accuracy, and completeness of data elements, medication profiles, and compliance with BPMH documentation) [14,37,38]. Several evaluation studies found drug repositories to be incomplete and contain several discrepancies, thereby requiring use in conjunction with other sources to validate medication histories, and as such, drug repositories may be underused [14,39].

Our results highlight the untapped potential of the DHDR and provide insights into the key elements that are likely to drive future clinical value. Specifically, clinicians found the DHDR valuable in clinical situations where prompt communication with other clinicians or the pharmacy was not feasible, such as in the emergency department. A general lack of awareness was a significant barrier to realizing value at the system level, whereas a lack of comprehensive data was a barrier to consistent use. Moreover, the lack of integration into existing point-of-care systems was highlighted as a challenge to usage. Expanding the DHDR data set to include information on medication instructions and private insurance claims would enhance the clinical value and relative advantage of the DHDR.

The DHDR was most meaningful for clinicians who care for complex or older patients, such as geriatricians, underscoring the value of a comprehensive profile. Most of these patient populations are likely to be supported through publicly funded programs in which complete medication histories are captured within the DHDR. This suggests a potential use case in long-term care facilities, where polypharmacy is a common problem and the prevalence of ADEs is higher than that in other health care settings (ranging from 18% to 82%) [40]. Polypharmacy also increases the likelihood of hospital admission for patients living in long-term care [41], further emphasizing the potential untapped value of a centralized drug repository. Our sample had minimal representation from long-term care facilities, highlighting the need to further explore how to create value for clinicians working in this sector. The lack of medication information for most Ontario residents precluded meaningful use in most other settings. Only 20% of Ontario’s 14.6 million residents are covered by public drug programs [22,42], limiting the DHDR’s ability to deliver value for most of the population. Inclusion of all prescribed medications (whether dispensed) and the integration of community pharmacy records would support increased medication adherence and the reduction of inappropriate prescribing [43,44].

Despite a clear pathway to comprehensive data, a lack of awareness of the DHDR presents a fundamental barrier to achieving an impact at the population level. Although many participants perceived the data elements to be valuable, they were unaware that the repository existed or had limited knowledge on how to obtain access. This problem is not unique
to the DHDR [45] and highlights the need for active dissemination strategies, such as engaging local clinical champions and increasing awareness and education about the repository through professional organizations (eg, the Ontario Medical Association, the Registered Nurses Association of Ontario, or the Ontario College of Pharmacists), which may increase the uptake [46-48]. Cumbersome access pathways are not unique to the DHDR [45], suggesting that efforts to streamline onboarding, such as bundling it directly to licensure or credentialing processes rather than keeping it as an independent activity, would have positive downstream impacts beyond those realized through the DHDR. Integration into existing point-of-care systems is one such evidence-based strategy that would overcome a key barrier to adoption that plagues a range of digital technologies in health care [39,45,49,50] and has been successfully operationalized for a centralized drug repository [20].

Limitations

This formative evaluation aimed to capture responses from clinicians across multiple health care settings, as well as a broad sample of users and nonusers, to highlight areas for enhancements to the DHDR, which may increase meaningful clinical use. Consequently, our findings cannot speak to the realization of the impact on patient outcomes, experience, and system cost. Our findings are specific to sites with ≥20 registered users and may not reflect the experiences of providers in smaller centers (eg, rural communities). Although more female clinicians participated in our study, we feel this is comparable with the Ontario health care workforce, with over 70% being women. Moreover, we did not know how many individuals were sent the survey link, and as such, our findings may have selection bias because of voluntary self-selection.

As the survey was developed primarily by our project partners to inform decision-making, we sought to evaluate face validity and potential correlation across key domains (Multimedia Appendix 4). No statistical significance was observed, may be because of the limited number of active DHDR users, underscoring the need for further and more robust validity testing.

We were limited in our ability to assess the impact of the perceived shortcomings of the DHDR and associated clinical viewers. Teasing apart users’ perceptions of the DHDR from their clinical viewer experience was beyond the scope of the project; however, it is important to acknowledge. The DHDR was not co-designed by a representative sample of those using the repository, and only contained medication information for a subset of the Ontario population, which limited its clinical value. It is important to note that the DHDR was purposively implemented as an incomplete product by eHealth to facilitate the ability to gather data and insights to inform future development and expansion. Limited uptake suggests that future development efforts must consider marketing and implementation efforts to realize the impact. Finally, our objective was to understand health care provider perceptions, usage, and the clinical value of the DHDR to inform strategies to increase its utility and uptake. We determined that the uptake of the DHDR is a necessary precursor to its potential impact on care. Although patient experience is a critical next step in understanding whether and how such a tool can have an impact, it was beyond the scope of this project. An important evolution of this study is understanding how access to comprehensive medication data is valued by patients and how it can be used to enhance patient experience.

Conclusions

Findings from this formative evaluation suggest that the DHDR has untapped value as currently operationalized but that a pathway exists to align with clinician needs. Ensuring comprehensive clinical data and streamlined onboarding processes would facilitate meaningful use, whereas integration with existing point-of-care systems would further enhance efficiency and uptake. Access to a centralized repository that connects currently fragmented health care settings and provides comprehensive medication information at the point of care has the potential to improve efficiency and reduce medication errors if it aligns with the informational needs of clinical decision-making. Stakeholders involved in operationalizing and implementing such repositories (or similar information-sharing systems) should consider broad marketing and dissemination, user engagement, and integration into existing workflows as part of their overall strategy to realize value. Finally, user confidence in the DHDR can be improved by validating the information contained in the repository by comparing multiple sources of BPMH (ie, patient interviews vs pharmacy records vs DHDR records) and documenting the number of medication omissions, inappropriate prescribing, and discrepancies to validate DHDR. The knowledge that DHDR is accurate and complete will increase the uptake.
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Abstract

Background: It has been suggested that Bayesian dosing apps can assist in the therapeutic drug monitoring of patients receiving vancomycin. Unfortunately, Bayesian dosing tools are often unaffordable to resource-limited hospitals. Our aim was to improve vancomycin dosing in adults. We created a free and open-source dose adjustment app, VancoCalc, which uses Bayesian inference to aid clinicians in dosing and monitoring of vancomycin.

Objective: The aim of this paper is to describe the design, development, usability, and evaluation of a free open-source Bayesian vancomycin dosing app, VancoCalc.

Methods: The app build and model fitting process were described. Previously published pharmacokinetic models were used as priors. The ability of the app to predict vancomycin concentrations was performed using a small data set comprising of 52 patients, aged 18 years and over, who received at least 1 dose of intravenous vancomycin and had at least 2 vancomycin concentrations drawn between July 2018 and January 2021 at Lakeridge Health Corporation Ontario, Canada. With these estimated and actual concentrations, median prediction error (bias), median absolute error (accuracy), and root mean square error (precision) were calculated to evaluate the accuracy of the Bayesian estimated pharmacokinetic parameters.

Results: A total of 52 unique patients’ initial vancomycin concentrations were used to predict subsequent concentration; 104 total vancomycin concentrations were assessed. The median prediction error was –0.600 ug/mL (IQR –3.06, 2.95), the median absolute error was 3.05 ug/mL (IQR 1.44, 4.50), and the root mean square error was 5.34.

Conclusions: We described a free, open-source Bayesian vancomycin dosing calculator based on revisions of currently available calculators. Based on this small retrospective preliminary sample of patients, the app offers reasonable accuracy and bias, which may be used in everyday practice. By offering this free, open-source app, further prospective validation could be implemented in the near future.

(JMIR Form Res 2022;6(3):e30577) doi:10.2196/30577
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Introduction

Vancomycin is an intravenous (IV) drug that has been used for over 60 years in the treatment of Gram-positive bacterial infections. Vancomycin has a narrow therapeutic window; thus, therapeutic drug monitoring (TDM) of plasma concentrations is necessary to measure efficacy and to avoid nephrotoxicity. Traditionally, vancomycin dosing consists of giving a patient-weight–based dose, and then checking a trough concentration at an approximate steady state concentration, targeting a range between 10 and 20 mg/L [1]. Dose adjustments...
are often made using simple heuristics, clinical intuition, and judgement based on patient factors.

In 2020, the Infectious Diseases Society of America updated the dosing guidelines of vancomycin for severe methicillin-resistant *Staphylococcus aureus* infections. They suggest that vancomycin monitoring via an area under the curve (AUC) approach is the safest and most effective approach to TDM [1]. AUC measurement can be calculated by taking blood concentrations and performing pharmacokinetic (PK) calculations to derive an AUC estimate. This is measured by either the Sawchuk-Zaske method (ie, based on individually calculated PK parameters) or using a Bayesian inference approach (ie, a method of statistical inference using the Bayes theorem to update the probability as more data become available) [2]. According to the Infectious Diseases Society of America, Bayesian-based tools are the preferred approach to vancomycin TDM [1]. Controversy still exists regarding the adoption of AUC-only monitoring of vancomycin [3-5]. Some suggest that adopting this approach may be premature [3], and AUC dosing if carried out by 2-level approach may increase the patient burden by increasing blood draws. There is still some uncertainty on the ideal target AUC or trough level [4].

Calls for individualized Bayesian dosing tools have existed for years [6-10]; however, Bayesian TDM has failed to garner widespread adoption for many reasons [7]. The Bayesian TDM approach can require paid computer software programs. These programs typically require multiyear licensing agreements and can be unaffordable to hospital systems. These software packages often use publicly available PK models [11-14] and Bayesian algorithms to derive dosing suggestions. Most apps do not make their code public due to proprietary coding and financial interest. However, it may be assumed that the PK models and Bayesian methods are not proprietary. These Bayesian TDM apps make use of these PK models as a priori to assist in predicting individual patient PK parameters. The apps conduct mathematical calculations seamlessly without requiring the user to have a knowledge of statistics. The Bayesian inference algorithms were once limited by computing power; however, with advances in technology, they can be performed with any basic software browser via HTML and JavaScript.

As a solution to these paid software programs, we developed a proof-of-concept, free online Bayesian vancomycin dosing app, VancoCalc [15]. VancoCalc allows vancomycin TDM using trough or AUC-based targets. The app uses published PK models and user-inputted patient data as Bayesian priors to estimate vancomycin concentrations and AUC. The app requires no statistical training and is aimed to be user-friendly to assist in the implementation of Bayesian inference in vancomycin TDM. No user data are saved as all calculations are computed locally on the user’s device.

Inspiration for our new calculator was fostered from anecdotal user experience with DosOpt [16], ClinCalc [17], and BestDose [18], in hopes of making a more user-friendly app. VancoCalc adds the ability to customize target trough or AUC, permitting 2 different dose or time intervals (plus loading dose) relating to the vancomycin concentration, and the ability to explore various dosing regimens through visualization of the dose and time curve. These updates assist the clinician in assessing the impact a dosing regimen may have (Figure 1). After inputting “Bayesian Vancomycin Calculator” in a search engine, it may appear that there are many Bayesian dosing apps. However, many of these calculators use 2-level trapezoidal calculations and are not truly using Bayesian approaches.

The app’s ability to predict a patient’s vancomycin concentration (pharmacokinetic parameters) was evaluated using a data set composed of adult patients who received vancomycin at Lakeridge Health. This research aims to describe the development, design, and evaluation of a Bayesian vancomycin dosing app.
Methods

Development of VancoCalc App

We implemented the app as a static web app using HTML5, JavaScript, CSS, and several open-source projects. The user interface was developed using the jQuery [19], Bootstrap [20], and Chart.js [21] frameworks. The app uses a custom library for applying Bayesian algorithms that is based on bayes.js [22] and the simple statistics [23] libraries. Markov chain Monte Carlo sampling and model fitting are carried out in the user’s browser with no data processing needed from a server or the cloud.

App Design Bayesian Pharmacokinetic Modelling and Fitting

Bayesian dosing strategies employ population models that relate PK parameters, including volume of distribution (VD), clearance (Cl), and creatinine clearance to patient data, including age, weight, gender, serum creatinine, vancomycin dose value, and number of doses given. The Bayesian approach involves the notion of incorporating both a population PK model and measured drug concentrations from the patient to better estimate PK parameters for the individual.

The app selects a population model based on the inputted patient data. If a patient is critically ill and has a BMI of over 30 kg/m² and body weight of over 100 kg, the Masich et al [14] model is used; if a patient is critically ill but is not meeting the obese criteria, the Roberts et al [13] model is used; if not critically ill but has a BMI of over 40 kg/m² and body weight of over 120 kg, then the Adane et al [11] model is used; if not critically ill and BMI is less than 40 kg/m², the Buelga et al [12] general population model is used. The critically ill model parameter is possible to override. Estimates of the PK parameters (VD and Cl) from the population model, adjusted for patient characteristics, form the starting point of the fitting process. The starting point begins with the mean VD and Cl of the PK model selected. The values are sampled from the parameter space, and first-order PK equations are used to calculate an expected serum concentration, which is compared to the measured concentration. This sampling and traversing of the parameter space are carried out iteratively while taking into consideration the variability of the population parameters and the variability of the serum concentration measurement. By doing this, the modelling process estimates the PK parameters that will be most consistent with drug concentrations predicted by both the population model and the measured drug concentrations.

Complex dose history can be entered involving multiple doses of varying amounts, frequencies, and schedules. Concentrations are not restricted to steady state and can be entered for any infusion and are not limited to trough levels. The calculator’s inputs and outputs are shown on the same page, side-by-side, and any modifications to the input are immediately reflected in the calculated output dynamically. The design provides a suggested dose and alternatives, but also encourages exploration and investigation for the patient cases that require it.

App Evaluation

A retrospective observational data set was used to evaluate the app. Information was gathered via electronic chart review (Meditech) and SQL query of Antimicrobial Stewardship data repository.

The data were collected between July 2018 and January 2021 at Lakeridge Health Corporation sites in Oshawa, Bowmanville, or Port Perry, Ontario, Canada. This is a community hospital.
system with approximately 800 beds located in the Durham region of Ontario. Inclusion criteria were inpatients, aged 18 years and over, who received at least 1 dose of IV vancomycin and had at least 2 vancomycin concentrations drawn in relation to the vancomycin dose. Patient’s sex, age, height, weight, serum creatinine at time of vancomycin, ward, vancomycin dosing history, and vancomycin concentrations were collected. Exclusion criteria were patients who were receiving hemodialysis or continuous renal replacement while on vancomycin, or missing any data as stated in the inclusion criteria.

The first single known vancomycin concentration and matching patient variables were entered into the app. This allowed the app to estimate the patient’s individual PK parameters. Subsequent vancomycin concentrations (if available) were not inputted as the app currently only allows 2 vancomycin concentrations to be inputted. This produced a vancomycin plasma concentration time plot where the estimated second vancomycin concentration was compared to the actual concentration.

Ethics Approval
The Research Ethics Board (REB) at Lakeridge Health approved the study (Approval 2020-13) in September 2020, Oshawa, Ontario.

Statistical Analysis and Predictive Performance
Performance of Bayesian prediction of the second vancomycin concentration was evaluated with the median prediction error (MedPE), median absolute error (MedAE), and root mean squared error (RMSE). MedPE, MedAE, and RMSE were calculated according to Equations 1, 2, and 3, and were derived from the study by Sheiner and Beal [24]. MedPE was calculated as an index of bias, MedAE as an index of accuracy, and RMSE as an index of precision. Median was used as the data displayed a nonnormal distribution. All analyses were performed using R (The R Foundation) [25].
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Results
A total of 93 patient charts were reviewed; 41 charts were excluded for analysis. The main reason for exclusion was the patients being on renal replacement therapy. Twenty-five cases were excluded as they were on renal replacement therapy; 2 cases were excluded due to being pediatric; 2 patients were excluded for model fit; and 12 patients had to be excluded where we were unable to reliably input the patient dose parameters (staggered frequency of dose administration or multiple dosing changes; subsequent vancomycin concentration did not correspond with inputted dose). A total of 104 vancomycin concentrations were assessed. The remaining 52 patients were included in the final analysis. This included 24 (46.2%) female and 28 (53.8%) male participants; age range 24-90 years, median age 63 (SD 14) years; median weight 81.2 kg, weight range 43.6-131.7 (SD 20.8) kg; median BMI 30.7 kg/m$^2$, BMI range 16-54.1 (SD 8.6) kg/m$^2$. Moreover, 15 (28.8%) of the 52 patients were admitted to the intensive care unit.

The median measured concentration was 18.05 (SD 6.83) ug/mL versus the median of the predicted concentration 18.49 (SD 6.40) ug/mL. Using Bayesian estimation, MedPE (bias) was –0.600 ug/mL (IQR –3.06, 2.95), the MedAE (accuracy) was 3.05 ug/mL (IQR 1.44, 4.50), and the RMSE (precision) was 5.34. These results were derived from the following a priori models: Adane et al [11] (n=1); Buelga et al [12] (n=36); Masich et al [14] (n=4); and Roberts et al [13] (n=11; Figure 2). Of note, there were 2 outliers noted in the analysis. One patient was morbidly obese, and the other critically ill. These 2 patients were fit to the Adane et al [11] and Roberts et al [13] a priori models. These outliers were included in the analysis as we could not identify a specific reason for these prediction errors other than their underlying conditions. Performing the analysis excluding these outliers improves median accuracy and precision, with the median bias being largely unchanged. Excluding these outliers, the MedPE was –0.6 ug/mL (IQR –2.9, 2.75), MedAE was 2.95 ug/mL (IQR 1.40, 4.16), and RMSE was 3.86. As other publications have previously reported mean prediction error and mean absolute prediction error [26], we have also included these results. Mean prediction error was –3.13 ug/mL, and mean absolute prediction error was 3.69 ug/mL.

Table 1 displays the bias, accuracy, and RMSE of the individual models. Interpretation of these values is difficult due to the small sample size of some of the patients included in the models.
Figure 2. Observed versus predicted vancomycin concentration and an a priori model selected (N=52 from the following models: Adane, n=1; Buelga, n=36; Masich, n=4; and Roberts, n=11).

Table 1. App performance of individual pharmacokinetic models.

<table>
<thead>
<tr>
<th>PK model</th>
<th>Unique patients, n (%)</th>
<th>Median prediction error (mcg/mL)</th>
<th>Median absolute error (mcg/mL)</th>
<th>Root mean square error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buelga et al [12]</td>
<td>36 (69.2)</td>
<td>0.34</td>
<td>3.33</td>
<td>4.18</td>
</tr>
<tr>
<td>Masich et al [14]</td>
<td>4 (7.7)</td>
<td>-1.29</td>
<td>1.54</td>
<td>2.30</td>
</tr>
<tr>
<td>Roberts et al [13]</td>
<td>11 (21.2)</td>
<td>-2.26</td>
<td>2.59</td>
<td>5.20</td>
</tr>
</tbody>
</table>

PK: pharmacokinetic.

Discussion

Principal Results

We created a free and open-source Bayesian vancomycin dosing app. No statistical or technical knowledge of Bayesian methods are required to use this app. We focused on making this app easy to use for clinicians, with an ability to explore treatment adjustments.

Vancomycin concentrations in second blood samples were predicted by Bayesian analysis and were compared with measured concentrations to assess the app and PK model accuracy of predictions. Our data represent a small sample size of patients in the Durham region of Ontario. Our total patient sample of 52 patients is small. Hiraki et al [26], Turner et al [27], and Nunn et al [28] all used similar sample sizes in their analysis of Bayesian vancomycin dosing software and PK models.

Comparisons With Prior Work

We reviewed the findings of Hiraki et al [26], Turner et al [27], and Nunn et al [28]. We chose to use the methods described by Sheiner and Beal [24] to report our predictive accuracy. Hiraki et al [26] did the same; however, other publications chose alternate approaches to reporting predictive accuracy [27,28]. When comparing our prediction accuracy versus those reported by Hiraki et al [26], we showed similar bias and accuracy. However, our overall results were not as precise as the results shared by Hiraki et al [26] (RMSE 5.34 vs 1.74). We attribute this to the 2 outliers within our data set, and as such, these patients may not be ideal candidates for the a priori model selected. Additionally, our data set included a more heterogeneous population of both critically ill and on the general medicine wards, who were being treated with vancomycin for multiple reasons. The population studied by Hiraki et al [26] was limited to hospitalized patients receiving treatment for methicillin-resistant *S. aureus* infections whose renal function
was very stable. This could also explain the difference in precision.

Interpretation and performance of the individual PK model accuracy and bias in our paper is limited due to the small sample but are included for review (Table 1). Only 1 patient in the validation data set was fit to the Adane et al [11] model, and 4 patients to the Masich et al [14] model. The predicted result of the single patient fit to the Adane et al [11] model and the one fit to the Roberts et al [13] model produced predicted concentrations that were outliers. The Adane et al [11] model is reserved for patients with a BMI greater than 40 kg/m² and body weight over 120 kg, while the Roberts et al [13] model is reserved for the critically ill. Although there were only 2 data points, this highlights the difficulty in dosing these patients. Based on the small number of patients we enrolled during the time frame of this study, it is unlikely that we will be able to obtain a sufficient sample size to evaluate these models individually.

**Limitations**

We acknowledge that there are limitations of this app. First, it remains to be determined which a priori PK model is optimal for dosing, since many published vancomycin PK models exist, and choosing the appropriate PK model remains a challenge. It may be unlikely that the wide individual patient PK variability can be captured by a single a priori model. Therefore, it is of utmost importance that the patient be appropriate for the a priori model selected. We chose a one-compartment pharmacokinetic model with individual models for obesity and critical illness. During the development of the app, it appears that a more simplified broadly supported two-compartment model by Goti et al [29] may be more appropriate [30,31].

As trough-based vancomycin dosing was performed at Lakeridge, we are unable evaluate the app’s AUC predictions. However, providing this app free of charge for all users allows the potential for further evaluation of this functionality.

The app is not designed to be used in patients receiving renal replacement therapy. Many patients were excluded from the evaluation as they were receiving vancomycin while on renal replacement therapy.

This app was not intended to replace or override the judgement of a clinician. The app relies on accurate user inputs. There are a few checks in place to ensure appropriate user input and model selection (eg, hard limits on input parameters and goodness of fit with the model), but we acknowledge that all possible scenarios or edge cases cannot be addressed. In the development of the app, we attempted to balance user experience and ease of use versus added complexity and customization of the app and a priori PK models. As suggested earlier, a potential solution to this juxtaposition is a more generally applied model similar to that presented by Goti et al [29], or, if suggested, a more customized user-selected model approach or “expert mode.”

**Future Directions**

Bayesian dosing of vancomycin still in its infancy. VancoCalc is available with no restriction. The creation of this free, open-source Bayesian vancomycin dosing app permits this dosing approach to be further explored.

The value of free, open-source software is unquantifiable. Software such as Linux and Python have positively impacted many. We are hopeful that the creation of this app can also have a positive impact and add to the body of work that has already been conducted [16,17].

With increased use and validation of Bayesian dosing apps, it is possible that improved PK models for specific patient populations will be developed. Additionally, larger adoption may eventually permit improved algorithms incorporating other techniques such as machine learning. By open sourcing the app, it can be modified, updated, and improved upon or used as a framework for others to build upon.

Our goal is to share this proof-of-concept app to allow greater awareness and democratization of the Bayesian monitoring approach. The pharmacokinetics of vancomycin are complex. With greater use and awareness of the app and experience from field experts, this will lead to further collaboration and improvement of the app for functionality and vancomycin TDM.

**Conclusions**

In this paper, we presented a vancomycin dosing app, VancoCalc, including a small evaluation using a real-world retrospective data set. This app leverages previously published research on Bayesian inference calculators. By offering this free, open-source app, further prospective validation could be implemented in the near future. We encourage exploration of the app and collaboration or suggestions for improvement.
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Abstract

Background: Myeloproliferative neoplasms (MPNs) are a group of myeloid malignancies associated with significant symptom burden. Despite pharmacological advances in therapies, inadequate management of MPN symptoms results in reduced quality of life.

Objective: This study aims to determine the feasibility of a 12-week global wellness mobile app intervention in decreasing MPN symptom burden. The University of Arizona Andrew Weil Center for Integrative Medicine’s global wellness mobile app, My Wellness Coach (MWC), guides patients to improve their health and well-being through facilitating behavior changes.

Methods: Of the 30 patients enrolled in a 12-week intervention, 16 (53%) were retained through the final assessment. Feasibility was assessed by the ease of recruitment, participant adherence, and mobile app acceptability. App acceptability was measured using the user version of the Mobile Application Rating Scale. MPN symptom burden was measured at baseline and 12 weeks after the intervention.

Results: Recruitment was efficient, with the participant goal reached within a 60-day period, suggestive of a demand for such an intervention. Adherence was less than the target within study design (75%), although similar to mobile device app use in other studies (53%). The app was deemed acceptable based on the mean user version of the Mobile Application Rating Scale 3-star rating by participants. Finally, there were statistically significant improvements in several MPN symptoms, quality of life, and total score on the Myeloproliferative Neoplasm Symptom Assessment Form surveys.

Conclusions: Our 12-week intervention with the MWC app was feasible and was associated with a decrease in MPN symptom burden. Further investigation of the MWC app for use as a self-management strategy to reduce the symptom burden in patients with MPN is warranted.
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Introduction

Background

Myeloproliferative neoplasms (MPNs) are a group of blood cancers and include the diagnoses of myelofibrosis, essential thrombocythemia, and polycythemia vera. These are rare malignancies with an incidence of 0.33, 1.14, and 1.18 per 100,000 persons per year, respectively [1-3]. Although the prevalence is relatively low, the chronicity of MPNs with significant disease-associated symptoms leads to many years of drastically reduced quality of life for patients afflicted with this disease. Disease manifestations vary among individuals, but generally, MPNs are characterized by excessive blood cells leading to an increased risk of blood clots or bleeding, enlargement of the spleen, and a significant symptom burden.

MPN symptom burden is heterogeneous and may be debilitating to afflicted patients. Fatigue is a major contributor to poor quality of life, affecting more than 80% of patients with MPN. Other symptoms include pruritus, night sweats, difficulty sleeping, abdominal discomfort, bone pain, fever, weight loss, decreased memory, poor sleep, inactivity, and psychosocial dysfunction [4-6]. Although the biology of symptoms is complex, it is rooted to the underlying physiologic inflammation associated with the disease and potentially contributing lifestyle factors and, thus, may be modifiable with intervention [7].

The discovery of the JAKV617F mutation in 2005 led to the subsequent development of JAK inhibitor therapy, which has revolutionized the treatment paradigm for MPNs. Despite improvements in disease outcomes offered by pharmacologic therapy, patients’ symptoms often remain quite high; thus, strategies to address symptoms represent a significant unmet need in the patient population of MPN [6].

Integrative oncology, defined as the use of complementary and integrative therapies in conjunction with conventional oncology care, may offer a unique symptom management tool [8,9]. Previous publications in integrative oncology have largely focused on breast, colon, and prostate cancers, and there is a scarcity of research to support integrative care in patients with MPN [6,10]. Nevertheless, early data using integrative approaches for the treatment of MPNs are promising, including aerobic activity, yoga, meditation, and strength training, to reduce the symptom burden and improve disease-related inflammation [6,11].

As thrombosis is the primary cause of mortality in MPNs, treatment is largely aimed at reducing thrombotic complications. In addition to pharmacologic treatments, lifestyle modifications through integrative methods may be an important tool in decreasing this risk as well. Inflammation is associated with increased risk of thrombotic events through various mechanisms, including elevated white blood cell and platelet counts, together with activated clotting factors and endothelial cells [12]. Regular exercise reduces inflammatory processes and promotes fibrinolytic activity [13,14]. Studies in patients with underlying cardiovascular disease that have established lifestyle change, including increased physical activity and the subsequent lowering of serum cholesterol, can decrease thrombosis risk [15]. It is possible that this same mechanism can decrease thrombotic risk in patients with MPN.

With the evolution of smartphone technology, mobile apps have become useful tools to help manage chronic diseases and may represent an important strategy for wellness-based interventions [16-24]. In oncology, mobile apps have largely focused on patient education and awareness, including such topics as cancer screening, adverse reactions to treatment, disease processes and treatment options, medication compliance, and cancer pain management [16,17,20,21,24,25]. A few mobile apps have emerged to address the symptom burden in endometrial, breast, sarcoma, and lung cancers with lifestyle changes, mindfulness, and coping mechanisms [18,22,23]. Although smartphone-based meditation and web-based yoga have proven some benefit in patients with MPN, with early data specifically suggesting impact on fatigue, depression, and blood inflammation, there has not been a mobile app to specifically address the MPN symptom burden through promoting global behavioral changes [19,26].

Objectives

The University of Arizona Andrew Weil Center for Integrative Medicine has recently developed and successfully piloted a global wellness mobile app, My Wellness Coach (MWC), to guide patients to better health and wellness through facilitating behavior changes [27]. The aim of this study is to determine the feasibility of a global wellness mobile app 12-week intervention for decreasing MPN symptom burden. This is meaningful because this app could provide a highly disseminatable and much needed self-management strategy for the MPN symptom burden.

Methods

Ethics Approval

This study was approved by the University of Arizona Human Subjects Protection Program (IRB Number 2004567060).

Recruitment and Enrollment

Patients with MPN were recruited nationally through organizational partners, such as the Myeloproliferative Neoplasm Quality of Life Group. A flyer was posted on the partners’ website, and an email describing the study was sent out through approved listservs, with a link to a web-based eligibility consent and survey over a 60-day period. Through this web-based survey, developed in Qualtrics [28], participants consented and answered questions regarding the eligibility requirements of the study. Participants were screened for eligibility using the inclusion and exclusion criteria given in Textbox 1.

Once a web-based questionnaire was returned, it was evaluated for completeness and eligibility based on the responses. A participant was then emailed the consent form and the baseline questionnaire that were required for enrollment in the study. These participants were given approximately 3 days to respond. If they did not respond within the allocated time, then they were deemed as not interested in participating in the study, and the baseline questionnaire was sent to the next eligible participant.
Eligible participants were contacted until our enrollment goal of 30 individuals was met. An optional phone interview was conducted for qualitative analysis at 12 weeks.

Textbox 1. Inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Individuals, man or woman, aged ≥ 18 years</td>
</tr>
<tr>
<td>• Individuals able to provide consent</td>
</tr>
<tr>
<td>• Individuals who can speak English and is English literate</td>
</tr>
<tr>
<td>• Individuals diagnosed of essential thrombocythemia, polycythemia vera, or myelofibrosis</td>
</tr>
<tr>
<td>• Individuals identified by a treating physician</td>
</tr>
<tr>
<td>• Individuals who have a personal mobile device with an Android (version 4.1 or higher) or iOS (version 12.2 or higher) operating system</td>
</tr>
<tr>
<td>• Individuals who displayed satisfactory ability to operate a mobile device and showcase email communication</td>
</tr>
<tr>
<td>• Individuals who have reliable internet and cellular access</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Individuals currently participating in a clinical trial</td>
</tr>
<tr>
<td>• Individuals who received blood transfusion within the last 6 months</td>
</tr>
<tr>
<td>• Individuals with an Eastern Cooperative Oncology Group [29] status of ≥3</td>
</tr>
</tbody>
</table>

Mobile App Intervention

After consent was obtained from eligible participants, they were provided with instructions to download and use MWC. In the app, the participants were prompted to participate in four steps: (1) score, (2) explore, (3) set a goal, and (4) take action. Self-motivation was emphasized by encouraging reflection on why they want to facilitate change. Clinical research staff suggested setting at least two wellness goals. Participants could set goals within seven domains: nutrition, movement, sleep, resilience, environment, relationships, and spirituality. The app provided tips for health improvements and links to curated resources. When setting goals, participants were coached to make them SMART—specific, measurable, attainable, relevant, and time-bound—with the value of this technique described in other publications [30-32]. It provided 24- to 72-hour interval reminders before and after each action step and a goal deadline to encourage action throughout the intervention.

Outcome Measures

Feasibility was assessed by ease of recruitment, adherence, and mobile app rating. Successful recruitment was defined as enrolling 30 participants within 60 days. Adherence was defined as a minimum of 75% retention throughout the intervention. The user version of the Mobile Application Rating Scale (uMARS) evaluated acceptability through rankings in four objective categories (engagement, functionality, aesthetics, and information) and was graded on a Likert scale. This included ease of use, intent for continued use, perceived benefit, and overall star rating.

The Myeloproliferative Neoplasm Symptom Assessment Form (MPN-SAF) evaluated common MPN symptoms [33]. The MPN-SAF comprises 18 symptoms plus a total score. Higher scores indicate worse symptom severity. Each symptom was rated according to the level of difficulty a participant had with each item during the past week, scaled from 0 (absent) to 10 (worst imaginable).

The Behavioral Risk Factor Surveillance System (BRFSS) was used to assess physical activity [34]. The 8-item Patient-Reported Outcomes Information System (PROMIS) Sleep Disturbance questionnaire (Short Form 8a) measured perceptions of sleep quality, depth, and restoration within the past 7 days [35]. Mediterranean diet adherence was assessed using a 14-item questionnaire (which has previously shown an inverse association between the Mediterranean diet and obesity in the PREDIMED [Prevención con Dieta Mediterránea] trial [36]). However, the original 14-point scale was revised because 40% of participants were unable to quantify olive oil consumption and responded “don’t know/not sure” or left responses blank. At 12-week follow-up, MPN-SAF, BRFSS, PROMIS Sleep, and Mediterranean diet adherence questionnaires were completed in addition to uMARS. Semistructured phone interviews with the research coordinator to provide additional feedback were optional.

Statistical Analysis

To assess recruitment, acceptability, length of time to accrue, adherence, ease of app use, intent for continued use, and perceived benefit measures were summarized using descriptive statistics. Patient demographics and medical history were summarized using descriptive statistics. Descriptive statistics included proportions for categorical variables and median (IQR) or mean (SD) for continuous variables. Mean changes from baseline to 12 weeks in sleep disturbance, Mediterranean diet adherence, and MPN-SAF symptom scores were tested using linear mixed-effects models, clustered on participants. Such mixed-effects models were used instead of 2-tailed paired t tests to allow all participants (n=30) to contribute to the model, instead of only the subset (n=16) with the end-of-study data. The α level was set to .05, meaning that mean values at 12...
weeks were considered significantly different from the mean values at baseline if \( P < 0.05 \). All statistical analyses were conducted using Stata (version 16.1; StataCorp). As this is a feasibility study, there were no adjustments made for multiple comparisons because of the small sample size.

### Results

#### Recruitment and Enrollment

Of the 94 interested patients with MPN screened for eligibility, 72 (76%) were eligible to enroll (Figure 1). Emails were sent to eligible patients until 30 were successfully enrolled, which was accomplished within a 3-week period.

#### Patient Demographics

The median age of participants was 62.6 (IQR 54.1-70.2; mean 60.5, SD 12.6) years, and participants were predominantly women (26/30, 87%) and White (28/30, 93%). MPN diagnoses included essential thrombocythemia (11/30, 37%), polycythemia vera (11/30, 37%), and myelofibrosis (8/30, 27%). Most participants (23/30, 76%) were diagnosed with MPN >5 years ago. Of the 30 participants, 11 (37%) reported a known history of splenomegaly, 12 (40%) documented a previous diagnosis of anemia, and 6 (20%) reported a history of blood clots after being diagnosed with MPN. Most participants were being treated with hydroxyurea (20/30, 67%), and some (8/30, 27%) were being treated with ruxolitinib or another JAK inhibitor. Of the 12 participants who completed questions pertaining to the Dynamic International Prognostic Scoring system for myelofibrosis, 1 (8%) was in the high-risk group and 6 (50%) were in the intermediate-1-risk group. There were no statistically significant differences in any of the aforementioned characteristics between participants who were retained in the study (16/30, 53%) and those who were not (14/30, 47%; Table 1).
Table 1. Baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All participants (n=30)</th>
<th>Retained participants (n=16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>62 (54.1-70.2)</td>
<td>62 (54.9-67.5)</td>
</tr>
<tr>
<td>BMI (kg/m²), median (IQR)</td>
<td>24.5 (21.9-29.8)</td>
<td>23 (20.8-34.6)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>3 (10)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Woman</td>
<td>26 (87)</td>
<td>13 (81)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>1 (3)</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian population</td>
<td>1 (3)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>White population</td>
<td>28 (93)</td>
<td>15 (94)</td>
</tr>
<tr>
<td>Prefer not to identify</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic or Latino(a) population</td>
<td>25 (96)</td>
<td>14 (100)</td>
</tr>
<tr>
<td>Prefer not to identify</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Language, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>30 (100)</td>
<td>16 (100)</td>
</tr>
<tr>
<td><strong>MPN diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Essential thrombocytosis</td>
<td>11 (37)</td>
<td>7 (44)</td>
</tr>
<tr>
<td>Polycythemia vera</td>
<td>11 (37)</td>
<td>5 (31)</td>
</tr>
<tr>
<td>Myelofibrosis</td>
<td>8 (27)</td>
<td>4 (25)</td>
</tr>
<tr>
<td><strong>Year of MPN diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2015 to present</td>
<td>7 (24)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>2010-2014</td>
<td>13 (45)</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Before 2010</td>
<td>9 (31)</td>
<td>5 (33)</td>
</tr>
<tr>
<td>History of enlarged spleen, n (%)</td>
<td>11 (37)</td>
<td>6 (38)</td>
</tr>
<tr>
<td>History of anemia, n (%)</td>
<td>12 (40)</td>
<td>4 (25)</td>
</tr>
</tbody>
</table>

*MPC: myeloproliferative neoplasm.

**MWC Mobile App Use and Rating**

Of the 30 enrolled participants, 7 (23%) failed to make an MWC account, and 10 (33%) additional participants did not set wellness goals within the app. Of the remaining 13 participants, 10 (33%) set at least one or two goals (a total of 5 goals allowed). The uMARS questionnaire was successfully completed by 43% (13/30) of the participants. Most categories had a mean score ≥ 3 (Table 2). The highest rated category was aesthetics (mean score 3.4, SD 0.8), and the lowest rated category was behavior change (mean score 2.9, SD 1.2). Most participants (7/13, 54%) gave the MWC app an overall 3-star rating acceptable on the 5-point scale [37].

A total of 6 participants provided additional feedback in an optional phone interview. Participants praised that the app addressed “every aspect of healthy living” and found it resourceful. In addition, 3 participants stated that the app encouraged them to work toward achieving their goals. Then, 1 participant specified that it helped her recognize “that there are definite areas that I need to work on and it helped to get a good start working in the right direction.”

Most participants (5/6, 83%) felt that additional guidance in setting up goals would be helpful. Other feedback included the frequency of the reminders seemed “too much” and the tone of the reminders could potentially be adjusted.
Table 2. The user version of the Mobile Application Rating Scale (n=13).

<table>
<thead>
<tr>
<th>Category, mean (SD; range)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement</td>
<td>3.0 (1.1; 1.0-5.0)</td>
</tr>
<tr>
<td>Functionality</td>
<td>3.2 (1.3; 1.0-5.0)</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>3.4 (0.8; 2.0-5.0)</td>
</tr>
<tr>
<td>Information</td>
<td>3.2 (1.4; 1.0-5.0)</td>
</tr>
<tr>
<td>Overall quality</td>
<td>3.1 (1.1; 1.0-5.0)</td>
</tr>
<tr>
<td>Awareness</td>
<td>3.2 (1.3; 1.0-5.0)</td>
</tr>
<tr>
<td>Knowledge</td>
<td>3.2 (1.4; 1.0-5.0)</td>
</tr>
<tr>
<td>Attitudes</td>
<td>3.2 (1.3; 1.0-5.0)</td>
</tr>
<tr>
<td>Intention to change</td>
<td>3.2 (1.4; 1.0-5.0)</td>
</tr>
<tr>
<td>Help seeking</td>
<td>3.0 (1.5; 1.0-5.0)</td>
</tr>
<tr>
<td>Behavior change</td>
<td>2.9 (1.2; 1.0-5.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Overall star rating (single question), n (%)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 star</td>
<td>2 (15)</td>
</tr>
<tr>
<td>2 stars</td>
<td>2 (15)</td>
</tr>
<tr>
<td>3 stars</td>
<td>7 (54)</td>
</tr>
<tr>
<td>4 stars</td>
<td>1 (8)</td>
</tr>
<tr>
<td>5 stars</td>
<td>1 (8)</td>
</tr>
</tbody>
</table>

Adherence and Acceptability

All 30 participants were successfully enrolled within the allotted 60-day period. Only 53% (16/30) of participants were retained throughout the 12-week study. Attrition was due to either voluntary withdrawal from the study (2/30, 7%) or loss to follow-up for unknown reasons (12/30, 40%). On the basis of the uMARS score as outlined in the MWC Mobile App Use and Rating section, MWC was rated a mean score at ≥3 in many categories, with an overall 3-star rating by most of the participants. The baseline characteristics of participants who completed the study and those who did not were compared, and no statistically significant differences were found.

Patient-Reported Outcomes

The MPN-SAF responses highlighted that not all symptoms were changed by the 12-week intervention, but several (8/18, 44%) significantly improved. Improvements were observed in inactivity, impaired concentration, dizziness, numbness, sexual dysfunction, night sweats, bone pain, and quality of life (Table 3). Furthermore, the mean total score was significantly better at 12 weeks than at baseline (mean 54.8, SD 31.6, vs mean 68.4, SD 30.5; P=.001).

The PROMIS Sleep Disturbance (Short Form 8a) responses suggested that mean sleep disturbance scores did not significantly change between baseline (mean 24.2, SD 7.2) and at 12 weeks (mean 22.2, SD 7.4; P=.49). Few participants reported moderate or severe sleep disturbance at baseline (5/30, 17%) or 12 weeks (3/16, 19%; Table 4). Furthermore, there was a marginally significant (P=.06) difference in Mediterranean diet adherence between baseline (mean 5.9, SD 2.3) and at 12 weeks (mean 6.2, SD 2.7).

Of the 16 participants who completed the BRFSS survey, 16 (100%) responded yes to any physical activities or exercises at baseline compared with 13 (81%) at 12 weeks. The most frequent types of physical activity or exercise included walking or hiking (8/16, 50% participants at baseline; 7/16, 44% at 12 weeks), yoga, Pilates, or barre (3/16, 19% at baseline; 2/16, 13% at 12 weeks), and gardening (2/16, 13% at baseline; 0/16, 0% at 12 weeks). Participants generally reported a high frequency of engagement in their top physical activity, with most participants reporting 5 to 6 times per week (6/16, 38% at baseline; 6/16, 38% at 12 weeks) or ≥7 times per week (4/16, 25% at baseline; 4/16, 25% at 12 weeks).
Table 3. Assessment of symptom severity based on MPN-SAF using a mixed-effects model.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Baseline (n=30), mean (SD)</th>
<th>12 weeks (n=16), mean (SD)</th>
<th>β coefficient</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early satiety</td>
<td>4.5 (2.9)</td>
<td>3.8 (3.1)</td>
<td>-0.59</td>
<td>.21</td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>2.6 (2.5)</td>
<td>2.8 (2.9)</td>
<td>.10</td>
<td>.80</td>
</tr>
<tr>
<td>Abdominal discomfort</td>
<td>3.5 (2.8)</td>
<td>3.6 (3.1)</td>
<td>.01</td>
<td>.99</td>
</tr>
<tr>
<td>Inactivity</td>
<td>5.2 (2.6)</td>
<td>3.9 (2.8)</td>
<td>-1.18</td>
<td>.02</td>
</tr>
<tr>
<td>Headaches</td>
<td>3.6 (3.0)</td>
<td>2.9 (1.9)</td>
<td>-0.50</td>
<td>.33</td>
</tr>
<tr>
<td>Impaired concentration</td>
<td>5.2 (3.0)</td>
<td>3.6 (2.6)</td>
<td>-1.13</td>
<td>.03</td>
</tr>
<tr>
<td>Dizziness</td>
<td>4.0 (2.8)</td>
<td>3.1 (2.4)</td>
<td>-1.07</td>
<td>.02</td>
</tr>
<tr>
<td>Numbness</td>
<td>3.8 (2.6)</td>
<td>3.0 (2.0)</td>
<td>-0.96</td>
<td>.02</td>
</tr>
<tr>
<td>Insomnia</td>
<td>5.9 (3.4)</td>
<td>4.8 (3.1)</td>
<td>-0.53</td>
<td>.20</td>
</tr>
<tr>
<td>Depression</td>
<td>3.5 (2.6)</td>
<td>3.2 (2.5)</td>
<td>-0.04</td>
<td>.93</td>
</tr>
<tr>
<td>Sexual dysfunction</td>
<td>5.2 (3.8)</td>
<td>3.9 (3.5)</td>
<td>-1.62</td>
<td>.01</td>
</tr>
<tr>
<td>Cough</td>
<td>1.9 (1.6)</td>
<td>1.9 (1.9)</td>
<td>-0.23</td>
<td>.50</td>
</tr>
<tr>
<td>Night sweats</td>
<td>3.7 (2.5)</td>
<td>2.7 (1.9)</td>
<td>-1.01</td>
<td>.001</td>
</tr>
<tr>
<td>Itching</td>
<td>3.7 (3.2)</td>
<td>2.8 (2.7)</td>
<td>-0.05</td>
<td>.84</td>
</tr>
<tr>
<td>Bone pain</td>
<td>3.3 (2.8)</td>
<td>2.4 (2.2)</td>
<td>-0.71</td>
<td>.02</td>
</tr>
<tr>
<td>Fever</td>
<td>1.3 (1.0)</td>
<td>1.1 (0.2)</td>
<td>.05</td>
<td>.37</td>
</tr>
<tr>
<td>Weight loss</td>
<td>2.2 (2.5)</td>
<td>1.4 (0.9)</td>
<td>-0.70</td>
<td>.10</td>
</tr>
<tr>
<td>Quality of life</td>
<td>5.3 (2.6)</td>
<td>3.8 (2.2)</td>
<td>-1.27</td>
<td>.03</td>
</tr>
<tr>
<td>MPN-SAFa total score</td>
<td>68.4 (30.5)</td>
<td>54.8 (31.6)</td>
<td>-11.19</td>
<td>.001</td>
</tr>
</tbody>
</table>

aMPN-SAF: Myeloproliferative Neoplasm Symptom Assessment Form.

Table 4. Sleep disturbance based on the Patient-Reported Outcomes Information System.

<table>
<thead>
<tr>
<th>Level</th>
<th>Baseline (n=29), n (%)</th>
<th>12 weeks (n=16), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None to slight</td>
<td>14 (48)</td>
<td>10 (63)</td>
</tr>
<tr>
<td>Mild</td>
<td>10 (34)</td>
<td>3 (19)</td>
</tr>
<tr>
<td>Moderate</td>
<td>4 (14)</td>
<td>3 (19)</td>
</tr>
<tr>
<td>Severe</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

There is a high demand in the patient population of MPN for innovative interventions to help alleviate their symptom burden [4,38]. The aim of this study is to determine the feasibility of a 12-week global wellness mobile-based intervention to reduce symptom burden in patients with MPN. This is the first known study to use a global wellness mobile app to address the symptom burden of patients with MPN through advocating self-management strategies focused on facilitating behavioral change. Our results suggest that this study is feasible in terms of the successful enrollment of 30 MPN participants within 30 days and mobile app acceptability by patients. Previous publications, with many recent additions in the medical literature over the last 2 years, have suggested that mobile health apps provide a feasible option to improve quality of life in various patients with cancer, especially through self-care support and behavior modification [22,23,39-41]. However, no mobile health apps have yet to be tested in the patient population of MPN. Most smartphone apps suggest benefit in symptom management; however, none, to our knowledge, have incorporated symptom management and global lifestyle change within 1 app. In small pilot studies, a smartphone-based meditation (CALM) and web-based yoga have previously been shown to be feasible in the population with MPN, with suggested impact on fatigue, sleep, pain, anxiety, and depression [19,26]. Although these pilot studies suggest benefit in symptom management with an isolated behavior intervention (ie, meditation or yoga), the app tested in our study focused on the feasibility of a global lifestyle intervention. A pilot study of MWC showed similar successful recruitment of patients and simple delivery of a nonpharmacologic intervention [27]. The ease and timeliness of this process suggest that this app may be an effective method for providing a self-management strategy for symptom burden in patients with MPN that is highly disseminable to wide groups of individuals.
With most uMARS mean scores at ≥3 points (of a total possible 5), the mobile app was deemed acceptable to this small group of participants [42]. The lowest rated category was behavior change, with a lower mean score of 2.9, close to the mean score in previous studies. Comparatively, the highest rated category was aesthetics, with a mean score of 3.4. The app could potentially be improved by addressing feedback from participants who stated that the mobile app would benefit from additional information describing the process for goal setting, as well as some technical glitches. Furthermore, our study did not achieve the 75% defined target for adherence, with only 53% (16/30) of the participants retained through the 12-week final assessment. However, this finding is quite common; other studies using mobile device health apps note that most users stop use soon after initial use [43] and that approximately half of the 934 survey responders (45.7%) had stopped using a mobile health app [41]. Another study revealed that only 54% of individuals who download a mobile device health app persisted in using it >1 month [44]. Of the 47% who did not complete the final assessment, most participants were lost to follow-up for unknown causes. Retention in future studies could potentially be improved by having more communication with study coordinators throughout the 12-week duration of the intervention check in and assist with any technical difficulties or questions [45].

MWC aims to provide guidance and facilitate wellness goals. By comparing baseline MPN-SAF assessments with 12-week evaluations, improvement was noted in the areas of inactivity, impaired concentration, dizziness, numbness, sexual dysfunction, night sweats, bone pain, and quality of life. Furthermore, the total score improved after the intervention. Thus, the 12-week intervention with MWC suggests a positive impact on our small study group, with improvement in the overall symptom burden. An app feature that may have contributed to the improvement of the symptom burden is the reminder to act on goals. Previous studies have shown that apps that remind participants have better use rate than apps that did not [44,46]. Given our small group of participants, larger studies will be needed to validate the true impact of MWC on MPN symptoms.

The mobile app’s impact on diet did not show significant statistical improvement in Mediterranean diet adherence after the 12-week intervention. Limitations in scoring for Mediterranean diet adherence was noted because of participants leaving certain questions blank or responding as “don’t know/not sure.” In addition, regarding physical activity, the BRFSS survey results were limited in assessing the quantitative change using statistical methods. Therefore, future studies may need to determine a different method for evaluating physical activity that allows for scoring of physical activity. However, participants were noted to engage in their physical activity of choice at high frequency, with 10 participants engaging 5 to 6 times per week or more. However, the impact on sleep was not statistically significant. Although lifestyle changes were not significantly improved in this pilot study, future analysis with a larger patient sample and potentially alternate dietary and physical activity measures may improve the study design. Poor cardiometabolic health is a primary contributor to mortality in patients with MPN, and effective lifestyle interventions and continued study of lifestyle interventions are needed.

Overall, the study exhibited ease of recruitment and acceptability, and although adherence was lower than our goal, it was commensurate with other mobile health app interventions. Finally, the 12-week mobile app pilot study improved the MPN symptom burden and warrants continued study with a larger sample size.

Limitations
The most notable limitation to our study was the small study size. Not achieving the defined level of adherence is a concern; however, the 75% target was likely set too high when compared with the mobile health app use found in the literature and, therefore, may point to a limitation of study design [41,43]. In addition, only 53% (16/30) of the participants completed the study, and 47% (14/30) voluntarily withdrew or were lost to follow-up. On the basis of the completion results in this study, future studies could potentially increase the recruitment goal to ensure a larger sample completing the intervention.

Additional limitations of the study include variability in the proficiency of modern technology by the participants and inability to collect data regarding weekly use of the app. Some participants admitted to discontinuing the mobile app because of confusion and difficulty in understanding how to properly use the app. This limitation could be surmounted by future study design, including frequent coordinator and group engagement for app support. Participants also expressed concerns regarding the frequency of reminders, with a participant stating that it was too frequent and another participant stating that she was not reminded enough. These limitations highlight the importance of a user-friendly mobile app platform with the ability for customization. Perhaps letting the users set their own frequency for reminders can improve adherence. In addition, the study was conducted during the COVID-19 pandemic, when gym closures, self-isolation, and mental health issues could confound the participants’ sleep, diet, and physical activity. A participant specifically stated that she “would have used the app for better success if [she] hadn’t been self-isolating during this pandemic.”

Access barriers, such as patients with MPN who do not possess a mobile device, reliable internet connection, or limited literacy, should also be acknowledged. Although no adaptations for the older patient population were incorporated in this feasibility study, users may not achieve the ability within the app to increase the font size on their mobile device for visual limitations. In addition, users can dictate narrative responses (voice-to-text functionality), which can reduce the typing required. App adaptations for the older population will be considered in future design and study of the mobile app. Finally, this study did not investigate which mechanisms were most effective at reducing specific symptoms, as this would require a much larger sample size, and this should be explored in future studies.

Conclusions
Our small feasibility pilot study provided preliminary evidence that the MWC global wellness app intervention is feasible within the population with MPN and may reduce the MPN symptom burden. There was insufficient evidence to show improvements
in physical activity vigor and frequency, healthy diet consumption, and better sleep quality. Future trials evaluating the impact of the MWC mobile app in the population with MPN could be strengthened by a larger sample size, measures to improve adherence and retention (such as coordinator support), and closer consideration of diet and physical activity measures. Overall, this study provides a promising first step toward a self-management strategy to lessen the substantial symptom burden of patients with MPN.
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Abstract

Background: The quality of care in labor and delivery is traditionally measured through the Hospital Consumer Assessment of Healthcare Providers and Systems but less is known about the experiences of care reported by patients and caregivers on online sites that are more easily accessed by the public.

Objective: The aim of this study was to generate insight into the labor and delivery experience using hospital reviews on Yelp.

Methods: We identified all Yelp reviews of US hospitals posted online from May 2005 to March 2017. We used a machine learning tool, latent Dirichlet allocation, to identify 100 topics or themes within these reviews and used Pearson $r$ to identify statistically significant correlations between topics and high (5-star) and low (1-star) ratings.

Results: A total of 1569 hospitals listed in the American Hospital Association directory had at least one Yelp posting, contributing a total of 41,095 Yelp reviews. Among those hospitals, 919 (59\%) had at least one Yelp rating for labor and delivery services (median of 9 reviews), contributing a total of 6523 labor and delivery reviews. Reviews concentrated among 5-star (n=2643, 41\%) and 1-star reviews (n=1934, 30\%). Themes strongly associated with favorable ratings included the following: top-notch care ($r=0.45$, $P<0.001$), describing staff as comforting ($r=0.52$, $P<0.001$), the delivery experience ($r=0.46$, $P<0.001$), modern and clean facilities ($r=0.44$, $P<0.001$), and hospital food ($r=0.38$, $P<0.001$). Themes strongly correlated with 1-star labor and delivery reviews included complaints to management ($r=0.30$, $P<0.001$), a lack of agency among patients ($r=0.47$, $P<0.001$), and issues with discharging from the hospital ($r=0.32$, $P<0.001$).

Conclusions: Online review content about labor and delivery can provide meaningful information about patient satisfaction and experiences. Narratives from these reviews that are not otherwise captured in traditional surveys can direct efforts to improve the experience of obstetrical care.

\textit{(JMIR Form Res 2022;6(3):e28379)} doi:10.2196/28379
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Introduction

Many hospitals in the United States use the Hospital Consumer Assessment of Healthcare Providers and Systems (HCAHPS) and Press Ganey surveys to evaluate patient experiences [1]. Survey results are standardized and publicly reported to facilitate comparisons of patient experience. However, they are costly and often have low response rates [2,3]. Prespecified domains may miss the concerns of many patients, and aggregated public reporting can obscure differences across specialties [4,5].

Yelp is a website where users share information about their experiences at local businesses by giving a star rating from 1-5 and leaving a narrative review. Yelp is the most used free website in the United States for hospital ratings [6]. In one study, 65% of gynecologists reported being likely to use online ratings to improve patient care, more so than physicians from other specialties [7]. Prior work demonstrates that reviews from online rating services like Yelp are correlated with traditional methods for understanding the patient experience, and the platform’s unstructured design provides information not captured in conventional patient experience surveys [2,8-12]. The scale and utilization of these platforms is significant and may provide a nuanced way to better listen to patients [13]. In this study, we aim to evaluate how the content of labor and delivery Yelp reviews relates to star rating to provide insight into the labor and delivery experience in the United States.

Methods

Obtaining Hospital Reviews

We identified hospitals in the United States that have Yelp reviews using the Yelp Search application programming interface. We included only hospitals listed in the American Hospital Association directory with at least one review. Hospital reviews were then searched for keywords specific to labor and delivery, identified by referencing the Unified Medical Language System database and gathering input from an obstetrician (SKS). The search terms included variations of the same word—for example, “deliver” and “delivery” were both used but counted as one search term. Reviews containing at least one of the specified keywords were characterized as “labor and delivery reviews” and all others as “non–labor and delivery” (Table 1). We used only reviews that received a 5-star or 1-star review for the final analyses, considering the bimodal distribution (Table 2).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All hospitals on Yelp (N=1569)</th>
<th>All labor and delivery hospitals on Yelp (N=919)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Yelp rating (on a scale from 1-5)</td>
<td>Average Yelp rating (on a scale from 1-5)</td>
</tr>
<tr>
<td>Bed size</td>
<td>Hospitals, n (%)</td>
<td>Hospitals, n (%)</td>
</tr>
<tr>
<td>0-49</td>
<td>223 (14)</td>
<td>46 (5)</td>
</tr>
<tr>
<td>50-199</td>
<td>577 (37)</td>
<td>329 (36)</td>
</tr>
<tr>
<td>200-399</td>
<td>487 (31)</td>
<td>334 (36)</td>
</tr>
<tr>
<td>≥400</td>
<td>275 (18)</td>
<td>210 (23)</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>305 (20)</td>
<td>191 (21)</td>
</tr>
<tr>
<td>South</td>
<td>617 (40)</td>
<td>330 (36)</td>
</tr>
<tr>
<td>Midwest</td>
<td>184 (12)</td>
<td>71 (8)</td>
</tr>
<tr>
<td>West</td>
<td>456 (29)</td>
<td>327 (36)</td>
</tr>
<tr>
<td>Teaching hospital</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>192 (12)</td>
<td>157 (17)</td>
</tr>
<tr>
<td>No</td>
<td>1370 (88)</td>
<td>762 (83)</td>
</tr>
</tbody>
</table>

Table 2. Distribution of ratings of hospital reviews describing labor and delivery versus all hospital reviews.

<table>
<thead>
<tr>
<th>Rating (stars)</th>
<th>Labor and delivery Yelp reviews (N=6523), n (%)</th>
<th>Hospital Yelp reviews (N=41,095), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1957 (30)</td>
<td>16,849 (41)</td>
</tr>
<tr>
<td>2</td>
<td>522 (8)</td>
<td>3288 (8)</td>
</tr>
<tr>
<td>3</td>
<td>457 (7)</td>
<td>2466 (6)</td>
</tr>
<tr>
<td>4</td>
<td>913 (14)</td>
<td>5342 (13)</td>
</tr>
<tr>
<td>5</td>
<td>2674 (41)</td>
<td>13,150 (32)</td>
</tr>
</tbody>
</table>
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Deriving Language Features

After removing stop words, common words of low information content (eg, “the,” “as,” “a”), we used the MALLET implementation [14] of the machine learning program latent Dirichlet allocation (LDA) to generate 100 topics based on prior work [13]. This machine learning technique automates the identification of co-occurring words whose combination suggests themes or topics [15]. For example, the frequent co-occurrence of “hours,” “waiting,” “sitting,” and “lobby” would define a topic which, on inspection, suggests the theme of long wait times. LDA was used to build a topic model using the corpus of review text; afterward, each review was represented as a weighted mixture of the 100 topics generated from the reviews.

Identifying Differentially Expressed Language Features

Our analysis was aimed at identifying differentially expressed topics in reviews with a 1-star (low) rating versus a 5-star (high) rating considering the bimodal distribution of ratings and based on prior work [11,12]. All statistical analyses were performed in R (version 3.4.1; R Foundation for Statistical Computing). We took a data-driven approach to allow for a more transparent view of the words and phrases that differentiate posts with a high rating (5-star) from those with a low rating (1-star). We isolated the patterns in language topics to obtain correlations in both groups using ordinary least squares (OLS) regression. Treating each review as an observation, OLS regression was performed on standardized LDA derived variables for each review, with the reviews that received 5 stars labeled as 1 and those that received 1 star labeled as 0, and the LDA topic weights of the written review text as the independent variables. Since the variables were standardized, the OLS regression coefficients can be interpreted as Pearson correlations. Topics with a positive coefficient are therefore associated with 5-star reviews, and topics with large negative coefficients are associated with 1-star reviews. We used Bonferroni correction and \( P < .001 \) for indicating meaningful correlations and the effect size was measured using Pearson \( r \). Most highly correlated topics were labeled independently by two coauthors by examining the top 7 terms in each topic. Adjudication of discrepancies occurred via consensus with a third coauthor reviewer.

Ethical Considerations

The University of Pennsylvania Institutional Review Board deemed the study exempt.

Results

Hospital Reviews

We identified 41,095 reviews from 1569 hospitals listed in the American Hospital Association directory with at least one Yelp rating posted from May 2005 to March 2017. Among those hospitals, 919 (59%) had at least one Yelp rating for labor and delivery (median of 9), contributing a total of 6523 labor and delivery reviews about labor and delivery services. The distribution of ratings is shown in Table 2.

Differentially Expressed Language Features

Themes correlated with favorable ratings included the following: top-notch care (\( r = 0.45 \)), expressing gratitude toward staff (\( r = 0.41 \)), describing staff as comforting (\( r = 0.52 \)), staff having good bedside manner (\( r = 0.42 \)), professional and friendly staff (\( r = 0.43 \)), the delivery experience (\( r = 0.46 \)), modern and clean facilities (\( r = 0.44 \)), and hospital food (\( r = 0.38 \); Table 3).

Themes correlated with 1-star labor and delivery reviews included the experience of calling the hospital (\( r = 0.33 \)), interactions with reception (\( r = 0.31 \)), complaints to management (\( r = 0.30 \)), telling others to avoid the hospital (\( r = 0.32 \)), a lack of agency among patients (\( r = 0.47 \)), and issues with discharging from the hospital (\( r = 0.32 \); Table 4).
Table 3. Yelp differential language analysis topics associated with positive (5-star) labor and delivery reviews.

<table>
<thead>
<tr>
<th>Yelp domain (determined by Yelp) and Yelp topic (topic terms)</th>
<th>Correlation, Pearson $r$</th>
<th>Example quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive experience</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top-notch care (excellent, received, care, top, notch, wonderful, attentive, amazing)</td>
<td>0.448</td>
<td>Thank you to the ENTIRE [hospital name] Pediatric unit. They have taken EXCELLENT care of our baby. Your attention and dedication was top notch. We greatly appreciate it....</td>
</tr>
<tr>
<td>Compassionate caring staff</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grateful (amazing, team, wonderful, grateful, life, love, god, team, saved, bless, remember)</td>
<td>0.405</td>
<td>We are very blessed to have such an amazing team of nurses. The support and caring was priceless. We most likely will have baby 2 in here. If you looking for a happy medium between home-birth or hospital-birth, this place is the answer.</td>
</tr>
<tr>
<td>Comforting (made, comfortable, feel, helpful, questions, friendly, caring, pleasant, attentive)</td>
<td>0.521</td>
<td>Both of my daughters gave birth at [the hospital] and raved about the care they got. The nursing staff is compassionate and very skilled!</td>
</tr>
<tr>
<td>Bedside manner (great, bedside, dr, manner, awesome, kind, fantastic, sweet, tech, compassionate)</td>
<td>0.416</td>
<td>Delivered my first here. Clean, friendly, knowledgeable staff. Very attentive in Labor and Delivery and until we went home. Made the week long stay as comfortable as possible. Nurses had really good bedside manner. I would recommend this hospital to others.</td>
</tr>
<tr>
<td>Professional/friendly staff (friendly, staff, professional, helpful, efficient, service, recommend, highly, courteous)</td>
<td>0.426</td>
<td>Excellent labor/delivery and postpartum experience. Every nurse we encountered was kind and caring. Highly recommended.</td>
</tr>
<tr>
<td><strong>Clinical service</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delivery experience (delivery, labor, baby, amazing, birth, wonderful, maternity, nicu, ward, helpful)</td>
<td>0.462</td>
<td>Maternity ward was awesome when I delivered my baby in October everyone was exceptional.</td>
</tr>
<tr>
<td><strong>Facilities and amenities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modern and clean (facility, rooms, clean, friendly, helpful, nice, super, equipment, modern, beautiful)</td>
<td>0.444</td>
<td>This is hospital is one of the cleanest around! The maternity staff is excellent and so are the facilities!</td>
</tr>
<tr>
<td>Hospital food (food, pretty, order, stay, cafeteria, menu, private, dinner, free)</td>
<td>0.380</td>
<td>I delivered my daughter here and absolutely love everything about this hospital from the warm staff, comfortable rooms and amazing kitchen menu for patient meals.</td>
</tr>
</tbody>
</table>

aNICU: neonatal intensive care unit.
<table>
<thead>
<tr>
<th>Yelp domain (determined by Yelp) and Yelp topic (topic terms)</th>
<th>Correlation, Pearson r</th>
<th>Example quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative interactions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of agency (told, asked, didn’t, questions, wasn’t, couldn’t, rude, talk, telling, upset)</td>
<td>0.465</td>
<td>This review is for the prenatal clinic. I called this morning because I had been advised to do so by my Dr. The lady who answered the phone was extremely rude and unprofessional. Her exact words “and your calling us for????” With the rudest tone I have ever heard from a healthcare professional. I was beyond shocked and will never go to their clinic.</td>
</tr>
<tr>
<td>Being discharged (information, discharge, medications, papers, husband, refused, stated, physician, attending, signed)</td>
<td>0.321</td>
<td>Beware!!! Don’t entrust this incompetent facility with your life!! Intake form - misspelling of name and incorrect recording of birth date so records could not be found until 4 phone calls later…</td>
</tr>
<tr>
<td>Communication with hospital</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calls (phone, call, number, person, message, answer, hold, office, transferred)</td>
<td>0.326</td>
<td>Horrible customer service. Called the operator to inquire about setting up a prenatal appointment to find an OBGYN and she told me to google them to find one I like! Ha what a joke.</td>
</tr>
<tr>
<td>Reception (desk, front, asked, check, walked, minutes, arrived, paperwork)</td>
<td>0.305</td>
<td>Maternity receptionist is still rude as hell. Wife sent over by office for emergency monitoring…. She told us to wait while she finished putting stickers on a folder.</td>
</tr>
<tr>
<td>Complaints to management (complaint, manager, response, letter, lack, contact, advocate, concerns, case, report)</td>
<td>0.296</td>
<td>I had a baby at [hospital name] in 2008. Horrible, scary, TRAUMATIC experience. Incompetence, unprofessionalism, and bad medicine…In spite of numerous conversations with various individuals at the hospital, and a lengthy grievance filed against the hospital with my insurance, no one at the hospital ever said “I'm sorry.”</td>
</tr>
<tr>
<td>Wait times</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long wait (hours, waited, hour, finally, worst, sitting, triage, ridiculous)</td>
<td>0.409</td>
<td>Anyone giving this place 5 stars works here. Longest wait ever over 2 hours with a ectopic pregnancy. This place is horrible</td>
</tr>
<tr>
<td>Pain meds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medication (pain, meds, gave, prescription, morphine, prescribed, migraine, severe)</td>
<td>0.325</td>
<td>If you want to be constantly asked if you’re a drug addict while you cry in pain this is your place. Even at 43 under a Sutter West doctors care, had a baby there 3 months earlier have 9 years of [hospital name] medical records, and that still didn’t help the staff treat not me like an addict until my x-Rays came back then it’s like I’m so sorry here’s some pills have a nice day call your doctor. :(</td>
</tr>
<tr>
<td>Would not recommend</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unprofessional staff (worst, rude, terrible, awful, avoid, incompetent, horrible, place, unprofessional)</td>
<td>0.315</td>
<td>This Hospital is one of the worst hospitals in the [county name] county. Their staff is very rude. They almost killed my mother during child birth due to uneducated staff and negligence. DO NOT GO HERE! Not safe.</td>
</tr>
<tr>
<td>Specialized medical care</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tests (test, results, sample, urine, lab, ordered, UTI(^a), negative)</td>
<td>0.342</td>
<td>I came in for my 8 week old baby he had a temp. Of 101F I came in at 11pm and now it’s 4:15 am and we are still waiting on some results I know it does not take that long for something to come back about my baby knowing the baby haves a high temp.</td>
</tr>
<tr>
<td>IV(^b) (arm, hand, needle, IV, put, started, painful, stop, screaming, catheter, veins)</td>
<td>0.339</td>
<td>Never ever would I bring my baby to this hospital walked in my room and found a needle on the floor</td>
</tr>
<tr>
<td>Kidney stones (kidney, pain, abdominal, severe, stomach, stone, meds, excruciating)</td>
<td>0.315</td>
<td>I went in for serious stomach pains while I was pregnant, the doctor said I had gall stones that needed to be removed via surgery, scheduled surgery for after my baby was born just to find out later that there was no gall stones, never did find out what sent me to the emergency room in debilitating pain while I was pregnant!</td>
</tr>
</tbody>
</table>

\(^a\)UTI: urinary tract infection.

\(^b\)IV: intravenous.
Discussion

Principal Findings
This study found identifiable themes associated with high and low ratings, offering insights into what patients seeking labor and delivery services care about most. Online reviews about hospitals include comments about the experience of labor and delivery care. Although online reviews are not validated and may attract or amplify the most negative comments [13,16], they reflect raw reports from patients unconstrained by pre-established topics.

Positive reviews on the labor and delivery experience overwhelmingly cited compassionate and attentive hospital staff. Nurses were frequently cited as the most important component of the experience. For 5-star reviewers who criticized their experience in any way, caring and helpful nurses and staff almost always made up for the negative aspects of their stay. In addition, 5-star reviews in our study largely referenced positive feelings about hospital staff and the importance of hospital amenities (often citing spa showers, advanced technology, and appealing decor). Prior work reported that, in the patient-provider relationship in an obstetrics and gynecology setting, patients reported greater satisfaction with their health care experience when they had a positive relationship with their care team, which parallels our finding that patients are more satisfied when providers are caring and attentive [17].

Compassion of staff is not a topic measured in HCAHPS surveys. Additionally, HCAHPS and Press Ganey do not include free-text questions; rather, questions are multiple choice.

Negative reviews of labor and delivery included topics typically inverse to the topics discussed in positive reviews. Raters cited negative interactions and lack of communication with hospital staff, long wait times, and low-quality obstetrics care in 1-star labor and delivery reviews. In a prior review of patient satisfaction in obstetrics care, researchers interviewed patients and compiled a total of 51 items related to patient satisfaction [18]. The list included multiple characteristics related to provider communication style, including compassion/sensitivity, communication, accessibility, support, and positive affirmation of birthing process. Access to and communication with hospital staff contribute to a more positive patient experience in the context of labor and delivery care. Understanding the common themes of positive and negative experiences may help clinical and operational staff create initiatives and protocols that lead to better patient encounters.

Limitations
This study has several limitations. The American Hospital Association data set represents broader obstetrical programs (eg, the Hospital of the University of Pennsylvania) but may miss subsidiary programs (eg, Penn Ob/Gyn & Midwifery Care). The bimodal distribution of reviews may amplify the voices of those with strongly positive and strongly negative experiences, muting the more nuanced and mixed experiences. Clinical terms and procedures may be talked about in slang and ways that are harder to identify using automated techniques. However, using machine learning techniques allows for the analysis of hundreds of thousands of reviews as opposed to what is possible with human coders. In addition, Yelp reviews are not validated and may vary in quality and quantity. To counter this, we eliminated reviews “not recommended” by Yelp (a measure indicating a review is likely to be fake). “Not recommended” reviews are determined automatically by Yelp’s proprietary algorithm that considers a number of factors to try and remove fake reviews (eg, one person posting many reviews from the same computer).

In the future, including other online review platforms may provide richer insights. The practical application of this data is largely valuable as a supplemental insight into the patient’s psychological experience of their labor and delivery care. Understanding the themes that correlate to high and low reviews may provide a place to start when developing standardized surveys for measuring care.

Conclusions
Transparency of hospital performance data is vital to enhancing patient trust and improving health care delivery. Online rating websites may help foster trust and goodwill between hospitals and their consumers, allow consumers to make more informed decisions, and encourage quality improvements [16,19]. Increasing the validity and scientific rigor of these narrative feedback platforms may increase the value of these patient narratives for further improving obstetrics care in the United States [20,21].
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Abstract

Background: Behavioral factors, such as lifestyle, have been shown to explain approximately 24% of the excess risk of chronic kidney disease (CKD) among African Americans. However, there are limited intervention studies culturally tailored to African Americans with type 2 diabetes mellitus and CKD.

Objective: The main objective of this study was to examine the feasibility and preliminary efficacy of a culturally tailored lifestyle intervention among African Americans with type 2 diabetes mellitus and CKD.

Methods: A pre-post design was used to test the feasibility of a lifestyle intervention in 30 African American adults recruited from the Medical University of South Carolina between January 2017 and February 2017. A research nurse delivered the manualized study intervention weekly for 6 weeks. Clinical outcomes (hemoglobin A1c, blood pressure, and estimated glomerular filtration rate [eGFR]) were measured at baseline and postintervention. Disease knowledge, self-care, and behavior outcomes were also measured using validated structured questionnaires at baseline and postintervention. Descriptive statistics and effect sizes were calculated to determine clinically important changes from baseline.

Results: Significant pre-post mean differences and decreases were observed for hemoglobin A1c (mean 0.75%, 95% CI 0.16-1.34; P=0.01), total cholesterol (mean 16.38 mg/dL, 95% CI 5.82-26.94; P=0.04), low-density lipoprotein (mean 13.73 mg/dL, 95% CI 3.91-23.54; P=0.08), and eGFR (mean 6.73 mL/min/1.73m2, 95% CI 0.97-12.48; P=0.02). Significant pre-post mean differences and increases were observed for CKD self-efficacy (mean –11.15, 95% CI –21.55 to –0.75; P=0.03), CKD knowledge (mean –2.62, 95% CI –3.98 to –1.25; P<0.01), exercise behavior (mean –1.21, 95% CI –1.96 to –0.46; P=0.03), and blood sugar testing (mean –2.15, 95% CI –3.47 to –0.83; P=0.003).

Conclusions: This study provides preliminary data for a large-scale appropriately powered randomized controlled trial to examine a culturally tailored lifestyle intervention in African Americans with type 2 diabetes mellitus and CKD in order to improve clinical, knowledge, self-care, and behavior outcomes in this population.

(JMIR Form Res 2022;6(3):e34029) doi:10.2196/34029
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Introduction

Chronic kidney disease (CKD), categorized as stage 1 to 5 based on the estimated glomerular filtration rate (eGFR), is a major complication of diabetes and is commonly referred to as diabetic kidney disease (DKD) [1]. DKD is marked by persistent presence of albuminuria (albumin excretion rate \( \geq 30 \) mg/24 hours; urine albumin to creatinine ratio [UACR] \( \geq 30 \text{ mg/g} \)) or a decreased eGFR (\(<60 \text{ mL/min/1.73m}^2\)). Approximately \(31\%\) of individuals with diabetes have DKD [2]. DKD is associated with significant morbidity, cost, a 4- to 5-fold risk of end-stage renal disease, and an increased risk of death [3-6]. African Americans are disproportionately affected by diabetes and DKD compared with non-Hispanic Whites [7]. Further, African Americans are 3 to 4 times more likely to have end-stage renal disease compared with non-Hispanic Whites [4]. The reason for the accelerated progression of kidney disease among African Americans is not completely understood. However, behavioral factors, such as lifestyle, have been shown to explain approximately \(24\%\) of the excess risk of CKD among African Americans [8].

Lifestyle modification comprising one or more aspects, including physical activity, diet change, smoking cessation, exercise, skills training, counseling, and stress management, is an essential component of diabetes and CKD management [9-11]. Evidence of the impact of lifestyle interventions on DKD outcomes is limited and conflicting [12,13]. The largest prospective study until date, the Look AHEAD (Action for Health in Diabetes) study, randomly assigned overweight or obese patients with type 2 diabetes to an intensive lifestyle intervention to achieve weight loss compared with a diabetes support and education condition [14,15]. While the intervention was not effective in reducing cardiovascular events (primary outcome), a post-hoc analysis of this study showed that the intensive lifestyle intervention reduced the incidence of very high-risk CKD [15].

The majority of lifestyle intervention studies in patients with DKD are limited by their study design, limited generalizability, small sample size, low proportion of African Americans, or lack of appropriate predefined renal endpoints [12,13,15,16]. In addition, there is a lack of interventions culturally tailored to African Americans, even though evidence suggests that African Americans have a limited understanding of CKD and CKD risk factors [17,18], and lag behind in hemoglobin \( \text{A1c} \) (HbA\(_{1c}\)) control, blood pressure control, and use of statins and glucose-lowering medications [19]. Hence, the main objective of this pilot study was to examine the feasibility and preliminary efficacy of a culturally tailored DKD-focused lifestyle intervention on (1) clinical outcomes, (2) disease knowledge, and (3) self-care and behavior outcomes among African Americans with type 2 diabetes and CKD. The study hypothesized that individuals who receive the study intervention will have improved clinical outcomes, disease knowledge, and self-care and behavior outcomes after the intervention.

Methods

Ethics Board Review

This study was approved by the Institutional Review Board of the Medical University of South Carolina (Pro#00051414; Institutional Review Board approval date: November 9, 2016).

Study Design

A pre-post design was used to test the feasibility of a lifestyle intervention with baseline (preintervention) and 2-month (postintervention) assessments. The study participants were non-Hispanic Blacks with type 2 diabetes and CKD, with an eGFR >59 mL/min/1.73m\(^2\) and a spot UACR of 30-300 mg/g.

Participants and Setting

Participants were recruited from clinics affiliated with the Medical University of South Carolina between January 2017 and February 2017. Non-Hispanic Black participants were identified and recruited using clinic billing records for ICD-10 (International Classification of Diseases, 10th revision) codes consistent with the diagnosis of type 2 diabetes and cystatin C eGFR >59 mL/min/1.73m\(^2\); and through referral from physicians and clinic staff. Institutional Review Board–approved study flyers were posted in the clinics, and letters of invitation signed by the clinic director were mailed to patients.

Screening for Eligibility and Enrollment

Individuals who were aged 21 years or older, self-identified as African American, had a clinical diagnosis of type 2 diabetes and early CKD (stage 1 and 2), were able to communicate in English, and had a telephone (landline or cell phone) were eligible to participate in the study. Individuals who had cognitive impairment, alcohol or drug abuse, acute decompensation of chronic disease conditions, CKD of stage 3 or higher, malignancy, life-expectancy of less than 6 months, and other known disease conditions causing proteinuria were excluded from the study. Transplant recipients, individuals participating in another diabetes or CKD trial, and those who did not have telephone access were not eligible for the study.

A total of 30 participants who met the inclusion criteria were enrolled by a research assistant. Eligible participants received up to US $150 in compensation for completing all the study assessments (screening, baseline, and 2-month study assessment).

Description of the Intervention

The study intervention was adapted from a culturally tailored study, Technology-Intensified Diabetes Education and Skills Training Intervention (TIDES) [20], and was tailored to focus on DKD. The study intervention was based on the Information-Motivation-Behavioral Skills model and provides information, motivation, and behavioral skills training (using motivational enhancement techniques) [21]. Patients were assigned the FORA 2-in-1 Telehealth System at the beginning of the study and provided glucose test strips to allow testing at least once a day.

All intervention sessions were telephone-delivered weekly by a research nurse for 6 weeks. Intervention sessions lasted 30
minutes, and the research nurse was trained in behavioral skills counseling and the study intervention content. The study educational materials were developed based on the National Kidney Disease Education Program [22] and written in lay language for African Americans with DKD. The description of weekly content is provided in Multimedia Appendix 1. All education sessions were audiotaped and 20% were randomly selected and reviewed by the principal investigator to ensure the research nurse delivered the intervention appropriately. All study participants received behavioral skills training focused on 3 lifestyle behaviors (physical activity, diet, and medication adherence). Target lifestyle behavior goals were set in collaboration with the patients and were guided by current problem areas and preferences.

**Study Measures and Data Collection Schedule**

Participant information was collected using validated questionnaires administered at 2 time points: at baseline and 2 months postintervention (see Multimedia Appendix 2). Study data were obtained by a trained research assistant.

**Feasibility Measures**

Feasibility measures were recruitment, session attendance rate, and dropout proportion.

**Outcome Measures**

BMI was calculated using weight in kg and height in m². Blood pressure readings were obtained using automated blood pressure monitors at baseline and 2 months. The device was programmed to take 3 readings at 2-minute intervals, and the readings were averaged. UACR was measured at baseline and 2-month visits using spot urine. Blood samples were assayed for HbA₁c, cholesterol, and eGFR at baseline and 2 months by a trained nurse. The Patient Health Questionnaire-9 (PHQ-9), a brief questionnaire that scores each of the 9 DSM-IV (Diagnostic and Statistical Manual of Mental Disorders, fourth edition) criteria, was used to assess for depression [23]. See Multimedia Appendix 2 for details on outcome and process measures.

**Process and Behavioral Measures**

**CKD Self-efficacy Scale**

This involved a 25-item instrument that measures disease-related self-efficacy in the following 4 core areas: (1) autonomy, (2) self-regulation, (3) problem solving, and (4) seeking social support [24]. The Cronbach alpha coefficient for the total scale was .94, and the value for each of the 4 subscales ranged from .84 to .90 [24].

**CKD Knowledge Questionnaire**

This involved a 28-item Kidney Knowledge survey, which has good internal consistency and high reliability (coefficient of 0.72) [25].

**Diabetes Knowledge Questionnaire**

This involved the 24-item Diabetes Knowledge Questionnaire, which has a reliability coefficient of 0.78 [26].

**Health Literacy**

This was measured using the 3-item Chew health literacy scale, which assesses the capacity to obtain, process, and understand basic health-related decisions [27]. The 3 questions have been shown to be effective in detecting inadequate health literacy (areas under the receiver operating characteristic curve of 0.87, 0.80, and 0.76, respectively) [27].

**Behavioral Skills**

This was assessed with the Summary of Diabetes Self-Care Activities (SDSCA) scale [28]. It is a brief, validated, self-report questionnaire of diabetes self-management that includes items assessing diet, exercise, medication adherence, and self-blood glucose testing. The average interitem correlations within scales were high, test-retest correlations were moderate, and correlations with other measures of diet and exercise generally supported the validity of the subscales.

**Statistical Analyses**

Important measures of feasibility analysis included recruitment, session attendance rate, and dropout proportion. We used 95% CIs for proportions to estimate (1) the proportion of participants who agreed to participate among those who were initially approached, (2) the proportion who were compliant with the treatment intervention, and (3) the proportion who dropped out. In addition, frequency distributions describing the participants’ reasons for noncompliance and discontinuation of study participation will be provided.

For quantitative analysis, univariate descriptive statistics and frequency distributions were calculated for the total sample. Pre-post mean differences were tested using paired t tests. Effect size, a measure of treatment effect, was used to interpret the effects of the intervention. An effect size of 0.2 was considered small, 0.5 was considered moderate, and 0.8 was considered large. In addition to effect sizes, which demonstrated clinical relevance, a statistically significant difference was noted for the primary measurement. All statistical analyses were performed using Stata software (StataCorp).

**Results**

**Study Profile**

Between January 9, 2017, and April 28, 2017, 77 patients were screened, and 30 eligible patients were enrolled into the study (Figure 1). All 30 (100%) patients completed the baseline assessment, and 26 (87%) completed assessments at 2 months. Four (13%) participants were lost to follow-up; hence, the analytical sample included 26 participants.
Baseline Demographic Profile

Table 1 shows the baseline characteristics of the study participants. The mean age of the study participants was 57 years, and the mean duration of diabetes was 14 years. The majority were female (21/30, 70%), unmarried (17/30, 57%), unemployed (20/30, 67%), and insured (30/30, 100%). Over half of the participants reported having a “good” health status (16/30, 53%) and not using any special equipment (16/30, 53%).
Table 1. Baseline sample demographic characteristics of African Americans with type 2 diabetes and chronic kidney disease enrolled in the pre-post study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value (N=30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>56.7 (13.5)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>21 (70)</td>
</tr>
<tr>
<td>Married</td>
<td>13 (43)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>10 (33)</td>
</tr>
<tr>
<td>Income, n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;US $25,000</td>
<td>18 (60)</td>
</tr>
<tr>
<td>Smoking status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>9 (30)</td>
</tr>
<tr>
<td>Insurance status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Insured</td>
<td>30 (100)</td>
</tr>
<tr>
<td>Health status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Fair/poor</td>
<td>14 (47)</td>
</tr>
<tr>
<td>Use of special equipment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>14 (47)</td>
</tr>
<tr>
<td>Physical activity days per week, n (%)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>16 (53)</td>
</tr>
<tr>
<td>1+</td>
<td>14 (47)</td>
</tr>
<tr>
<td>Years of education, mean (SD)</td>
<td>12.6 (1.7)</td>
</tr>
<tr>
<td>Work hours per week, mean (SD)</td>
<td>14.3 (24.0)</td>
</tr>
<tr>
<td>Duration of diabetes (years), mean (SD)</td>
<td>14.2 (9.1)</td>
</tr>
</tbody>
</table>

Feasibility Findings

Overall, 33 out of 77 (43%) participants contacted were eligible for the study, and 30 participants were successfully recruited for this study. Among the 30 participants, 21 (70%) completed all 6 sessions, 26 (87%) completed assessments at 2 months, and 1 (3%) dropped out of the study. The reasons for incomplete sessions were death in the family, illness, or hospitalization. One participant dropped out after enrollment because of hospitalization for pneumonia.

Preintervention and Postintervention Differences in Clinical Outcomes

Table 2 presents preintervention (baseline) and postintervention (2 months) differences in clinical outcomes. Significant preintervention and postintervention mean differences and decreases were observed for HbA1c (mean 0.75; \( P=0.01 \)), total cholesterol (mean 16.38; \( P=0.004 \)), low-density lipoprotein (LDL) (mean 13.73; \( P=0.008 \)), and eGFR (mean 6.73; \( P=0.02 \)). We observed nonstatistically significant increases in BMI (mean −0.48; \( P=0.05 \)), systolic blood pressure (mean −1.77; \( P=0.61 \)), diastolic blood pressure (mean −3.42; \( P=0.21 \)), and the UACR (mean −18.63; \( P=0.79 \)). There were also nonstatistically significant decreases in the PHQ-9 score for depression (mean 1.30; \( P=0.17 \)), high-density lipoprotein (mean 1.70; \( P=0.23 \)), and triglycerides (mean 4.03; \( P=0.62 \)).
Table 2. Preintervention and postintervention mean differences in the clinical outcomes of African Americans with type 2 diabetes and chronic kidney disease enrolled in the pre-post study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline, mean (SD)</th>
<th>2 months, mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMI (kg/m²)</td>
<td>35.9 (8.1)</td>
<td>36.4 (8.4)</td>
<td>−0.48 (−0.96 to 0.01)</td>
<td>.05</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>131.2 (17.9)</td>
<td>133.0 (15.2)</td>
<td>−1.77 (−8.84 to 5.30)</td>
<td>.61</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>77.0 (10.2)</td>
<td>80.5 (9.5)</td>
<td>−3.42 (−7.80 to 0.96)</td>
<td>.12</td>
</tr>
<tr>
<td>Hemoglobin A₁c (%)</td>
<td>9.1 (2.5)</td>
<td>8.3 (1.9)</td>
<td>0.75 (0.16 to 1.34)</td>
<td>.01</td>
</tr>
<tr>
<td>Total cholesterol (mg/dL)</td>
<td>199.5 (44.9)</td>
<td>183.1 (34.6)</td>
<td>16.38 (5.82 to 26.94)</td>
<td>.004</td>
</tr>
<tr>
<td>Low-density lipoprotein (mg/dL)</td>
<td>122.2 (41.4)</td>
<td>108.4 (31.1)</td>
<td>13.73 (3.91 to 23.54)</td>
<td>.008</td>
</tr>
<tr>
<td>High-density lipoprotein (mg/dL)</td>
<td>50.4 (11.0)</td>
<td>48.7 (12.8)</td>
<td>1.70 (−1.14 to 4.52)</td>
<td>.23</td>
</tr>
<tr>
<td>Triglycerides (mg/dL)</td>
<td>134.3 (58.3)</td>
<td>130 (61.6)</td>
<td>4.03 (−12.80 to 20.88)</td>
<td>.62</td>
</tr>
<tr>
<td>Microalbumin-creatinine ratio</td>
<td>264.8 (375.5)</td>
<td>283.5 (557.6)</td>
<td>−18.63 (−186.83 to 131.58)</td>
<td>.79</td>
</tr>
<tr>
<td>Glomerular filtration rate (mL/min/1.73m²)</td>
<td>93.4 (21.9)</td>
<td>86.7 (21.7)</td>
<td>6.73 (0.97 to 12.48)</td>
<td>.02</td>
</tr>
<tr>
<td>Patient Health Questionnaire-9 (PHQ-9) score</td>
<td>5.2 (4.9)</td>
<td>3.9 (4.5)</td>
<td>1.30 (−0.62 to 3.23)</td>
<td>.17</td>
</tr>
</tbody>
</table>

aBaseline is preintervention and 2 months is postintervention.

Preintervention and Postintervention Differences in Knowledge, Self-care, and Behavior Outcomes

Table 3 displays participant responses to questions related to knowledge, skills, self-care, and behavior outcomes. Significant preintervention and postintervention mean differences and increases were observed for CKD self-efficacy (mean −11.15; P=.03), CKD knowledge (mean −2.62; P<.001), exercise behavior (mean −1.21; P=.003), and blood sugar testing (mean −2.15; P=.003). We observed nonstatistically significant increases in diet (mean −0.42; P=.49), special diet (mean −0.43; P=.23), and foot care (mean −0.21; P=.60). A nonstatistically significant decrease in diabetes knowledge (mean 0.77; P=.25) was also observed, while no significant change in health literacy (mean 0.04; P=.66) was seen.

Table 3. Pre-post mean differences in knowledge, self-care, and behavior outcomes of African Americans with type 2 diabetes and chronic kidney disease enrolled in the pre-post study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline, mean (SD)</th>
<th>2 months, mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKDb self-efficacy</td>
<td>208.9 (36.0)</td>
<td>220.0 (27.4)</td>
<td>−11.15 (−21.55 to −0.75)</td>
<td>.03</td>
</tr>
<tr>
<td>DMc knowledge</td>
<td>16.2 (3.8)</td>
<td>15.4 (3.7)</td>
<td>0.77 (−0.59 to 2.14)</td>
<td>.25</td>
</tr>
<tr>
<td>CKD knowledge</td>
<td>18.4 (3.8)</td>
<td>21.0 (2.1)</td>
<td>−2.62 (−3.98 to −1.25)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health literacy</td>
<td>0.3 (0.5)</td>
<td>0.3 (0.5)</td>
<td>0.04 (−0.14 to −0.21)</td>
<td>.66</td>
</tr>
<tr>
<td>Self-care and behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>3.9 (2.1)</td>
<td>4.4 (2.1)</td>
<td>−0.42 (−1.68 to 0.83)</td>
<td>.49</td>
</tr>
<tr>
<td>Special diet</td>
<td>4.0 (1.4)</td>
<td>4.4 (1.2)</td>
<td>−0.43 (−1.16 to 0.30)</td>
<td>.23</td>
</tr>
<tr>
<td>Exercise behavior</td>
<td>1.8 (1.7)</td>
<td>3.0 (1.6)</td>
<td>−1.21 (−1.96 to −0.46)</td>
<td>.003</td>
</tr>
<tr>
<td>Blood sugar test</td>
<td>3.7 (2.6)</td>
<td>5.9 (1.8)</td>
<td>−2.15 (−3.47 to −0.84)</td>
<td>.003</td>
</tr>
<tr>
<td>Foot care</td>
<td>4.9 (2.2)</td>
<td>5.1 (2.1)</td>
<td>−0.21 (−1.05 to 0.63)</td>
<td>.60</td>
</tr>
</tbody>
</table>

aBaseline is preintervention and 2 months is postintervention.
bCKD: chronic kidney disease.
cDM: type 2 diabetes.

Discussion

Principal Findings

This study examined the feasibility and preliminary efficacy of a culturally tailored DKD-focused lifestyle intervention in African Americans with type 2 diabetes and CKD. With 100% recruitment, a 70% session attendance rate, and a 3% drop-out rate, the study findings suggest that the design, recruitment, and delivery of a culturally tailored lifestyle intervention for high-risk African Americans with type 2 diabetes and CKD are feasible. This study was also designed to examine preliminary changes in clinical outcomes, disease knowledge, self-care, and behavior.
behavior outcomes. We observed statistically significant changes in the clinical outcomes of HbA1c, total cholesterol, LDL, and eGFR following the study intervention. In addition, there were statistically significant increases in CKD self-efficacy, CKD knowledge, exercise, and blood sugar testing.

**Comparison With Prior Work**

Behavior lifestyle intervention trials have conflicting results on the impact of lifestyle interventions on clinical outcomes [12]. Consistent with our study findings, a systematic review by Van Huffel et al evaluating the impact of exercise and diet on health outcomes in individuals with diabetes and CKD concluded that exercise and diet interventions have beneficial effects on glycemic control, BMI, and quality of life [13]. Similarly, large trials, such as the “Reduction of Endpoints in NIDDM with the Angiotensin II Antagonist Losartan (RENAAL),” “Action to Control Cardiovascular Risk in Diabetes (ACCORD),” “Antihypertensive and Lipid-Lowering Treatment to Prevent Heart Attack Trial (ALLHAT),” and “Action in Diabetes and Vascular Disease: Preterax and Diamicron Modified Release Controlled Evaluation (ADVANCE),” demonstrated that aggressive risk factor control in African Americans using antihypertensive, antihyperglycemic, or lipid-lowering medications is beneficial [29-33]. However, these studies focused on risk factor control using medications and did not emphasize lifestyle modification, which is a core component of diabetes and CKD management [3,9,10].

Contrary to our study findings, a systematic review and meta-analysis of self-management support interventions for people with diabetes and CKD showed that these interventions may improve self-care activities, HbA1c, and systolic blood pressure [34]. While we observed a significant increase in CKD self-efficacy, disease knowledge, exercise behavior, and blood sugar testing, our study did not show a significant difference in blood pressure; however, it was not powered to confirm or refute a hypothesis, which could explain the lack of statistical significance in most clinical outcomes. The impacts of lifestyle interventions on kidney function are also inconsistent, with some studies demonstrating no effect, or a negative or positive effect [12,13].

We observed a significant negative effect (decrease) in the eGFR postintervention in our study population. Glomerular hyperfiltration often mediated by hyperglycemia results in a high eGFR in type 2 diabetes and is a hallmark finding in DKD [35]. Nonpharmacological interventions, such as decreases in body weight, and salt and protein intake, have been shown to ameliorate diabetic hyperfiltration [35]. It is unclear why we observed these findings given the lack of a significant difference in BMI or dietary habits. Future large-scale and more rigorous behavior lifestyle randomized controlled trials in this population should explore measuring changes in salt and protein intake, and examine the impact on outcomes.

Recent evidence demonstrates that glucose-lowering medications, such as glucagon-like peptide 1 receptor agonists and sodium-glucose cotransporter-2 inhibitors, are of particular benefit in the prevention and treatment of CKD in patients with type 2 diabetes [36]. However, despite the strengths of these large clinical trials [37-44] and limited data on the efficacy of lifestyle interventions in African Americans [12,15,34], African Americans remain poorly represented. It is established that African Americans with CKD are poorly represented in clinical trials [45], and low inclusion of African Americans in clinical trials limits the generalizability of study findings. This potentially propagates existing disparities in a high-risk high-cost population. Low participation of African Americans in clinical trials is often attributed to poverty, lack of accessibility, lack of information on clinical trials, and chronic disease–related stigma [45,46].

**Strengths, Limitations, and Future Direction**

The findings of this study are promising and have important clinical implications. Significant changes observed in clinical outcomes, such as a decrease in HbA1c, and improved CKD knowledge, self-care, and behavior, can prevent or delay the progression of CKD to renal failure, and improve quality of life and survival in this study population. This could potentially reduce the economic burden associated with renal failure and the life-threatening complications of renal failure. Despite these promising findings, some limitations are worth noting. First, the relatively small sample size, limited intervention duration, and lack of a control group might have affected the findings. However, the goal of this feasibility pilot study was to generate information needed for planning and designing a future large-scale study. Second, eGFR was estimated using creatinine and cystatin C equations with race. Recent evidence suggests that the inclusion of race in eGFR estimation overestimates measured eGFR, which potentially exacerbates health disparities and contributes to systemic racism. While it is unlikely that the eGFR equation used for this study influenced the study findings, future studies will use new creatinine and cystatin C equations without race to ensure accuracy. Third, although majority of the study participants completed all intervention sessions, some weekly intervention sessions were delayed. The main reasons for delayed intervention sessions were travel abroad, hospitalization, and death in the family. Future studies will incorporate a run-in period to establish expectations and processes for timely completion of intervention sessions in the event of hospitalization or unanticipated events. In addition, we will account for loss of information due to dropout when calculating sample size. Fourth, the study findings may not be generalizable to other populations since the study was primarily designed for African American/non-Hispanic Black populations.

**Conclusion**

This study clarifies the feasibility and preliminary efficacy of a culturally tailored DKD-focused lifestyle intervention in African Americans with type 2 diabetes and CKD in terms of clinical, knowledge, self-care, and behavior outcomes. Statistically significant changes in the clinical outcomes of
HbA1c, total cholesterol, LDL, and eGFR were observed following the study intervention. In addition, there were statistically significant increases in CKD self-efficacy, CKD knowledge, exercise, and blood sugar testing. Based on the results of this study, a trial to determine the efficacy of this intervention would be feasible in African Americans with type 2 diabetes and CKD. The findings from this study will also serve as preliminary data to inform the design of a large-scale appropriately powered randomized controlled trial to examine the efficacy of a culturally tailored lifestyle intervention in African Americans with comorbid diabetes and CKD in terms of clinical, knowledge, self-care, and behavior outcomes.
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Abstract

Background: The qualification and order of authorship in scientific manuscripts are the main disputes in collaborative research work.

Objective: The aim of this project was to develop an open-access web-based platform for objective decision-making of authorship qualification and order in medical and science journals.

Methods: The design science process methodology was used to develop suitable software for authorship qualification and order. The first part of the software was designed to differentiate between qualification for authorship versus acknowledgment, using items of the recommendations of the International Committee of Medical Journal Editors. The second part addressed the order of authorship, using the analytical hierarchy process for objective multiple criteria decision-making and ranking. The platform was evaluated qualitatively (n=30) and quantitatively (n=18) using a dedicated questionnaire, by an international panel of medical and biomedical professionals and research collaborators worldwide.

Results: Authorships.org represents an open-access software compatible with all major platforms and web browsers. Software usability and output were evaluated and presented for 3 existing clinical and biomedical research studies. All 18 international evaluators felt that the Authorships.org platform was easy to use or remained neutral. Moreover, 59% (n=10) were satisfied with the software output results while the rest were unsure, 59% (n=10) would definitely use it for future projects while 41% (n=7) would consider it, 94% (n=16) felt it may prove useful to eliminate disputes regarding authorship, 82% (n=14) felt that it should become mandatory for manuscript submission to journals, and 53% (n=9) raised concerns regarding the potential unethical use of the software as a tool.

Conclusions: Authorships.org allows transparent evaluation of authorship qualification and order in academic medical and science journals. Objectified proof of authorship contributions may become mandatory during manuscript submission in high-quality academic journals.

(JMIR Form Res 2022;6(3):e34258) doi:10.2196/34258
Introduction

Next to the presentation of scientific results, authorship in academic journal articles is a means for scholars to communicate the intellectual contributions of their work, take public responsibility for it, build reputation among peers, and convey their professional benefits [1]. However, scholars frequently encounter disputes concerning authorship, with the qualification and order of authorship remaining the main controversial issues in most collaborative work worldwide [2]. In other words, most dissents involve “Who are the authors, who should be acknowledged, and what should the order of the authors be in a given manuscript?” Numerous types of authorship abuses are considered scientific misconduct, with coercion (i.e., intimidation tactics to gain authorship), guest, mutual support, ghost, and denial of authorship being the most frequent ones [3].

To address these issues, the International Committee of Medical Journal Editors (ICMJE) [4] established authorship guidelines including items related to study conception, execution, and documentation, which are adopted by many prominent institutions and journals worldwide [5]. While providing specific definitions regarding the roles of individual authors, the ICMJE guidelines do not allow a quantitative objectifiable assessment of individual author contributions within a body of authors, and disputes regarding authorship and the order of appearance frequently remain [6,7].

With the interest of promoting the highest ethics in medical and science publications, the aim of this project was to develop a user-friendly, open access, web-based software platform for the objective assessment of authorship qualification and order, in an attempt to reduce and hopefully eliminate authorship disputes.

Methods

Study Design

The design science research methodology was used to develop a suitable software for achieving our objective, as previously described [8]. Briefly, this is an established set of analytical techniques for performing research in information systems, involving the design of innovative products. The design science research methodology typically involves the problem identification, solution design, and evaluation phases [9].

Settings, Developers, and Collaborators

The software was designed by DAR located in Switzerland and developed together with AR located in Athens, Greece, starting on May 7, 2016. A group of collaborators worldwide contributed in the design, development, and evaluation of the software, and were selected based on personal contacts and through personal interest, with a full list of names available in the Acknowledgments and on Authorships.org. A subset of 18 of these collaborators were selected for formal software evaluation as described below, with eligibility for selection being a scientific background in medicine or other biomedical areas, regardless of the grade. The characteristics of the collaborators who formally evaluated the software can be found in Table 1. The overall software design and development duration was from May 2016 to December 2019. The software evaluation took place between March and October 2016, with the headquarters of software evaluation located in Zurich, Switzerland.
Table 1. Characteristics of the collaborators formally evaluating the software.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Job title</th>
<th>Academic degree</th>
<th>Speciality</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Attending</td>
<td>MSc, MD, PhD</td>
<td>Surgery</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Male</td>
<td>Research scientist</td>
<td>MD, PhD</td>
<td>Internal medicine</td>
<td>United States</td>
</tr>
<tr>
<td>Male</td>
<td>Assistant professor</td>
<td>BSc, PhD</td>
<td>Information technology</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Male</td>
<td>Resident</td>
<td>MD</td>
<td>Surgery</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Female</td>
<td>Resident</td>
<td>MD</td>
<td>Surgery</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>Male</td>
<td>Resident</td>
<td>MD</td>
<td>Surgery</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Male</td>
<td>Research scientist</td>
<td>BSc</td>
<td>Information technology</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Male</td>
<td>Attending</td>
<td>MD</td>
<td>Surgery</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Female</td>
<td>Resident</td>
<td>MD</td>
<td>Internal medicine</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Male</td>
<td>Attending</td>
<td>MD</td>
<td>Internal medicine</td>
<td>Germany</td>
</tr>
<tr>
<td>Male</td>
<td>Attending</td>
<td>MD</td>
<td>Surgery</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Male</td>
<td>Research scientist</td>
<td>MD</td>
<td>Surgery</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Male</td>
<td>Attending</td>
<td>MD</td>
<td>Surgery</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Male</td>
<td>Research scientist</td>
<td>MD</td>
<td>Basic science</td>
<td>Australia</td>
</tr>
<tr>
<td>Female</td>
<td>Resident</td>
<td>MD</td>
<td>Surgery</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Male</td>
<td>Resident</td>
<td>BSc, Dipl Eng, MD</td>
<td>Internal medicine</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Male</td>
<td>Resident</td>
<td>MD</td>
<td>Internal medicine</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Male</td>
<td>Attending</td>
<td>MD</td>
<td>Surgery</td>
<td>Switzerland</td>
</tr>
</tbody>
</table>

**Software Design and Development**

The free web-based software is built on Drupal version 7 [10], an open-source content management system written in PHP and distributed under the GNU General Public License [11], as previously described [8]. An Apache server with a MySQL database was used [12]. The most advanced firewalls were installed for monitoring and prevention of malware. The costs for the server rental, domain name purchase, and software development were set at 2160 CHF (US $2332). These costs were successfully covered through a Kickstarter campaign by the collaborators on April 4, 2016 [13]. The website and software compatibility for different platforms, internet browsers, and devices were assessed using BrowserStack [14].

The first part of the software design focused on identifying and differentiating individuals whose work qualifies them as authors as opposed to contributors for acknowledgment. Items of the International Committee of “Medical Journal Editors Uniform Requirements for Manuscripts Submitted to Biomedical Journals,” including conception, execution, and documentation of research, were used to design the first part of the software (Figure 1) [4].

The second part was designed to address the order of the qualifying authors using the analytical hierarchy process (AHP) method for objective multiple criteria decision-making and ranking [15]. Briefly, the AHP first decomposes the decision-making problem into a hierarchy of subproblems. Then, the relative weight of importance of the different criteria is assessed by pairwise comparisons. These weights are then used to calculate a score for each selection alternative. Information is decomposed into a hierarchy of alternatives, and criteria information is then synthesized to determine the relative ranking of alternatives. Both qualitative and quantitative information can be compared using informed judgements to derive weights and priorities. The consistency index measures the extent to which the decision-makers were consistent in their responses (Figure 2) [16].
Software Evaluation

The software was evaluated and re-evaluated during the design phase as described above. At the end of software development, 18 collaborators (Table 1) assessed software usability and output in 3 existing clinical and biomedical research projects. The collaborators were chosen from the international panel of medical and biomedical professionals, based on the availability of a current research manuscript ready for submission and willingness to apply Authorships.org to evaluate their choice and order of authors. Collaborators were further asked to complete an online questionnaire (Multimedia Appendix 1). The evaluation questionnaire was designed by the authors, focusing on assessing the collaborator’s attributes regarding authorship disputes, software functionality and usability, and the need for improvements [17]. Descriptive statistics were used to report results using rBiostatistics [18].

Results

Software Design

The developed software, named Authorships.org [19], is freely available online and is compatible with all major platforms, web browsers, and mobile or tablet devices [14]. Authorships.org performs server-side calculations and graphical rendering, which eliminates any hardware requirements or incompatibilities at the user side.

First, the user is requested to add the number and names of the individuals who participated in a particular research project. The user is also given the choice to give equal or different weights to these criteria, in order to respect local norms at different institutions worldwide.

Based on the existing ICMJE guidelines, the software then indicates which individuals qualify for formal authorship versus for acknowledgment as a contributor. The user is subsequently asked to indicate a senior/last author of the manuscript, if required (Figure 4).

In the second part, the user assesses the extent of the individual contributions of all qualifying authors, except the one defined as senior/last author. A ranking of each author’s extent of contribution to each ICMJE criterion is performed by using the AHP multiple comparisons method. Thereby, each author is compared to each other author in pairwise comparisons, using a decision matrix for ranking of the extent of contribution (Figure 5).
After all pairwise comparisons are made, a consistency ratio is provided to the user to ensure the input data are consistent and logical (Figure 6). This ratio should typically be below 0.10; however, values as high as 0.30 are acceptable, especially when large numbers of authors and their contributions are being assessed [15]. In case of severe inconsistency, the user is required to repeat the evaluation steps of the second part, ensuring comparisons are meaningful (eg, A > B, B > C, A > C).

Based on these quantitative and objective evaluations, the software defines the appropriate order of author appearance in a publication at a medical or science journal (Figure 7).

**Figure 3.** Selection of study contributions according to the International Committee of Medical Journal Editors (ICMJE) criteria [4].

**Figure 4.** Software output on qualification for authorship versus acknowledgement.
Figure 5. Example of pairwise comparison of the extent of individual author contributions for the International Committee of Medical Journal Editors (ICMJE) criterion of “study concept and design”.

Figure 6. Software output on pairwise author comparisons and evaluation consistency.
Software Evaluation

Questionnaire

Eighteen international collaborators evaluated the software using the specially designed questionnaire. Of these, 88% (n=15) felt that the software was easy to use, while 12% (n=3) remained neutral. Additionally, 59% (n=10) were satisfied with the software output results, feeling that it objectively reflects reality, while 35% (n=6) were unsure and 6% (n=1) were dissatisfied. The reason stated for dissatisfaction was that the collaborator felt “one very important contribution (ie, outstanding critical manuscript revision) may be sufficient to qualify for authorship;” however, authors with such contributions were disqualified when using Authorships.org. Fifty-nine percent (n=10) stated they would definitively use the software in future projects, while 41% (n=7) would potentially consider it. Moreover, 94% (n=16) felt that it may prove useful to eliminate disputes regarding authorship, and 82% (n=14) felt that it should become mandatory for manuscript submission to journals. Fifty-three percent (n=9) raised concerns regarding potential unethical use of the software as a tool for authorship evaluation. Reasons given were concerns that Authorships.org may represent one more tool to “justify” unethical authorship behavior. The quantitative results are summarized in Figure 8.
Case Study 1
In an attempt to objectify authorship disputes, 6 collaborators contributing to a clinical study were asked to provide the authors’ order and reasoning behind it for a manuscript not yet submitted. The results of this survey were analyzed in a particular form developed at Authorships.org. Although they all agreed 100% regarding the authorship qualification of all 6 collaborators, a 0% total agreement on the order of author appearance was noted (Fleiss kappa: −0.10, 95% CI −0.18 to −0.01). In retrospect, the authors felt that the main reasons for this discordance were misconceptions on the amount of work conducted by their colleagues, lack of adherence to the “International Committee of Medical Journal Editors” recommendations, and some form of bias. Authorships.org was then applied to review the authorship order, yielding complete agreement of the collaborators. The collaborators felt that the platform was a transparent and objective tool for assigning authorship order, and justified the use of Authorships.org for their work.

Case Study 2
Seven authors of a biomedical engineering manuscript based on clinical and medical imaging data were asked to provide the order of the authors for the paper they all contributed. All authors agreed on their own qualification for authorship, and 2 (28%) authors agreed about the collaborator order for the manuscript. Authorships.org was used to assess author qualification and the order of authorship. Thereafter, 5 out of the 7 authors justified the use of Authorships.org and thought that it is a robust and objective tool to assign the order of authors. The reason for the disagreement of the remaining 2 authors was a feeling that Authorships.org did not sufficiently acknowledge the seniority level of individual authors. They further disagreed to the design that authors should fulfil at least one green item, one red item, and the blue item to qualify for authorship in Autorship.org (based on the ICMJE recommendations) (Figure 3).

Case Study 3
Eight members of an international research group conducted a systematic review and meta-analysis regarding the use of comprehensive enhanced recovery protocols in the setting of liver transplantation. Individual tasks included study design and methodology, screening of titles and abstracts of studies identified in the literature search, data extraction and analysis of selected works, manuscript writing, and critical review. Authorships.org was applied after drafting the manuscript and before submission to a peer-reviewed scientific journal. The objective author qualification and order were applied directly in the manuscript as suggested by the software output and accepted by all authors.

Discussion
This study reports on the development and evaluation of a novel software tool for the objective assessment of authorship qualification and order, in an attempt to reduce authorship...
disputes. To the best of our knowledge, Authorships.org represents the first open-access web-based software to quantitatively and thus objectively indicate the qualification and order of academic authorship in medical and science journals.

The majority of collaborators assessing the usability of Authorships.org found the software helpful and easy to use, and felt that the software could have a high impact in the scientific community in a short period of time. The concerns of the remaining collaborators regarding software output results focused on the criteria required for authorship qualification and therefore on the internationally accepted ICMJE criteria applied in the proposed software algorithm. While the qualification for authorship has been standardized in the ICMJE criteria [4], varying approaches of determining the order of authorship are currently applied across scientific disciplines, research groups, and countries. Examples of authorship policies include descending order of contribution, placing the person who took the lead in writing the manuscript or performing main research tasks first and the most experienced contributor last, or using an alphabetical or random order [1,20,21]. While the significance of a particular order may be understood in a given setting, the order of authorship is not generally agreed upon [22]. Attempts to reduce inaccuracies in author lists include models similar to the film credit concept, with mandatory contribution statements replacing the author’s list, such as Credit Taxonomy [23]. However, these could lead to a shift in importance from the authors who actually produced the science to a more confounding way of giving credit to each research co-operator. Authorships.org not only represents a quantifiable and thus objectifiable approach, but also could provide a solution for the correct interpretation of the respective contributions of individual authors. Since the indication of specific author contributions has become mandatory in most scientific journals with a mid to high impact factor [22], the submission of a separate document objectifying the assessment of author qualification and contributions, such as provided by Authorships.org, may become obligatory in the future. To this end, Authorships.org must be formally validated in future projects worldwide, including a randomized controlled study comparing the levels of disputes.

One main hypothetical advantage obtained by the implementation of an objective instrument in academic authorship, as presented herein, is a reduction in the number of disputes. Academic authorship of papers arising from complex research projects, involving multiple centers and with potential valuable impact on the scientific community, can nowadays be considered as a currency for career development. These scenarios represent feeding terrains for conflicts between authors, which can sometimes even result in the retraction of a manuscript from publication or, if remaining unresolved due to failed mediation among authors, in rejection by the journal. Another known issue is the abuse of power exerted by certain authors inhibiting the order of authors in their own interest, which can be avoided by using an objectifiable tool such as Authorships.org. We believe that the most reasonable attempt to resolve such disputes is undertaken primarily among the authors themselves, and in case of failure to compromise, the disputes are taken up by the authors’ affiliating institutions. Moreover, Authorships.org allows authors to evaluate the extent of contribution provided by each author to individual phases of manuscript preparation, representing the main advantage of using the AHP over other ranking models. Another main advantage of the proposed algorithm is the possibility to “customize” the relevance of each area of performance according to the contributors’ previous agreement or the institution’s internal guidelines. The use of the software could prompt a prearranged settlement and, consequently, help the team working on the project on the basis of mutually approved rules (eg, first authorship for a PhD candidate or last authorship for professorship title). This further allows maintaining the “motivating” aspect of a researcher to perform at her/his highest level when aiming to keep a certain position within the authorship list. Most of the collaborators evaluating the software further felt that the added consistency ratio supported them in reflecting their own contributions to a project in a quantitative way. A progressive improvement in consistency ratio values with increasing use of the software is further expected, as a result of ongoing education on the use of a mathematical way to evaluate each participant’s contribution.

An important aspect of the Authorships.org design is the time point of the assessment of the qualification and order of authorship. While in many research groups worldwide, author roles are defined prior to the start of a research project, Authorships.org was deliberately designed to be applied after the execution and writing of a manuscript but before submission to a scientific journal, preferably in a discussion by all contributing members of the research team [1]. Hence, authorship qualification and order reflect the actual tasks performed by each individual rather than preset rigid orders potentially prone to abuse. It is essential to note that if not applied at the correct time point, Authorships.org may not be beneficial or, if abused, may even lead to erroneous results, which might represent a limitation to the current methodology. A further potential conflict of the proposed software is the option to change the weight of assessment for different parameters, which may increase the possibility of manipulation of weights toward personal interests. This was added to address the different needs across scientific fields. For example, in clinical research, more weight might be placed on the researcher who wrote the manuscript, whereas in basic science, more weight might be placed on the researcher performing the laboratory work. In general, we recommend giving equal weight to all assessment parameters. The acknowledgment of the seniority level of individual authors has been raised as a critical point by several collaborators evaluating Authorships.org. The software was designed such that 1 senior/last author could be specifically chosen based on her/his a priori qualification as the senior project leader. This was deliberately limited to 1 person to avoid multiple senior authors being listed for “political” reasons, acknowledging internal hierarchical structures rather actual contributions to a scientific work. While abusive authorship selections may still remain when using Authorships.org, the use of the proposed software has the potential to make such conflicts more transparent, raise awareness among authors, and therefore contribute to open discussions about conflicts in authorship contributions. Finally, views of the authorship disputes and
attributes, as evaluated by the collaborators, might not reflect generalizability views across researchers. However, with the selected collaborators originating from countries across the world and from varying areas of science, this potential selection bias might have been alleviated.

In conclusion, Authorships.org represents a novel approach to quantify and objectify the qualification and order of authorship in academic literature. It may become a mandatory tool for objectified proof of author contributions in scientific publications. Further randomized studies are needed to validate the potential of using such a tool for reducing or eliminating authorship disputes.
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Abstract

Background: At the very beginning of the COVID-19 pandemic, information about fear of COVID-19 was very limited in Chinese populations, and there was no standardized and validated scale to measure the fear associated with the pandemic.

Objective: This cross-sectional study aimed to adapt and validate a fear scale to determine the levels of fear of COVID-19 among the general population in mainland China and Hong Kong.

Methods: A web-based questionnaire platform was developed for data collection; the study instruments were an adapted version of the 8-item Breast Cancer Fear Scale (“Fear Scale”) and the 4-item Patient Health Questionnaire. The internal construct validity, convergent validity, known group validity, and reliability of the adapted Fear Scale were assessed, and descriptive statistics were used to summarize the participants’ fear levels.

Results: A total of 2822 study participants aged 18 years or older were included in the analysis. The reliability of the adapted scale was satisfactory, with a Cronbach α coefficient of .93. The item-total correlations corrected for overlap were >0.4, confirming their internal construct validity. Regarding convergent validity, a small-to-moderate correlation between the Fear Scale and the 4-item Patient Health Questionnaire scores was found. Regarding known group validity, we found that the study participants who were recruited from Hong Kong had a higher level of fear than the study participants from mainland China. Older adults had a higher level of fear compared with younger adults. Furthermore, having hypertension, liver disease, heart disease, cancer, anxiety, and insomnia were associated with a higher fear level. The descriptive analysis found that more than 40% of the study participants reported that the thought of COVID-19 scared them. About one-third of the study participants reported that when they thought about COVID-19, they felt nervous, uneasy, and depressed.

Conclusions: The psychometric properties of the adapted Fear Scale are acceptable to measure the fear of COVID-19 among Chinese people. Our study stresses the need for more psychosocial support and care to help this population cope with their fears during the pandemic.

(JMIR Form Res 2022;6(3):e31992) doi:10.2196/31992
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Introduction

In December 2019, the novel coronavirus disease 2019 (COVID-19) emerged in Wuhan City, China [1]. The outbreak rapidly evolved into a global pandemic [2], affecting more than 190 countries and regions [3]. The COVID-19 pandemic continues to spread on a global scale. As of December 20, 2021, there have been more than 271 million confirmed cases of COVID-19 worldwide, with more than 5 million deaths [4]. The COVID-19 pandemic has lasted for almost 2 years and is still ongoing. With time, an increasing number of COVID-19 variants was reported globally [5].

COVID-19 is not only life-threatening, but it also leads to psychological distress [6-10]. The concomitant public health measures such as quarantines, social distancing, and lockdowns can also increase psychosocial distress. Since the start of the COVID-19 pandemic, a plethora of research studies have been conducted to examine the psychological status of people during the pandemic. A meta-analysis of 55 peer-reviewed studies found that the prevalence of depression was 16%, the prevalence of anxiety was 15%, the prevalence of insomnia was 24%, and the prevalence of posttraumatic stress disorder was 22% [11]. Another meta-analysis of the prevalence of stress, anxiety, and depression among the general population during the COVID-19 pandemic found that the prevalence of stress was 29.6%, that of anxiety was 32%, and that of depression 34% [12]. Moreover, compared with studies conducted in Europe, those conducted in Asia found a higher prevalence of anxiety (Asia 33% vs Europe 24%) and depression (Asia 35% vs Europe 32%) [12]. These studies suggest that the pandemic substantially jeopardizes the psychological well-being of the general population [11,12].

In addition to anxiety, depression, and stress, fear is also a common psychological response to COVID-19 [13]. In brief, fear is an adaptive emotion that helps defend against potential danger [14]. Fear may occur in response to specific stimuli in the present environment or in anticipation of future or imagined situations that pose a threat to oneself [15]. During the COVID-19 pandemic, people may experience the fear of contracting the infection and a feeling of uncertainty. Fear can be beneficial because it can motivate people to engage in preventive behaviors, such as hand hygiene and mask wearing [16]. However, excessive fear can be maladaptive, leading to psychological distress. For example, fear of COVID-19 may exacerbate preexisting mental health and psychiatric conditions [17]. In extreme situations, fear may lead to suicidal ideation [18]. Excessive fear can cause irrational behaviors, such as panic buying [19].

It is noteworthy that the COVID-19 pandemic has reignited the fear resulting from the 2003 severe acute respiratory syndrome outbreak for many people in mainland China and Hong Kong. This adverse experience was unique to those populations. The fear levels of people in mainland China and Hong Kong may therefore be different from those in populations that did not undergo that adverse experience. Assessing and managing fear is a crucial component of outbreak control and health promotion [20].

In this study, the 8-item Breast Cancer Fear Scale developed by Champion et al [21] was used. We chose this instrument to measure fear levels for several reasons. First, at the very beginning of the pandemic, there was no standardized and validated study instrument specifically developed to measure fear levels related to COVID-19. For example, the Fear of COVID-19 Scale developed by Ahorsu and colleagues [13] was not available when we planned this study. Second, the 8-item Breast Cancer Fear Scale (“Fear Scale”) was one of the few instruments available to measure fear among the Hong Kong Chinese population [22]. Furthermore, even though the Fear Scale was originally developed to measure fear related to breast cancer, the question items are generic and comprehensive. The Fear Scale covers common responses to fear such as feeling scared, nervous, upset, depressed, jittery, uneasy, and anxious, as well as having heart palpitations. According to a study in Canada, many participants felt uneasy, distressed, anxious, and nervous due to the COVID-19 pandemic [23]. A study in Slovakia reported an overall increase in negative feeling such as feeling upset, scared, and afraid during the COVID-19 pandemic [24,25]. The items of the Fear Scale should be applicable and appropriate to measure the fear related to COVID-19.

This study aimed to adapt and validate the Fear Scale to determine the levels of fear of COVID-19 in mainland China and Hong Kong. With the information on how an individual fears COVID-19, health care providers can design appropriate psychosocial interventions to meet the public’s needs.

Methods

Study Design, Participants, and Sampling

An international study was conducted, which aimed to examine the global impact of the COVID-19 pandemic on lifestyle behaviors, fear, depression, and perceived needs of communities [26,27]. The study was conducted in 30 countries across the globe. It is a cross-sectional web-based survey design. Moreover, a web-based questionnaire platform was developed for data collection [28].

For this analysis, only data collected in mainland China and Hong Kong between July 2020 and January 2021 were used. Study eligibility criteria included (1) aged ≥18 years; (2) being able to read and understand Chinese; and (3) having an internet access. To recruit more people with diverse sociodemographic backgrounds, multiple recruitment strategies were used to recruit study participants. The study participants were recruited by survey service providers, social media platforms such as Facebook, WeChat, and Twitter, and snowball sampling, in which the existing study participants helped to recruit additional participants to join this study. To encourage more people to complete the survey, for each completed questionnaire, HK $1 (US $0.13) would be donated to the Red Cross in the respondent’s region.

The study protocol has been published elsewhere [26]. The study was approved by the institutional review board of the University of Hong Kong/Hospital Authority Hong Kong West Cluster (reference UW 20-272). All the procedures involving
human participants in this study were conducted in accordance with the ethical standards of the institutional review board and the 1964 Declaration of Helsinki and its later amendments. Electronic informed consent was obtained from each study participant.

Outcomes and Instruments

The primary outcome of the study was the fear of COVID-19. To measure the fear of COVID-19, we adapted the 8-item Breast Cancer Fear Scale developed by Champion et al [21] for this study. The study instrument was originally developed to measure women’s emotional responses to breast cancer. In the scale developed by Champion et al [21], a 5-point Likert scale is used (1=strongly disagree, 2=disagree, 3=neutral, 4=agree, and 5=strongly agree); a higher score indicates a higher level of fear. The total score of the instrument is the sum of each item. In this paper, we changed the words “breast cancer” to “COVID-19” in all of the following 8 items: (1) the thought of COVID-19 scares me; (2) when I think about COVID-19, I feel nervous; (3) when I think about COVID-19, I get upset; (4) when I think about COVID-19, I get depressed; (5) when I think about COVID-19, I get jittery; (6) when I think about COVID-19, my heart beats faster; (7) when I think about COVID-19, I feel uneasy; and (8) when I think about COVID-19, I feel anxious.

The face validity of the adapted instrument was evaluated by an expert panel of this study.

The 4-item Patient Health Questionnaire (PHQ-4), which measures anxiety and depressive symptoms, was administered to evaluate the convergent validity of the Fear Scale. The PHQ-4 includes the 2-item Generalized Anxiety Disorder scale and the 2-item Patient Health Questionnaire (PHQ-2). A 4-point Likert scale is used (0=not at all; 1=several days; 2=more than half the days; and 3=nearly every day). The summary score of the PHQ-4 ranges from 0 to 12, with a higher score indicating greater anxiety and depressive symptoms. The PHQ-4 was validated in Chinese adults [29]. The study supported its 2-factor model and reliability [29]. Cronbach’s coefficient was .87 for the PHQ-4, .80 for the 2-item Generalized Anxiety Disorder, and .80 for the PHQ-2 in this study.

A structured questionnaire was used to collect sociodemographic factors such as age, gender, and comorbidities.

Data Analysis

The internal construct validity, convergent validity, known group validity, and reliability of the Fear Scale were assessed. The internal construct validity was evaluated using the corrected item-total correlation; a correlation coefficient of ≥0.4 indicated adequate internal construct validity. The convergent validity of the Fear Scale was determined by calculating the Pearson correlation coefficient between the total score of the Fear Scale and the total score of the PHQ-4. It was hypothesized that an absolute value Pearson correlation coefficient of at least 0.3 was required [30]. To evaluate the known group validity, independent t tests were used to compare the mean score of the Fear Scale between (1) people recruited from mainland China and people recruited from Hong Kong [31]; (2) people aged 18-59 years and people aged 60 years or older [15]; and (3) male and female participants [32]. A study among Chinese university students reported that students in mainland China had lower fear of instability related to the COVID-19 pandemic when compared with students in Hong Kong [31]. Another study among pregnant women and new mothers reported that compared with the study participants in mainland China, the level of fear related to the COVID-19 pandemic was significantly higher among study participants in Hong Kong [33]. A study in Singapore found that older age was associated with greater fear of COVID-19 [15]. Another study in the Spanish population found that fear was higher among women than among men [32]. Besides, a study in Turkey reported that the COVID-19 fear scores were higher among people with a chronic disease [34]. Therefore, we also compared the mean score of the Fear Scale between people with and without the following chronic diseases, which were highly prevalent in Chinese populations: (1) hypertension; (2) diabetes; (3) liver disease; (4) heart disease; (5) stroke; (6) chronic obstructive pulmonary disease; (7) cancer; (8) depression; (9) anxiety; and (10) insomnia. Cohen’s d effect sizes were also calculated. The interpretation of the effect sizes was as follows: trivial (<0.2), small (0.2 to <0.5), moderate (0.5 to <0.8) and large (≥0.8).

Finally, descriptive statistics were used to describe the fear levels of the study participants. Furthermore, multiple linear regression analysis was used to explore the known associations between sociodemographic and clinical factors, on the one hand, and the Fear Scale, on the other.

Results

Participants’ Characteristics

A total of 2822 study participants aged 18 years or older were included in the analysis, of whom 61% (n=1721) were female and 38.8% (n=1096) were male. Three-quarters, 75.6% (n=2133), were recruited from Hong Kong while 24.4% (n=689) were recruited from mainland China. Almost half (1450, 51.4%) of the participants were married. Hypertension (294, 10.4%) was the most prevalent reported chronic disease, followed by diabetes (155, 5.5%), insomnia (90, 3.2%) and heart disease (62, 2.2%). Table 1 shows the participants’ characteristics of the study.
Table 1. Sociodemographic and clinical profile (N=2822).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Geographical areas</strong></td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>689 (24.4)</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>2133 (75.6)</td>
</tr>
<tr>
<td><strong>Age groups (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-59</td>
<td>2547 (90.3)</td>
</tr>
<tr>
<td>≥60</td>
<td>275 (9.7)</td>
</tr>
<tr>
<td><strong>Genders</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1721 (61)</td>
</tr>
<tr>
<td>Male</td>
<td>1096 (38.8)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>5 (0.2)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>1265 (44.8)</td>
</tr>
<tr>
<td>Married or cohabitation or common-law</td>
<td>1450 (51.4)</td>
</tr>
<tr>
<td>Separated or divorced or widowed</td>
<td>107 (3.8)</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
</tr>
<tr>
<td>Primary or below</td>
<td>169 (6)</td>
</tr>
<tr>
<td>Secondary</td>
<td>1191 (42.2)</td>
</tr>
<tr>
<td>College</td>
<td>289 (10.2)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>204 (7.2)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>780 (27.6)</td>
</tr>
<tr>
<td>Master’s degree or above</td>
<td>189 (6.7)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Nonworking</td>
<td>589 (20.9)</td>
</tr>
<tr>
<td>Working</td>
<td>1682 (59.6)</td>
</tr>
<tr>
<td>Student</td>
<td>551 (19.5)</td>
</tr>
<tr>
<td><strong>Chronic diseases</strong></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>294 (10.4)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>155 (5.5)</td>
</tr>
<tr>
<td>Liver disease</td>
<td>50 (1.8)</td>
</tr>
<tr>
<td>Heart disease</td>
<td>62 (2.2)</td>
</tr>
<tr>
<td>Stroke</td>
<td>18 (0.6)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>36 (1.3)</td>
</tr>
<tr>
<td>Cancer</td>
<td>16 (0.6)</td>
</tr>
<tr>
<td>Insomnia</td>
<td>90 (3.2)</td>
</tr>
<tr>
<td>Depression</td>
<td>43 (1.5)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>44 (1.6)</td>
</tr>
</tbody>
</table>

Reliability and Validity of the Fear Scale
The mean score of the Fear Scale was 23.60 (SD 6.64), and the Cronbach α coefficient was .93. The corrected item-total correlations were >0.7 for all items. Table 2 shows the results of the internal consistency and internal construct validity. The Pearson correlation coefficient between the Fear Scale and PHQ-4 scores was 0.23 (P<.001). Table 3 shows the results of the convergent validity.
Table 2. Descriptive statistics, internal construct validity, and reliability of the Fear Scale (N=2822).

<table>
<thead>
<tr>
<th>Item</th>
<th>Corrected item-total correlation (n=2821)</th>
<th>Mean (SD)</th>
<th>Strongly disagree, n (%)</th>
<th>Disagree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Agree, n (%)</th>
<th>Strongly agree, n (%)</th>
<th>Missing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The thought of COVID-19 scares me</td>
<td>0.71</td>
<td>3.27 (0.98)</td>
<td>151 (5.4)</td>
<td>451 (16)</td>
<td>890 (31.5)</td>
<td>1145 (40.6)</td>
<td>185 (6.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>When I think about COVID-19, I feel nervous</td>
<td>0.73</td>
<td>3.11 (0.99)</td>
<td>187 (6.6)</td>
<td>527 (18.7)</td>
<td>1076 (38.1)</td>
<td>862 (30.6)</td>
<td>170 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td>When I think about COVID-19, I get upset</td>
<td>0.75</td>
<td>2.99 (1.02)</td>
<td>225 (8)</td>
<td>642 (22.8)</td>
<td>1083 (38.4)</td>
<td>694 (24.6)</td>
<td>178 (6.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>When I think about COVID-19, I get depressed</td>
<td>0.80</td>
<td>2.99 (1.03)</td>
<td>235 (8.3)</td>
<td>656 (23.3)</td>
<td>1007 (35.7)</td>
<td>760 (26.9)</td>
<td>163 (5.8)</td>
<td>1 (0.04)</td>
</tr>
<tr>
<td>When I think about COVID-19, I feel depressed</td>
<td>0.71</td>
<td>2.63 (1.04)</td>
<td>449 (15.9)</td>
<td>810 (28.7)</td>
<td>992 (35.2)</td>
<td>480 (17)</td>
<td>91 (3.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>When I think about COVID-19, my heart beats faster</td>
<td>0.70</td>
<td>2.64 (1.04)</td>
<td>426 (15.1)</td>
<td>823 (29.2)</td>
<td>1006 (35.6)</td>
<td>463 (16.4)</td>
<td>104 (3.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>When I think about COVID-19, I feel uneasy</td>
<td>0.78</td>
<td>3.03 (1.04)</td>
<td>256 (9.1)</td>
<td>560 (19.8)</td>
<td>1003 (35.5)</td>
<td>854 (30.3)</td>
<td>149 (5.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>When I think about COVID-19, I feel anxious</td>
<td>0.80</td>
<td>2.95 (1.03)</td>
<td>279 (9.9)</td>
<td>585 (20.7)</td>
<td>1101 (39)</td>
<td>719 (25.5)</td>
<td>138 (4.9)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Cronbach alpha                        0.93  N/A  N/A  N/A  N/A  N/A  N/A  N/A

A higher score means a higher level of fear.

N/A: not applicable.

Table 3. Convergent validity of the Fear Scale (N=2822).

<table>
<thead>
<tr>
<th>Scale</th>
<th>Population, n</th>
<th>Mean (SD)</th>
<th>Pearson correlation coefficient</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-4 anxiety subscale or GAD-2</td>
<td>2822</td>
<td>1.22 (1.26)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-4 depression subscale or PHQ-2</td>
<td>2821</td>
<td>1.10 (1.30)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-4 total score</td>
<td>2821</td>
<td>2.32 (2.37)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Fear Scale total score</td>
<td>2821</td>
<td>23.60 (6.64)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-4 anxiety subscale or GAD-2</td>
<td>2821</td>
<td>—</td>
<td>0.25</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHQ-4 depression subscale PHQ-2</td>
<td>2820</td>
<td>—</td>
<td>0.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHQ-4 total score</td>
<td>2820</td>
<td>—</td>
<td>0.23</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

A higher score means a higher level of fear or anxiety or depression.

PHQ-4: 4-item Patient Health Questionnaire.

GAD-2: two-item Generalized Anxiety Disorder scale.

Not available.

PHQ-2: 2-item Patient Health Questionnaire.

With respect to the known group comparisons, the results of the independent t tests showed that the study participants who were recruited from Hong Kong had a higher level of fear compared with the study participants from mainland China (Cohen d effect size 0.24). Furthermore, older adults (60 years or above) had a higher level of fear than younger adults (Cohen d effect size 0.39). Study participants with cancer (Cohen d effect size 0.33), heart disease (Cohen d effect size 0.44), hypertension (Cohen d effect size 0.36), liver disease (Cohen d effect size 0.33), insomnia (Cohen d effect size 0.33), and anxiety (Cohen d effect size 0.28) had a higher level of fear than those without such conditions. The results of multiple linear regression are shown in the Multimedia Appendix 1.
### Table 4. Known group comparison: sociodemographic factors (N=2822).

<table>
<thead>
<tr>
<th>Sociodemographic factors</th>
<th>n (%)</th>
<th>Fear Scale, mean (SD)</th>
<th>P value</th>
<th>Cohen d effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Location</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mainland China</td>
<td>688 (24.4)</td>
<td>22.40 (6.49)</td>
<td>&lt;.001</td>
<td>0.24</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>2133 (75.6)</td>
<td>23.98 (6.64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1720 (60.9)</td>
<td>23.58 (6.60)</td>
<td>&lt;.001</td>
<td>0.01</td>
</tr>
<tr>
<td>Male</td>
<td>1096 (38.8)</td>
<td>23.64 (6.69)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-59</td>
<td>2546 (90.2)</td>
<td>23.34 (6.56)</td>
<td>&lt;.001</td>
<td>0.39</td>
</tr>
<tr>
<td>≥60</td>
<td>275 (9.7)</td>
<td>25.98 (6.86)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 5. Known group comparison: clinical factors (N=2822).

<table>
<thead>
<tr>
<th>Clinical factors</th>
<th>n (%)</th>
<th>Fear Scale, mean (SD)</th>
<th>P value</th>
<th>Cohen d effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hypertension</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2527 (89.5)</td>
<td>23.35 (6.59)</td>
<td>&lt;.001</td>
<td>0.36</td>
</tr>
<tr>
<td>Yes</td>
<td>294 (10.4)</td>
<td>25.73 (6.68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diabetes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2666 (94.5)</td>
<td>23.55 (6.63)</td>
<td>.11</td>
<td>0.13</td>
</tr>
<tr>
<td>Yes</td>
<td>155 (5.5)</td>
<td>24.43 (6.77)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Liver disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2771 (98.2)</td>
<td>23.56 (6.63)</td>
<td>.02</td>
<td>0.33</td>
</tr>
<tr>
<td>Yes</td>
<td>50 (1.8)</td>
<td>25.78 (6.96)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Heart disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2759 (97.8)</td>
<td>23.53 (6.61)</td>
<td>&lt;.001</td>
<td>0.44</td>
</tr>
<tr>
<td>Yes</td>
<td>62 (2.2)</td>
<td>26.61 (7.27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Stroke</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2803 (99.3)</td>
<td>23.58 (6.63)</td>
<td>.16</td>
<td>0.31</td>
</tr>
<tr>
<td>Yes</td>
<td>18 (0.6)</td>
<td>25.78 (7.40)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Chronic obstructive pulmonary disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2785 (98.7)</td>
<td>23.58 (6.65)</td>
<td>.28</td>
<td>0.19</td>
</tr>
<tr>
<td>Yes</td>
<td>36 (1.3)</td>
<td>24.78 (5.83)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cancer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2805 (99.4)</td>
<td>23.58 (6.64)</td>
<td>.04</td>
<td>0.58</td>
</tr>
<tr>
<td>Yes</td>
<td>16 (0.6)</td>
<td>26.94 (4.74)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2778 (98.4)</td>
<td>23.58 (6.63)</td>
<td>.17</td>
<td>0.20</td>
</tr>
<tr>
<td>Yes</td>
<td>43 (1.5)</td>
<td>24.98 (7.40)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2777 (98.4)</td>
<td>23.57 (6.61)</td>
<td>.04</td>
<td>0.28</td>
</tr>
<tr>
<td>Yes</td>
<td>44 (1.6)</td>
<td>25.61 (8.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Insomnia</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2731 (96.8)</td>
<td>23.53 (6.63)</td>
<td>.002</td>
<td>0.33</td>
</tr>
<tr>
<td>Yes</td>
<td>90 (3.2)</td>
<td>25.70 (6.47)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The Fear Levels of the Study Participants

In total, 47.1% (n=1330) of the participants reported that the thought of COVID-19 scared them. Moreover, 36.6% (n=1032) of the study participants reported that they felt nervous when they thought about COVID-19. About one-third of the participants reported that they felt uneasy (1003, 35.5%) and became depressed (923, 32.7%) when they thought about COVID-19. The descriptive statistics of the Fear Scale are shown in Table 2.

We also separated the analysis between data collected in Hong Kong and those collected in China. Those results are shown in Multimedia Appendix 1.

Discussion

Principal Results

In the first part of this study, we assessed the psychometric properties in terms of internal construct validity, convergent validity, known group validity, and reliability of the Fear Scale. The Cronbach α coefficient was .93, which is far larger than the recommended cut-off value of .7. This finding supports the general agreement between the 8 items that make up the composite score of the scale to measure the fear related to COVID-19. Moreover, we found that all the coefficients of the item-total correlation, corrected for overlaps, were larger than 0.4, supporting the internal construct validity of the modified scale. These results supported the suggestion that all individual items measured the same construct as that measured by the other items. With regards to the study’s convergent validity, we found a small-to-moderate correlation between the total score of the Fear Scale and the total score of the PHQ-4. Another important finding of this study was that participants with a chronic disease had a higher fear level than those without a chronic disease. Particularly, we found that hypertension, liver disease, heart disease, cancer, anxiety, and insomnia were associated with a higher fear level.

Limitations

There were some limitations in this study. First, the study was conducted in mainland China and Hong Kong. Therefore, the study findings may not be transferable to other geographic areas in which the severity of COVID-19, case fatality rate, and infection control measures are different. We expect that the fear level would be even higher in areas where the severity and case fatality rate of COVID-19 were more severe. Second, we could not explore the trajectory of the fear levels over time due to the cross-sectional nature of the study. Third, we adapted the Breast Cancer Fear Scale in this study; thus, some of the constructs related to COVID-19 could not be measured. However, as previously mentioned, there was no validated fear scale specific to COVID-19 when we planned our study. Fourth, regarding the reliability of the scale, we only evaluated its internal consistency. We were not able to evaluate the test-retest reliability of the scale due to the cross-sectional design of the study. Fifth, regarding the known group comparison, the sample size of some subgroups was small such as that of patients with diabetes and depression. There might be insufficient statistical power to detect the differences between groups. Finally, we used a web-based questionnaire platform to collect the data. People with low computer literacy would probably be excluded from the study. Accordingly, the potential sampling bias should be noted.

Comparisons With Prior Work

We found that the total score of the Fear Scale had a higher correlation with the PHQ-4 anxiety subscale than with the PHQ-4 depression subscale. In fact, there are distinct differences in psychological features between fear and depression. According to Witte [35], fear is conceptualized as negatively toned emotion accompanied by a high level of physiologic arousal stimulated by a threat. Fear can be expressed as a physiological arousal, such as feeling “jittery” and “heart beating faster,” through verbal self-reports of fear (eg, “I feel scared”) and overt acts that exhibit fear, such as facial expression [21]. These emotional and physiological reactions to perceived threats are fundamentally different from those of depression, which is manifested through the following 4 symptom clusters: (1) emotional symptoms such as feeling sad and worthless; (2) cognitive symptoms such as a negative view of the self and hopelessness; (3) motivational symptoms such as a lack of incentive; and (4) somatic symptoms such as a loss of appetite and sleep disturbances [36,37]. Additionally, it was suggested that fear and anxiety are largely distinct emotions. A meta-analysis reported only a moderate (r=0.32) relationship between measures of trait fear and anxiety [38]. Fear is an aversive psychological state during which an individual is motivated to escape a specific and imminent threat. The characteristics of fear include short-lived arousal that quickly dissipates after the threat is avoided. By contrast, anxiety is an aversive psychological state that occurs while an individual approaches an ambiguous and uncertain threat. Hypervigilance and hyperarousal are the typical behaviors characteristic of anxiety [38]. The small-to-moderate correlation between the Fear Scale and the PHQ-4 further supported the need for this study, which adapted and validated the Fear Scale to measure the fear of COVID-19. Besides, compared with study participants recruited in Hong Kong, those recruited from mainland China had a higher PHQ-4 score but lower Fear Scale total score. This finding further suggested that the constructs of fear and anxiety are different.

Participants with a chronic disease had a higher fear level than those without one. This finding was consistent with that of a matched case-control study, which found that the prevalence of anxiety symptoms and depressive symptoms and the level of stress were significantly higher among those with preexisting chronic health conditions (59%, 71.6%, and 73.7%, respectively) compared with controls (25.6%, 31.1%, and 43.3%, respectively) [39]. Evidence has suggested that the presence of comorbid chronic conditions would increase the risk of death from COVID-19 [40-42]. Moreover, one major concern with the COVID-19 pandemic was its impacts on the routine use of health care services especially for individuals with comorbidities [43]. Service disruptions due to cancellations of elective care and lockdowns hindering access to health care facilities, in addition to the difference of patients with a chronic disease in seeking assistance for fear of risking iatrogenic exposure, altogether increased the psychological burden of patients with...
a chronic disease. Thus, it was not surprising that people with a chronic disease had a higher fear level than those without.

In this study, more than 40% of the study participants reported that the thought of COVID-19 scared them. About one-third of the study participants reported that when they thought about COVID-19, they felt nervous, uneasy, and depressed. No doubt, the COVID-19 pandemic was very stressful for people and the communities in general [7]: the fear of infection was very common during the pandemic. Furthermore, people were worried that the health care system could not cope with the COVID-19 pandemic, that there were not enough hospital beds and ventilators to handle the rising number of COVID-19 cases. Another concern weighing on people’s minds was the COVID-19 recession. Fear of the COVID-19 pandemic can be overwhelming and cause strong emotions [7]. It was also noteworthy that the COVID-19 pandemic rekindled fears of the 2003 severe acute respiratory syndrome epidemic in mainland China and Hong Kong.

Implications

First, based on the psychometric evaluation, we found that the adapted scale was a valid and reliable measure to assess the level of fear related to COVID-19. Further studies can use this scale to longitudinally monitor the fear level in different communities. Second, given the high fear levels found in the study sample, it is required to provide psychosocial care for the general public to diminish the psychological burden of the pandemic. Third, the findings call for the need to provide more psychosocial care for chronic disease patients and older adults.

Conclusion

This study found that the psychometric properties of the Fear Scale were acceptable to evaluate the fear level of the general Chinese population. Our descriptive analysis found that more than 40% of the study participants reported nervousness when they thought about COVID-19. About one-third of the study participants reported that when they thought about COVID-19, they felt nervous, uneasy, and depressed. Additionally, we found that people with a chronic disease reported a higher fear level than those without. The findings call for the need to provide more psychosocial care for chronic disease patients and older adults.
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Abstract

Background: Social media has become widely used by individual researchers and professional organizations to translate research evidence into health care practice. Despite its increasing popularity, few social media initiatives consider the theoretical perspectives of how social media works as a knowledge translation strategy to affect research use.

Objective: The purpose of this paper is to propose a conceptual framework to understand how social media works as a knowledge translation strategy for health care providers, policy makers, and patients to inform their health care decision-making.

Methods: We developed this framework using an integrative approach that first involved reviewing 5 long-standing social media initiatives. We then drafted the initial framework using a deductive approach by referring to 5 theories on social media studies and knowledge translation. A total of 58 empirical studies on factors that influenced the use of social media and its messages and strategies for promoting the use of research evidence via social media were further integrated to substantiate and fine-tune our initial framework. Through an iterative process, we developed the Social Media for ImpLementing Evidence (SMILE) framework.

Results: The SMILE framework has six key constructs: developers, messages and delivery strategies, recipients, context, triggers, and outcomes. For social media to effectively enable recipients to use research evidence in their decision-making, the framework proposes that social media content developers respond to target recipients’ needs and context and develop relevant messages and appropriate delivery strategies. The recipients’ use of social media messages is influenced by the virtual–technical, individual, organizational, and system contexts and can be activated by three types of triggers: sparks, facilitators, and signals.

Conclusions: The SMILE framework maps the factors that are hypothesized to influence the use of social media messages by recipients and offers a heuristic device for social media content developers to create interventions for promoting the use of evidence in health care decision-making. Empirical studies are now needed to test the propositions of this framework.
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Introduction

Social Media Use in Health Care

Social media has been extensively used worldwide to communicate health-related information. For example, in China, one-third of the users of the social media platform WeChat—which is widely used for instant messaging and social networking [1]—receive and read health information through the platform [2]. In the United States, 32% of social media users post messages about friends and family members’ health experiences on social media [3]. Health care professionals use social media to provide health information and answer medical...
questions [4], and patients and caregivers use social media for self-care and health literacy [5]. In health care research, social media platforms such as Twitter, Facebook, and YouTube are increasingly used for participant recruitment, intervention implementation, data mining and collection, and the sharing of research findings [6].

Social media, with its free access, interactive features, and widespread reach, has become increasingly used by individual researchers and professional organizations who wish to translate research evidence into health care practice. For example, the Joanna Briggs Institute (JBI) at Fudan University in China has been using WeChat to disseminate nursing evidence since 2014. In the first 2 years, their WeChat account reached 22,369 followers from 34 provinces in China [7,8]. The Cochrane Child Health groups in Canada and Portugal used social media strategies to disseminate child health evidence to health care providers, and within 6 months of initiating the strategy, their blog received 2555 visitors and 3967 page views, and their Twitter account gained 469 new followers from a geographically diverse population [9]. A social media initiative called It Doesn’t Have to Hurt, led by health care researchers in Canada, developed a short YouTube video on evidence-based strategies, such as distraction and using topical anesthetics for reducing procedural pain in children. Their video received 237,132 unique views from 182 countries 5 years after its launch, with patients and health care providers reporting strong acceptance and high intention to use the strategies [10]. The number of parents reporting the use of topical anesthetic creams to reduce pain increased from 18% to 63% after watching the video [11].

There has also been a surge in social media initiatives during the COVID-19 pandemic, which are aimed at helping health care professionals, patients, and the public better understand the coronavirus and cope with its impacts. Global evidence synthesis networks such as Cochrane, JBI, and Campbell Collaboration use social media to disseminate rapid review findings related to COVID-19. In China, the Beijing University of Chinese Medicine (BUCM) Cochrane Center, together with 20 evidence-based health care research teams and organizations, launched the Fighting COVID-19 with Evidence initiative. They collect urgent clinical questions about COVID-19 diagnosis, treatment, and nursing care through WeChat and share recommendations after a rapid search and synthesis of research evidence [12]. In England, the Center for Evidence-Based Medicine at Oxford University uses Twitter (@CebmOxford) to share COVID-19 relevant recommendations to a global audience. In Canada, the COVID-19 Evidence Network to support Decision-making initiative (@COVID_E_N_D) collects the best available evidence related to COVID-19 and shares this information on Twitter to support decision-making.

**Theoretical Understandings of Social Media as a Knowledge Translation Strategy**

Despite its popularity, many researchers and organizational decision-makers upload research findings onto social media platforms without deliberately planning how to facilitate its use by recipients in policies, programs, or practices. In their systematic review, Webb et al [13] concluded that theory-based internet interventions had greater impacts on health behaviors than non–theory-based interventions, with interventions based on the theory of planned behavior having larger effects than those based on the transtheoretical model or social cognitive theory. However, despite these benefits, theoretical frameworks are rarely used to guide the development of social media interventions aimed at facilitating research use. In their systematic review, Arguel et al [14] only identified 15 experimental studies published between 2005 and 2016 that applied theoretical approaches to guide the development of social media interventions.

Ngai et al [15,16] classified 31 theories used in social media studies into three categories: personal behavior theories, social behavior theories, and mass communication theories. Personal behavior theories (eg, the theory of planned behavior and technology acceptance model) focus on personal factors that affect user behavior on social media. Social behavior theories (eg, social capital theory and social cognitive theory) identify key social factors that stimulate individuals to participate in collective actions on social media. Mass communication theories (eg, parasocial interaction theory) reveal the distinct characteristics of social communications that can assist in the use of social media for communication and marketing [15,16]. These theories provide valuable insights into social media’s role in behavior change; however, the following two limitations exist in fully understanding the research use process:

1. They only consider 1 of the 2 latent and indispensable layers of social media use: social media and messages. Recipients must first use social media before they can engage with messages (eg, the technology acceptance model emphasizes the platform, and the social cognitive theory and theory of planned behavior focus on the message). Theories that do not address both layers fail to fully explain the process of research use through social media.
2. They neglect multilevel contextual factors, such as the virtual–technical, organizational, and system contexts, particularly in relation to the features of the social media platform in shaping behavior. This may lead to the development of knowledge translation strategies solely from an individual perspective, without taking into account the contextual determinants that affect recipients’ behaviors.

These 2 limitations were partially addressed by Ritterband et al [17], who developed a behavior change model for internet interventions, which posited that website use was influenced by support, characteristics of the websites and users, and environmental factors. Behavior change from information on websites is then influenced by various mechanisms (eg, knowledge and motivation). This model has been used to guide the development and evaluation of internet interventions in health care [18,19]. Although not exactly the same, websites that allow for multiway interaction are normally considered to be social media [20,21], and the Ritterband et al [17] model has been used in the social media context [22]. It addresses the limitations of the aforementioned social media theories, as it considers the platform—which in this case is the website—and accounts for the multilayered contexts in shaping behavior, such as personal, professional, and community contexts, as well as the health care system [17]. However, the Ritterband et al model [17] does not make mechanisms of change explicit and presents
a linear process for using the internet to change behavior when real-world practice is often complex [17].

Despite its extensive use for disseminating health care research evidence, social media is rarely used in a well-planned way with end users in mind, which largely limits its potential to bridge evidence–practice gaps and contribute to health care practices. Studies on the use of research evidence through social media are sparse [14]. Large theoretical gaps exist in understanding how social media interventions affect health care practices and decision-making. Unpacking the process by which social media works as a knowledge translation strategy is important to not only advance science but also inform interventions for improving health care practices and patient outcomes.

Objective

The purpose of this paper is to propose a conceptual framework to understand how social media works as a knowledge translation strategy for health care providers, policy makers, and patients to inform their health care decision-making.

Methods

We used a 3-step process based on the approach described by Meleis [23] to develop our conceptual framework. Meleis suggested that practice, theory, and research are important sources for patterning real-world phenomena and informing theory development [23]. Our approach was iterative and flexible and built a preliminary understanding of the process through which social media works for knowledge translation.

To get a sense of how they operate, we first reviewed five long-standing social media initiatives that have a large number of followers: the Fudan University JBI Center Nursing Evidence Dissemination Initiative (ie, Fudan JBI Initiative) [7,8,24], BUCM Cochrane Evidence Dissemination Initiative (ie, BUCM Cochrane Initiative) [25]. It Doesn’t Have to Hurt initiative [10,26], Be Sweet to Babies initiative [27], and Translating Evidence in Child Health to Enhance Outcomes (ECHO) program [28]. For each social media initiative, we specifically reviewed the topics and interface of their social media channels (including format and structure of content); the number of readers, followers, and comments; intervals between posts; and the length of videos and papers published relating to each initiative.

Second, we drafted the initial framework using a deductive initiative. Through a review of social media initiatives (n=5), theories (n=5), and empirical studies (n=58), including papers (15/58, 26%) relevant to the 5 social media initiatives and our team members to further locate relevant empirical studies. The studies we identified were primarily about factors that influenced people’s use of social media and its messages and strategies for promoting message use. We used the key findings of these studies to substantiate and fine-tune our initial framework.

Through an iterative process, we went back and forth from the initial framework to social media initiatives, theories, and empirical studies and developed the Social Media for ImpLementing Evidence (SMILE) framework. Implementation in the SMILE framework refers to instrumental, conceptual, and persuasive knowledge translation.

Results

Overview

Through a review of social media initiatives (n=5), theories (n=5), and empirical studies (n=58), including papers (15/58, 26%) relevant to the 5 social media initiatives [7,8,10,24,26,27,35-43] and papers (43/58, 74%) [9,13,15,44-83] from citation tracking, snowballing, or consultation, we developed the SMILE framework (Figure 1). Table 1 summarizes the key constructs and their supporting evidence. The SMILE framework provides a preliminary understanding of how social media can be used as a knowledge translation strategy to inform health care practices and decision-making. It has six key constructs: (1) developers, (2) messages and delivery strategies, (3) recipients, (4) context, (5) triggers, and (6) outcomes. For social media to enable recipients to use research evidence in their practice or decision-making, the framework proposes that in recognition of the crucial role they play in ensuring that recipients get relevant and appropriate messages. We added the virtual–technical context to the 3-layer contexts described in i-PARIHS (ie, local, organizational, and external) to capture the unique features of social media platforms, which is substantiated by the behavior change model for internet interventions (described above). We also included three types of knowledge translation outcomes—conceptual, instrumental, and persuasive research use [33,34]—in recognition of the fact that not all evidence on social media was appropriate for practice or behavior change. Rather, we recognize that a large amount of social media evidence affects understanding, attitudes, or collective actions.

The other four theories and models were used to develop two further aspects of our framework: using social media and using the messages. In the first aspect, the four theories and models were employed to understand social media use from two main construct levels: recipients and the virtual–technical context. In the second aspect, derived from the COM-B model and the Fogg behavior model, we built subconstructs for the active ingredient of message use, named as trigger in our framework.

We then reviewed published papers that incorporated the 5 long-standing social media initiatives (described earlier) and used strategies such as citation tracking from the papers we reviewed. The forward citation search was conducted using Google Scholar, and the backward citation search was conducted by screening the reference lists. We also conducted a citation snowballing search using Google Scholar and consulted experts from the 5 social media initiatives and our team members to further locate relevant empirical studies. The studies we identified were primarily about factors that influenced people’s use of social media and its messages and strategies for promoting message use. We used the key findings of these studies to substantiate and fine-tune our initial framework.

Through an iterative process, we went back and forth from the initial framework to social media initiatives, theories, and empirical studies and developed the Social Media for ImpLementing Evidence (SMILE) framework. Implementation in the SMILE framework refers to instrumental, conceptual, and persuasive knowledge translation.
developers respond to the needs and context of target recipients to develop relevant messages and appropriate delivery strategies. Recipients’ use of social media messages is influenced by the virtual–technical, individual, organizational, and system contexts and can be activated by different types of triggers, described as sparks, facilitators, and signals. Next, we describe the constructs of the SMILE framework.

**Figure 1.** SMILE (Social Media for ImpLementing Evidence) framework.
<table>
<thead>
<tr>
<th>Constructs</th>
<th>Theory origins</th>
<th>Empirical studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Developers</td>
<td>__(^a)</td>
<td>Fudan JBI Initiative [7,8,24,84]; BUCM(^c) Cochrane Initiative [25]; <em>It Doesn't Have to Hurt</em> initiative [10,26,85]; <em>Be Sweet to Babies</em> initiative [27]; ECHO(^b) [28,43]</td>
</tr>
<tr>
<td>Team composition</td>
<td>[9]</td>
<td>Fudan JBI Initiative [7,8,24]; BUCM Cochrane Initiative [25]; <em>It Doesn't Have to Hurt</em> initiative [85]; <em>Be Sweet to Babies</em> initiative [27]; ECHO [28]</td>
</tr>
<tr>
<td>Resource availability</td>
<td>[9]</td>
<td>Fudan JBI Initiative [7,8,24]; BUCM Cochrane Initiative [25]; <em>It Doesn't Have to Hurt</em> initiative [10,26]; <em>Be Sweet to Babies</em> initiative [27]; ECHO [28]</td>
</tr>
<tr>
<td>Scope of topic covered</td>
<td>[9]</td>
<td>Fudan JBI Initiative [7,8,24]; BUCM Cochrane Initiative [25]; <em>It Doesn't Have to Hurt</em> initiative [10,26]; <em>Be Sweet to Babies</em> initiative [27]; ECHO [28]</td>
</tr>
<tr>
<td>Vision of impact</td>
<td>[51,79]</td>
<td>Fudan JBI Initiative [84]; BUCM Cochrane Initiative [25]; <em>It Doesn't Have to Hurt</em> initiative [10,26,85]; <em>Be Sweet to Babies</em> initiative [27]; ECHO [28,43]</td>
</tr>
<tr>
<td>Messages and delivery strategies</td>
<td><em>i-PARIHS</em>(^d) framework (innovation) [29]</td>
<td>Fudan JBI Initiative [7,8,24]; BUCM Cochrane Initiative [25]; <em>It Doesn't Have to Hurt</em> initiative [10,26,85]; <em>Be Sweet to Babies</em> initiative [27]; ECHO [28,43]</td>
</tr>
<tr>
<td>Messages</td>
<td><em>Behavior change model for internet interventions</em> (website) [17]</td>
<td>Fudan JBI Initiative [7,8,24]; BUCM Cochrane Initiative [25]; <em>It Doesn't Have to Hurt</em> initiative [10,26]; <em>Be Sweet to Babies</em> initiative [27]; ECHO [28,43]</td>
</tr>
<tr>
<td>Delivery strategies</td>
<td><em>Behavior change model for internet interventions</em> (website) [17]</td>
<td>Fudan JBI Initiative [7,8,24]; BUCM Cochrane Initiative [25]; <em>It Doesn't Have to Hurt</em> initiative [10,26]; <em>Be Sweet to Babies</em> initiative [27]; ECHO [28,43]</td>
</tr>
<tr>
<td>Recipients</td>
<td><em>i-PARIHS</em> framework (recipients) [29]</td>
<td>—</td>
</tr>
<tr>
<td>Demographics</td>
<td><em>Behavior change model for internet interventions</em> (user characteristics) [17]</td>
<td>—</td>
</tr>
<tr>
<td>Personal traits</td>
<td><em>Behavior change model for internet interventions</em> (user characteristics) [17]</td>
<td>—</td>
</tr>
<tr>
<td>Motivation</td>
<td><em>COM-B(^f) model</em> (motivation and capability) [30]; <em>Fogg behavioral model</em> (motivation and capability) [31]</td>
<td>—</td>
</tr>
<tr>
<td>Capability</td>
<td><em>COM-B(^f) model</em> (motivation and capability) [30]; <em>Fogg behavioral model</em> (motivation and capability) [31]</td>
<td>—</td>
</tr>
<tr>
<td>Context</td>
<td><em>i-PARIHS</em> framework (context) [29]</td>
<td>—</td>
</tr>
<tr>
<td>Virtual–technical context</td>
<td><em>Behavior change model for internet interventions</em> (website) [17]; <em>theory of innovation diffusion</em> (innovation characteristics) [32]</td>
<td>—</td>
</tr>
</tbody>
</table>
Developers are individuals, groups, and organizations responsible for the management of social media contents. Developer activities may include designing and periodic uploading of information, monitoring operations, collecting data on impact, and answering questions or comments from viewers. Developers can be health care researchers who produce research evidence and share it directly via social media for public access. Barton [78] proposed a new research-to-practice continuum where researchers not only disseminate research findings through traditional journal publications but also create multimedia messages and disseminate them to the public. Developers can also be intermediaries who serve as a link between research producers and end users by translating research evidence into user-friendly messages for dissemination on social media.

Although it might be simple for individuals to develop and upload research findings to social media, a fast, frugal, and hope-the-change-happens approach has limitations. One of the propositions embedded in the framework is that the composition of the development team, availability of resources, scope of topics, and vision of impact influence the development of relevant and appropriate social media interventions, thus affecting recipients’ engagement with and use of the messages.

We suggest bringing together a multidisciplinary collaborative team of health care professionals, target users, social media experts, and audiovisual technicians (eg, camera operators and video editors) to best support the development of social media

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Theory origins</th>
<th>Empirical studies</th>
<th>Social media initiatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual context</td>
<td>Behavior change model for internet interventions (environment) [17]; COM-B model (environment) [30]</td>
<td>[67,68]</td>
<td>Fudan JBI Initiative [8,24]; It Doesn’t Have to Hurt initiative [10,26]; Be Sweet to Babies initiative [39,40]</td>
</tr>
<tr>
<td>Organizational context</td>
<td>Behavior change model for internet interventions (environment) [17]; COM-B model (environment) [30]</td>
<td>—</td>
<td>It Doesn’t Have to Hurt initiative [10,26]; Be Sweet to Babies initiative [39,40]</td>
</tr>
<tr>
<td>System context</td>
<td>Behavior change model for internet interventions (environment) [17]; COM-B model (environment) [30]</td>
<td>[71]</td>
<td>Be Sweet to Babies initiative [39,40]</td>
</tr>
<tr>
<td>Triggers</td>
<td>i-PARIHS framework (facilitation) [29]</td>
<td>[13,66,73,74]</td>
<td>—</td>
</tr>
<tr>
<td>Spark for motivation</td>
<td>Fogg behavioral model (trigger) [31]; COM-B model (motivation and capability) [30]; behavior change model for internet interventions (support) [17]</td>
<td>[55,67,74,79]</td>
<td>Be Sweet to Babies initiatives [41]</td>
</tr>
<tr>
<td>Facilitator for capacity</td>
<td>Fogg behavioral model (trigger) [31]; COM-B model (motivation and capability) [30]; behavior change model for internet interventions (support) [17]</td>
<td>[13,72,76]</td>
<td>Be Sweet to Babies initiatives [27,42]</td>
</tr>
<tr>
<td>Signal for reminding</td>
<td>Fogg behavioral model (trigger) [31]; COM-B model (motivation and capability) [30]; behavior change model for internet interventions (support) [17]</td>
<td>[13,55,74]</td>
<td>—</td>
</tr>
<tr>
<td>Outcomes</td>
<td>i-PARIHS framework (successful implementation) [29]</td>
<td>[33,34]</td>
<td>—</td>
</tr>
<tr>
<td>Conceptual research use</td>
<td>—</td>
<td>—</td>
<td>It Doesn’t Have to Hurt initiative [10,26]; Be Sweet to Babies initiative [27,35-39];</td>
</tr>
<tr>
<td>Instrumental research use</td>
<td>—</td>
<td>[76]</td>
<td>Be Sweet to Babies initiative [41]</td>
</tr>
<tr>
<td>Persuasive research use</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aData not available.

bJBI: Joanna Briggs Institute.
cBUCM: Beijing University of Chinese Medicine.
dECHO: Evidence in Child Health to Enhance Outcomes.
ei-PARIHS: integrated Promoting Action on Research Implementation in Health Services.
fCOM-B: capability, opportunity, motivation, and behavior.
interventions [9]. Health care professionals can assist with the identification of different types of evidence resources; target users can strengthen the relevance and accessibility of messages; social media experts can contribute to the operation of the platform; and audiovisual technicians can provide support when the team wants to deliver messages using videos or animations. For example, the It Doesn’t Have to Hurt initiative has built a large interdisciplinary collaborative team of researchers, trainees, patients, and other stakeholders to facilitate the stable operation of their social media program [10,26,85]. Similarly, the ECHO research program has created various videos, animations, and posters on child health with a multidisciplinary team [28]. With different knowledge, skills, and perspectives, the team can generate high-quality and influential social media products. The long-term collaborative approach can additionally promote the sustainability of these initiatives.

The availability of resources to develop and manage social media initiatives, such as time and budget, must be taken into consideration when planning it. In the It Doesn’t Have to Hurt initiative, it cost the team Can $15,000 (US $11,802) and considerable efforts to develop and promote their YouTube video, and the developers stated that financial costs could be a hindrance for individual researchers to undertake the work [10]. In their social media initiative to disseminate Cochrane Child Health evidence, Dyson et al [9] also found that the team invested enormous time and human resources in managing the platform. Therefore, we suggest that adequate time and budget be allocated to social media initiatives before their commencement.

The scope of topics covered is closely linked to the amount of time and resources invested. Some initiatives, such as the Fudan JBI Initiative [7,8,24] and BUCM Cochrane Initiative [25], have broad scopes that are open to a range of topics in nursing and medicine. Some initiatives focus only on specific topics; for example, the It Doesn’t Have to Hurt [10,26] and Be Sweet to Babies initiatives [27] target reducing procedural pain for children and infants, respectively. Other initiatives center on a certain field, such as the ECHO initiative, which covers common concerns of patients with chronic health conditions. The topics covered should be balanced with the consideration of practical issues. Dyson et al [9] suggested that starting from a specific content area and engaging with a stable social media community was more effective for developing a social media network.

It is also essential that the development team builds a shared vision of the impact they are looking to achieve and tracks the performance of their social media initiatives [51]. Building and sustaining a social media initiative is demanding work that requires collaboration and investment. An explicit team vision of the impact of social media can motivate the team to work toward a common goal. For example, since 2016, the Fudan JBI Initiative has openly shared its social media vision in its annual center report and at conferences [84]. Gates et al [79] also emphasized the importance of setting goals and tracking achievements after the evaluation of their social media initiative.

In the SMILE framework, we propose that the engagement of a multidisciplinary team, time, and resource investments are essential for developing relevant and appropriate social media interventions to influence research use. Developers should balance the topics covered with practical considerations and create a shared vision of the goals of their social media initiatives.

**Messages and Delivery Strategies**

**Overview**

The second construct in the SMILE framework is messages and delivery strategies. Developers should respond to recipients’ needs and their context to create messages and delivery strategies. Through a systematic literature review, Schein et al [57] observed that collaborating with target users to create social media interventions contributed to heightened authenticity of messages and improved trust in developers. Korda and Itani [51] suggested that social media messages should account for user characteristics and information preferences and should be customized through an iterative interaction with target users. On the basis of 4 years of experience in social media operations, the Fudan JBI Initiative recommended that developers could improve the usability and uptake of research evidence on WeChat through the full use of WeChat’s interactive functions to capture users’ needs [7,24].

**Messages**

To date, a limited number of studies have investigated the attributes of social media messages that influence its uptake, despite the development of tools and models to assess the quality of web-based information [44,47,49,54,59,61-63,80]. On the basis of the content of these tools and models, as well as the unique features of social media platforms, we posit six interrelated attributes that influence the uptake of social media messages: relevance, aesthetics, readability, findability, credibility, and usability. A relevant message is directly related, connected, or pertinent to target users. The more relevant messages are to the target users, the higher their level of engagement and the likelihood of being used. In their systematic review, Schubart et al [58] concluded that internet interventions that addressed the primary concerns of patients with chronic health conditions were the most successful.

An aesthetic message is characterized by the artistic design and visual appeal of the social media content; for instance, the layout of content, color and size of words, and graphics [17]. A first impression is made after a brief glimpse of the format and structure of content, and a user will quickly decide whether to stay on it or leave [56]. For example, ECHO uses art-based approaches, such as animations and e-books, to disseminate child health evidence on social media [43]. As many social media platforms impose restrictions on the design and presentation of messages, flexibility with visual appeal is often limited. For example, Twitter only allows 140 characters and 4 pictures per tweet.

A readable message is easy to follow. The US National Institutes of Health recommend that the readability of content on websites be at the sixth- to eighth-grade level [44]. Readability also encompasses accessibility and understandability. Health information that is hard to read will
be hard to understand and therefore remain inaccessible, particularly for people with low health literacy [52]. For example, the *It Doesn’t Have to Hurt* initiative developed YouTube video storyboards and scripts in collaboration with a communication company, which was further verified by parents for its readability [10,26].

The messages must also be findable, meaning that they are easy to locate. Search boxes, navigation menus, and links are likely to improve the findability of health information on social media [62,63]. Both the Fudan JBI Initiative [7] and BUCM Cochrane Initiative used the navigation function in WeChat to organize and categorize the evidence sources, which allowed users to easily locate the specific evidence item they wanted.

A credible message refers to the trustworthiness of the message and is described as accurate, believable, and factual [59,63,80]. The *Journal of the American Medical Association* considers four elements to judge the credibility of medical information on the internet: currency of information; declaration of authorship; presentation of a list of references; and the disclosure of any conflicts of interest, funding, or sponsorship [60].

Finally, the usability of a message is the extent to which it can be actionable in practice. For the purpose of affecting research use, clear behavioral recommendations or prescriptions within the message can promote its usability [44]. Together, the six attributes of relevance, aesthetics, readability, findability, credibility, and usability influence the use of a social media message in practice.

**Delivery Strategies**

Delivery strategies are the ways through which social media messages are conveyed to recipients. We conceptualize them as comprising three distinct layers: the social media platforms, modes of delivery, and specific parameters. One of the first decisions that developers need to make is which social media platform to use. Although social media platforms have burgeoned in recent years, only a few are popular for disseminating health care information, such as Facebook, YouTube, and Twitter in Western countries and WeChat and Weibo in Asia. Messages are delivered on social media platforms through different modes of delivery, such as text, infographics, videos, audios, animations, vignettes, testimonials, and stories [17]. The modes of delivery differ in their impact on users’ engagement with the messages, and research has found that visual abstracts attract a significantly greater number of engagements than basic texts [82,83]. Webb et al [13] conducted a systematic review in which they classified the modes of delivery of internet-based behavior change interventions into three types: automated functions (eg, automated tailored feedback), communicative functions (eg, access to an adviser to request advice), and the use of supplementary modes (eg, SMS text message). It should be noted that the options for the mode of delivery vary for different social media platforms. The specific parameters of the delivery strategy are the characteristics of the mode of delivery, such as the length of videos, size, color and limits of words, frequency, and interval of message uploading. In the 5 initiatives we reviewed, all used a variety of social media platforms such as WeChat, YouTube, and Twitter. In addition, they used diversified modes of delivery, such as videos, podcasts, animations, stories, and texts, to deliver their social media messages.

Overall, the attributes of messages and delivery strategies affect the reach and successful use of messages by people and are a key construct in the SMILE framework. The 6 attributes of messages and the 3 layers of delivery strategies should be considered during the social media content development process to promote the likelihood of message use.

**Recipients**

Recipients are the target audience of social media messages and have the potential to direct, influence, or be affected by messages. In our framework, we consider health care providers, policy makers, and health care consumers as recipients. We also propose that using social media messages in health care decision-making involves two distinct, interconnected layers: using the social media and then using the message. It is a prerequisite for recipients to first accept and use the social media before they can engage with the messages. We distinguish between these 2 layers and consider the factors that influence each layer separately. We contend that the characteristics of recipients and the virtual–technical context are the two main domains that influence people’s use of social media, and the individual, organizational, and system contextual domains shape the message use.

Together with frameworks from the social media and technology research field [15,48,55,65], the i-PARIHS framework [29], behavior change model for internet interventions [17], COM-B model [30], and Fogg behavior model [31] have provided valuable insights into the characteristics of recipients that influence social media use. On the Basis of their theoretical constructs, four aspects of recipients’ characteristics were incorporated into our framework: demographics, personal traits, motivation, and capability.

Demographics include age, gender, geography, socioeconomic status, ethnicity, and lifestyles [15,17,55]. Large quantities of research data from Twitter and Facebook revealed differences in social media use by gender, ethnicity, and geography [45,53]. Personal traits of openness, conscientiousness, extraversion, agreeableness, and neuroticism—rooted in genetics—are perceived as one of the fundamental theories that explain personal behavior [15]. They are closely associated with social media use [64]. In a national survey in the United States, Correa et al [46] found that although extraversion and openness were positively related to social media use, emotional stability—a central measure of neuroticism—was a negative predictor. These findings differed by gender and age [46].

Motivation and capability are 2 summative characteristics of social media recipients that the SMILE framework identifies as affecting social media use. These characteristics are based on the Fogg behavior model [31] and the COM-B model [30]. Within motivation, perceived needs [65], attitude [50], intention [48,50,55], self-efficacy [17], and goals [55] are factors motivating individuals to use social media. Within capability [48,50], knowledge and skills [17,31] enable individuals to use social media. Together, all four characteristics of recipients (demographics, personal traits, motivation, and capability) are
determinants affecting social media use in the SMILE framework.

Context

Overview

In the SMILE framework, context is defined as “a set of characteristics and circumstances that consist of active and unique factors that surround the implementation... (It) interacts, influences, modifies, and facilitates or constrains the intervention and its implementation” [81]. We identify four interrelated layers of contextual factors that influence social media use and further message use: virtual–technical, individual, organizational, and system contexts.

Virtual–Technical Context

The virtual–technical context is the context surrounding the social media platform. Dawot and Ibrahim [69] summarized its composition into three core elements: individual-level, conversation-level, and community-level elements. Through a systematic review, Elaheebocus et al [70] created a taxonomy of social media features that included identity representation, communication, peer grouping, data sharing, competition, activity data viewing, and web-based social networks.

We posit that seven characteristics of the platform influence social media use: relative advantage, complexity, observability, compatibility, usefulness, interactivity, and playfulness [48,65,75,77]. Relative advantage, complexity, observability, and compatibility originate from the theory of innovation diffusion [32] and are all considered important factors influencing social media use [65]. Relative advantage is the degree to which one social media platform is perceived to be better than other alternatives. Complexity is the extent to which social media is perceived as being difficult to use. Observability is the degree to which the benefits of social media use are visible to others. Compatibility is the degree to which social media is perceived as consistent with the existing values, past experiences, and needs of potential users [65]. Each of these factors is positively associated with social media use, except for complexity [75]; the more complex the social media is perceived, the lower the level of engagement by users. Usefulness is the degree to which social media can directly or indirectly benefit individual performance. Data show that usefulness can predict up to 62% of the intention to use social media [48]. Interactivity is the degree to which social media enables 2-way communication rather than 1-way transmission or distribution of information. Multiple research studies have demonstrated the positive effects of interactivity on social media use [75,77]. Playfulness is the hedonic value of social media and can influence the perceived usefulness and direct use of social media [48]. In the 5 social media initiatives included for developing the SMILE framework, all of them use popular platforms that contain these 7 characteristics, attesting to their importance. We posit that all 7 aspects of the platform in the virtual–technical context affect social media use.

Individual Context

The context of an individual plays a crucial role in shaping one’s behavior of message use. Brouwer et al [67,68] found that being motivated to visit the web-based intervention, being curious about the content, and perceiving the web-based intervention as personally relevant were important influencers for participants to engage with the web-based intervention. In a qualitative and a cross-sectional study conducted by Hu et al [39,40] to understand the barriers of implementing the Be Sweet to Babies pediatric pain management strategies in China, they found that insufficient knowledge, beliefs, and self-efficacy of health care providers were common individual-level barriers hindering the implementation of social media messages in clinical practices by nurses.

Organizational Context

Organizational context is considered an indispensable layer of the context affecting one’s use of a social media message in practice. In the Be Sweet to Babies initiative, the hierarchical managerial system, low authority of nurses, and staff shortage were factors impeding nurses from changing their practice and incorporating the evidence in China [40]. In the It Doesn’t Have to Hurt initiative, researchers found that the cost for using topical anesthetic cream [10] and the unit routines of disallowing parental presence during painful procedures [26] hindered the implementation of pain management strategies for children. The Fudan JBI Initiative also stated explicitly in every WeChat post that users should consider the local context to determine the appropriateness of implementing the evidence.

System Context

People’s use of social media messages in health care practices is also influenced by the broader system context, namely the social, political, economic, and cultural environment. From a social perspective, one study found that popular opinion leaders on the internet played a positive role in changing sexual behaviors among men who have sex with men [71]. Some countries impose restrictions at the judicial level on accessing certain social media, which may be attributed to ideological, political, or economic reasons. Culturally, Hu et al [40] found that the negatively escalating relationships between patients and health care professionals in China made nurses reluctant to introduce the Be Sweet to Babies pain management strategies, despite a strong evidence base for the practices.

As illustrated above, we have made distinctions between the four types of contexts that influence social media and its message use in the SMILE framework. Specifically, the virtual–technical context concerns the determinants of social media use; the individual, organizational, and system contexts are considered as the micro-, meso-, and macro-level factors shaping message use.

Triggers

Overview

The concept of the trigger in the SMILE framework describes the strategies adopted to activate social media message use. On the basis of the i-PARIHS framework [29], for social media to be effective in facilitating research use, there needs to be an active ingredient to energize the message implementation process, in addition to having relevant messages. The trigger is derived from the Fogg behavioral model [31] and includes...
behavior change techniques (active triggers) or events (passive triggers) that activate a recipient to use social media messages. One behavior change technique, as an active trigger, is an “observable, replicable, and irreducible component of an intervention designed to alter or redirect causal processes that regulate behavior” [73]. Michie et al [73] created a behavior change technique taxonomy to standardize the reporting of the active content of behavior change interventions. These techniques have been widely adopted in social media interventions. Webb et al [13] found, in their systematic review, that internet interventions that incorporated more behavior change techniques had larger effects than interventions that incorporated fewer techniques. In a systematic review of the characteristics of internet-delivered healthy lifestyle promotion interventions, Brouwer et al [66] reported that feedback, interactive elements, and email or phone contact were the most commonly used techniques. In a recent systematic review in 2020, Simeon et al [74] conducted a detailed analysis of the behavior change techniques used in social media interventions. They found that 46 techniques had been used in the identified 71 studies. An event, as a passive trigger, is an emergent, unexpected, or accidental incident that pushes recipients to use social media messages in a passive way. These events require people to think and act in alternative ways, and social media provides relevant information to perform an alternative behavior. Fogg [31] classified triggers into three different types in persuasive technology design: sparks, facilitators, and signals. We adopted these 3 types of triggers and enriched their connotations in our framework, as discussed in the following sections.

**Spark for Motivation**

A spark is a trigger that motivates recipients to use a message. It can be used when recipients’ motivation to use a social media message is low or needs to be further enhanced. Developers can apply various behavior change techniques such as problem solving, feedback and monitoring, and social support and reward [55,74] to help activate behavior change. For example, Modanloo [41] used motivational interviewing to improve parents’ use of Be Sweet to Babies pain management strategies for infants during vaccination. Although no significant differences were found between the 2 comparative groups, approximately all participants used at least one strategy in the vaccination [41]. Through a Delphi study approach, Brouwer et al [67] identified that two behavior change techniques—the provision of tailored feedback on behavior and credible information source [73]—were related to an extended engagement with internet interventions. After implementing their social media initiative, Gates et al [79] suggested that web-based opinion leaders’ endorsements would be a promising strategy for motivating recipients to use the messages.

**Facilitator for Capability**

A facilitator is a trigger that improves recipients’ capability to use social media messages, such as knowledge and skills. Social media interventions that incorporate different behavior change techniques, such as instructions on behavior performance and demonstrating the behavior [73], are likely to improve the capability of recipients. In the Clinical Excellence Through Social Media trial, Tunnecliff et al [76] linked every tendon management practice point on Twitter and Facebook to supplementary information to enhance the knowledge of recipients. Webb et al [13] found that the use of communicative functions within internet interventions to provide access to and schedule contacts with an adviser could have a small to medium effect on behavior. Developers made full use of the visualization function of a YouTube video in the Be Sweet to Babies initiative to demonstrate pain management techniques and help the recipients build skills [27]. Watching this video doubled the chance of using an analgesic strategy and increased breastfeeding 1.5 times and skin-to-skin care 4.6 times by parents in a nonrandomized pragmatic trial in Brazil [42].

**Signal for Reminding**

A signal indicates or reminds recipients of social media messages. This type of trigger is useful when recipients need external reminders to use messages or, in other cases, when events emerge, and the developers want to push recipients to use the messages, such as wearing masks during the COVID-19 pandemic. The signal can be an active prompt or cue in the form of an SMS text message delivered by developers [31,55]. Among the 71 included studies in the systematic review by Simeon et al [74], 10 studies reported the use of prompts or cues as a behavior change technique in self-directed social media programs. Webb et al [13] also found that SMS text messages were highly effective for behavior change in internet interventions when they provided cues to action. A signal, on the other hand, is an event that is emergent, accidental, or unexpected such as an adverse event that happened on a unit, a new health care regulation or policy, or a global pandemic. These events remind people of the relevant resources on social media platforms that can help tackle the situation. Together, the SMILE framework proposes sparks, facilitators, and signals as triggers to activate recipients to use social media messages.

**Outcomes**

In the SMILE framework, we specify the knowledge translation outcome as research use, which is a multidimensional concept that involves conceptual, instrumental, and persuasive use of research findings [33,34]. Conceptual research use refers to using research evidence to change the levels of knowledge, understanding, or attitude of a recipient. Both the It Doesn’t Have to Hurt initiative [10,26] and Be Sweet to Babies initiative [27,35-39] have demonstrated that when recipients receive relevant and appropriate messages on social media that respond to their needs and context, they are highly likely to improve conceptual research use. Instrumental research use involves the direct application of research evidence in practice to change behavior. Modanloo et al [41] and Tunnecliff et al [76] have shown, in their randomized controlled trials, that different types of triggers, such as sparks or facilitators, are essential for the active uptake of research evidence and behavior change by recipients. Persuasive research use refers to using research evidence as a political or persuasive tool to justify an action, attain power, or achieve goals [33,34]. One of the most typical examples is the #WearingMasks social media campaign during COVID-19, which has made a huge impact on public behavior and government policy making.
Discussion

Principal Findings

In this paper, we present the SMILE framework, which is based on a review of 5 social media initiatives, 5 theories, and 58 empirical studies. The framework provides a preliminary understanding of how social media works as a knowledge translation strategy for health care providers, policy makers, and patients to inform their health care decision-making.

The SMILE framework has implications for research by offering a heuristic device for the development of social media interventions to promote evidence use. We suggest that it be used in combination with process frameworks, which provide step-by-step guidance on implementing web-based knowledge translation interventions [86] or evaluation frameworks to evaluate the multilevel outcomes and impacts of social media interventions [54].

Implications for Social Media Strategy Development

On the basis of this framework, we offer several suggestions for researchers and organizations who intend to use social media to promote research use. First, in the preparation stage, it is important for developers to assess their readiness to start a social media initiative. Some probing questions may be considered during this stage, such as is there an explicit topic to be covered? Does the team have enough time, resources, and expertise to develop the intervention and monitor the operation?

Once the infrastructure has been built for the social media initiative, the team begins developing a message and delivery strategy. Developers should recognize target users’ needs and their context and, if possible, engage them in the development process. The six attributes of messages (ie, relevance, aesthetics, readability, findability, credibility, and usability) and three dimensions of delivery strategies (ie, social media platform, mode of delivery, and specific parameters) need to be taken into account when creating the social media interventions.

The team can then start the activation stage, where they make efforts to embed triggers into the social media delivery mechanisms for recipients to use the messages. Developers may interact with multilevel stakeholders and investigate the enablers of and barriers to recipients’ use of the messages. By tailoring behavior change techniques to identified barriers and enablers, the development team can develop a social media strategy that has the greatest potential to affect message use in practice.

Acknowledgment of Complexity Within This Framework

We fully acknowledge the complexity of developing and implementing social media interventions and incorporate the notion of complexity within this framework in several ways. As information and communication sciences are fast-growing fields, new features and functions for social media platforms are continually emerging. Consequently, the approaches to developing messages and delivery strategies may become more diversified as technology advances. The dynamic interactions between constructs within the SMILE framework, such as the interaction between developers, recipients, and their situated contexts, make it challenging to undertake firm predictions [87,88]. Developers should immerse themselves in the human–social media system and capture underlining interactive patterns to inform the development of the most relevant and targeted activating techniques.

We also acknowledge the nonlinear aspect of the social media implementation processes, in which different levels of context influence and shape behavior. Promoting research use through social media is not a linear, straightforward process, and constant adaptations should be expected and embraced to optimize interventions. Finally, as each construct within this framework does not have a fixed and predetermined effect, and the interactions between constructs are dynamic and complex, we recognize that the framework has not been empirically validated and may not reveal all of the mechanisms at play for social media to influence research use. Nevertheless, the framework is based on current empirical evidence and well-recognized theories to provide plausible explanations for the successes and failures of social media interventions. Overall, the framework explicates the complexities of using social media in real-world practice and elucidates the key domains that developers, recipients, and researchers should attend to when developing or evaluating social media interventions.

As Maloney et al [72] suggested, “rather than looking at whether or not social media is effective for health professional education, it may be time to look at how various modalities can be optimized, both in terms of how the messages are delivered and how learners can be supported to engage.” Using social media to disseminate research evidence has become such an inexorable global trend that researchers should go beyond the investigation of the effectiveness of social media interventions and delve into the theoretical field on how to make it effective. The next stage of our project will be to test and refine the SMILE framework through a realist methodology that unpacks the mechanisms of how and under what circumstances social media works as a knowledge translation strategy for health care professionals to improve the delivery of research-based care.

Limitations

The SMILE framework and its development process have 2 limitations. First, because of the multiple interactive components involved in developing and using social media for knowledge translation, as well as the massive amount of literature available from the relevant disciplinary fields, it was challenging to retrieve all pertinent theories and studies using a full systematic review approach. Instead, we used a targeted and flexible approach to select studies that allowed us to prioritize articles based on our framework’s development needs. It is possible that we missed some research and embedded our own values into the propositions by using this approach; thus, our next step is to test and refine the framework. Second, as the use of social media for knowledge translation in real-world practice is still in its infancy, we could not locate studies that captured all the SMILE framework’s propositions. More empirical studies of social media initiatives are needed to test the propositions of this framework.
Conclusions

In this paper, we propose the SMILE framework based on a review of social media initiatives, theories, and empirical studies as a preliminary understanding of how social media works as a knowledge translation strategy in health care decision-making. We provide a detailed description of each construct in the framework and offer suggestions for researchers and developers who intend to develop social media initiatives and interventions. For social media to be effective in enabling recipients to use research evidence in their practice decision-making, the SMILE framework purports that developers respond to target recipients’ needs and context to develop relevant social media messages and appropriate delivery strategies. Recipients’ use of messages is influenced by the virtual–technical, individual, organizational, and system contexts and can be activated by three types of triggers: sparks, facilitators, and signals. The SMILE framework maps the factors that are hypothesized to influence recipients’ social media message use and offers a heuristic device for social media developers and researchers to develop social media interventions. More empirical studies and social media initiatives are needed to test the propositions of the SMILE framework.
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Abstract

Background: Mindstep is an app that aims to improve dementia screening by assessing cognition and risk factors. It considers important clinical risk factors, including prodromal symptoms, mental health disorders, and differential diagnoses of dementia. The 9-item Patient Health Questionnaire for depression (PHQ-9) and the 7-item Generalized Anxiety Disorder Scale (GAD-7) are widely validated and commonly used scales used in screening for depression and anxiety disorders, respectively. Shortened versions of both (PHQ-2/GAD-2) have been produced.

Objective: We sought to develop a method that maintained the brevity of these shorter questionnaires while maintaining the better precision of the original questionnaires.

Methods: Single questions were designed to encompass symptoms covered in the original questionnaires. Answers to these questions were combined with PHQ-2/GAD-2, and anonymized risk factors were collected by Mindset4Dementia from 2235 users. Machine learning models were trained to use these single questions in combination with data already collected by the app: age, response to a joke, and reporting of functional impairment to predict binary and continuous outcomes as measured using PHQ-9/GAD-7. Our model was developed with a training data set by using 10-fold cross-validation and a holdout testing data set and compared to results from using the shorter questionnaires (PHQ-2/GAD-2) alone to benchmark performance.

Results: We were able to achieve superior performance in predicting PHQ-9/GAD-7 screening cutoffs compared to PHQ-2 (difference in area under the curve 0.04, 95% CI 0.00-0.08, P=.02) but not GAD-2 (difference in area under the curve 0.00, 95% CI –0.02 to 0.03, P=.42). Regression models were able to accurately predict total questionnaire scores in PHQ-9 (R²=0.655, mean absolute error=2.267) and GAD-7 (R²=0.837, mean absolute error=1.780).

Conclusions: We app-adapted PHQ-4 by adding brief summary questions about factors normally covered in the longer questionnaires. We additionally trained machine learning models that used the wide range of additional information already collected in Mindstep to make a short app-based screening tool for affective disorders, which appears to have superior or equivalent performance to well-established methods.
Introduction

Depression was among the 12 modifiable dementia risk factors identified by the Lancet commission [1]. The relationship between depression and dementia is complex, with depression being a risk factor for dementia, a prodromal symptom [2] and a differential diagnosis known as pseudodementia [3]. Anxiety is a highly comorbid condition with depression and is an important feature in the diagnosis of dementia [4]. Anxiety has independent effects on cognition [5] and plays a role in driving health-seeking behavior in individuals without deficits [6]. Furthermore, depression and anxiety symptoms are common in older adults with an estimated prevalence of around 13% [7]. Therefore, appropriate screening for depression and anxiety is of importance when screening for dementia. Mindstep is a new app that aims to holistically screen for cognitive impairment and dementia while gathering information on important dementia risk factors. It achieves this by integrating the analyses of important risk factors such as depression and anxiety with cognitive screening tests in a conversation interface. It is important that the methods used within this app are accurate and easy to integrate within the wider structure of the app.

Both the 9-item Patient Health Questionnaire for depression (PHQ-9) and the 15-item Geriatric Depression Scale are widely used in clinical settings to screen for depression in older adults [8,9]. However, despite being shorter, PHQ-9 performs at least as well as the Geriatric Depression Scale in screening older adults across multiple populations, and therefore, we decided to incorporate PHQ-9 into the app [10,11]. The optimal cutoff point for the diagnosis of PHQ-9 is ≥10 with an associated sensitivity and specificity of 88% [8]. Similarly, the 7-item Generalized Anxiety Disorder Scale (GAD-7) assessment has been used for anxiety screening with high sensitivity (92%) and specificity (76%) in those of working age with cutoff points ranging from ≥7 to ≥10 [12-14]. Further research has established effectiveness in screening older adults, with lower cutoffs of 5 recommended for better sensitivity [12,13].

Although these questionnaires are individually brief, they can become lengthy when nested within an app that aims to screen for multiple other risk factors and utilize multiple tests. Longer questionnaires cause higher rates of fatigue and dropouts, and hence, we aimed to limit the duration of total software use to 5 minutes [15]. This is especially key for individuals with affective disorders who are likely to experience deficits in attention, concentration, motivation, and fatigue [16,17]. We therefore considered PHQ-4 that combines PHQ-2 (which consists of the first 2 questions of PHQ-9) and GAD-2 (which consists of the first two questions of GAD-7) [18]. Although this shortens the time spent on the questionnaires, PHQ-4 does not have a severity scale, and commonly used cutoffs can result in prioritizing sensitivity or specificity at the expense of the other [19]. Consequently, this requires follow-up questions; for example, completing the whole PHQ-9 following a positive screen on PHQ-2 [20]. We wanted to develop a method that would have both the brevity of PHQ-4 and the accuracy of the longer PHQ-9/GAD-7 in addition to a severity scale. To achieve this, we adapted PHQ-4 by adding questions about factors normally covered in the longer questionnaires. We trained machine learning models that used the wide range of additional information already collected in Mindstep. Therefore, this study aims to assess the performance of our models when benchmarked against full-length standardized PHQ-9 and GAD-7 questionnaires. If performance was equivalent to that of these longer questionnaires, this would enable the app to have a screening method of equivalent efficacy while minimizing completion time.

Methods

App Data Collection and Users

Data of users of the Mindstep app were used for this study in a convenience sample. The app consists of a 5-minute conversational style questionnaire where information on common dementia risk factors is gathered. Cognitive performance is assessed through modified versions of 2 common cognitive tests: the Stroop test and Symbols Digit Modalities test. The dementia risk factors queried include medical history, age, alcohol consumption and dependency, concussion, smoking, and self-reported functional impairment. Analogous to medical consultation, further screening is then performed in response to answers that would elicit concern. Only those who reported feeling depressed or tired were screened with PHQ-9, while only those who reported feeling anxious or worried were screened with GAD-7. As a control group, for a short time, those who answered that they felt fine or great were also screened for anxiety. Apart from age, no other personal information was gathered from users.

New Question Design

New questions were created based on the longer versions of PHQ-9 and GAD-7, each for depression (Mindset Depression Question [MDQ]) and anxiety (Mindset Anxiety Question [MAQ]) to encompass symptoms of depression and anxiety in the Diagnostic and Statistical Manual of Mental Disorders that would normally be excluded from the shortened questionnaires. In 1 question, users were asked to select in a binary manner if any of several options applied to them—a method of collecting a wide range of information in a rapid manner. The questions are shown below (Figure 1). A mixture of categorical and continuous features from the app was used. The features were selected by unsupervised recursive feature elimination. Both models included age, alcohol dependency (as assessed by CAGE) [21], and a functional impairment question. For the PHQ models, the MDQ, PHQ-2, alcohol/drugs/smoking (currently/past/never), weekly alcohol consumption in drinks
(<3/4-7/7-14/>14), feeling (depressed/tired), and joke data (yes/no/didn’t get it) were included. For the GAD models, MAQ, GAD-2, and the cognitive scores (MStroop/MSymbols) were included.

Figure 1. (A) Screenshot of the Mindset Anxiety Question. (B) Screenshot of the Mindset Depression Question.

Benchmarks

Outcomes of interest were compared to those of the full-length PHQ-9 and GAD-7. For the binary classification task, a cutoff value of ≥10 was used in both cases to represent commonly used screening cutoffs for these tools [14,22]. The total PHQ-9 and GAD-7 scores were also used for the regression task where the full-length screening score was predicted from PHQ-4 plus Mindset features.

Data Preprocessing and Analysis

As part of the preprocessing pipeline, the categorical inputs were one-hot encoded. As only self-reported heavy drinkers were asked to complete the CAGE questionnaire, most users did not register a CAGE score and their score was assumed to be 0. For users who chose not to complete the Stroop or Symbols test, a mean value was used for their results. We divided the data into 80% training and a 20% holdout testing sets for PHQ (n=432,108) and GAD (n=408,103) with 10-fold cross validation. The holdout test set remained unseen throughout model training, hyperparameter tuning, and model selection.

Machine Learning Models

Four distinct machine learning models were trained in both classification and regression task. The models used were logistic regression (linear regression was used in the regression task), support vector machines, TabNet [23], and extreme gradient boosted trees. The models were evaluated based on 10-fold cross validation scores (area under the curve [AUC] for classification, R² for regression). The weaker models were discarded (AUC<0.9 or R²<0.7), and the final result was a median ensemble of the remaining models. Only the ensemble model was tested on the testing set. The performance on the training set of this ensemble model compared to that on the individual models can be found in Table S1 of Multimedia Appendix 1.

Benchmarking

To guide interpretation and benchmarking of results, the final ensemble model was compared to logistic/linear regression models built using only the PHQ-2 and GAD-2 questionnaires. This was done on the unseen holdout test set. Confidence intervals and P values were generated to assess for the significance of differences by comparing model performance via a 1000-times bootstrap of the test set.

Model Explainability

To interpret the predictions of the final ensemble model, model agnostic Shapley Additive Explanations (SHAP) scores were calculated to determine the relative feature importance [24]. SHAP scores determine which features are important to the model across the entire testing set and enable local interpretations such as why a particular prediction was made for a given user.

Ethical Approval

This paper was a secondary data analysis of robustly anonymized data with minimal demographic information collected (only age) where there is no chance of data being linked to any individuals. On using the app, users agreed to transparent terms and conditions, which included having their data stored and anonymously used for further research. Therefore, ethical approval was not strictly required for this research. Out of an abundance of caution, we applied for and
were granted retrospective ethical approval for the use of these data for research: West Midlands, Solihull Research Ethics Committee, Reference 21/WM/0202.

Results

Participant Data

Of the 2235 Mindstep users, 540 completed the PHQ and 511 completed the GAD. The mean age of the total Mindstep users was 50 (SD 14.1) years; for the PHQ subset, it was 49.3 (SD 13.1) years; and for the GAD users, it was 49.1 (SD 13.6) years. Of the 540 targeted users selected to take PHQ-9, 233 (43.1%) screened positive for depression. Of the 511 targeted users selected to take the GAD-7, 173 (33.9%) screened positive for GAD. These high rates likely represent the enriched selection of users who had already reported feeling negatively valenced emotions. Only a small number of users did not complete the Stroop (28/2235, 1.3%) or Symbols tests (26/2235, 1.2%) and had data imputed.

Questionnaire Characteristics

All questionnaires had excellent reliability as measured by the Cronbach interitem correlation [25]: PHQ-9 (α=.84), PHQ-2 (α=.77), GAD-7 (α=.90), and GAD-2 (α=.84). The test set AUC for the ensemble model for PHQ-9 (0.90) was a significant improvement on the PHQ-2 baseline (difference 0.04, 95% CI 0.00-0.08; P=.02). The test set AUC for the ensemble model for GAD-7 (0.93) was equivalent to the GAD-2 baseline (difference 0.00, 95% CI –0.02 to 0.03, P=.42 (Figure 2). By altering thresholds, the sensitivity and specificity of the ensemble models can be optimized for particular situations. The selected optimal sensitivity and specificity for the PHQ model was 88% and 85%, respectively, achieving a good compromise compared to the highly sensitive PHQ-2 cutoff ≥2 (90% and 61%, respectively) or highly specific PHQ-2 cutoff ≥3 (68% and 93%, respectively). The positive and negative predictive values for the PHQ model were 78% and 92%, respectively. The sensitivity and specificity of the GAD model (95% and 78%, respectively) were substantively similar to the clinically used GAD-2 cutoff ≥3 (92% and 75%, respectively). The positive and negative predictive values for the GAD model were 69% and 96%, respectively.

Figure 2. Receiver operating characteristic curve for prediction of (A) Patient Health Questionnaire for depression and (B) Generalized Anxiety Disorder Scale of the model ensemble and their respective baselines. GAD: Generalized Anxiety Disorder; PHQ: Patient Health Questionnaire; ROC: receiver operating characteristic.

Regression Analysis

Figure 3 shows the regression model ensemble predictions for the test set PHQ-9 and GAD-7 scores. Both models (Figure 3) were able to achieve good prediction of the full-length questionnaire scores: PHQ-9 (R²=0.655, mean absolute error [MAE]=2.267) and GAD-7 (R²=0.837, MAE=1.780). The PHQ model showed a significant improvement in MAE over the PHQ-2 baseline (difference 0.35, 95% CI –0.10 to 0.26, P=.20) and a nonsignificant improvement in R² (0.08, 95% CI 0.00-0.02 to 0.21, P=.06). The GAD model showed a nonsignificant improvement in MAE over the GAD-2 baseline (0.08, 95% CI –0.10 to 0.26, P=.20) and a significant improvement in R² (0.04, 95% CI 0.01-0.08, P=.01) (Table S1 in Multimedia Appendix 1). For PHQ, by breaking the scores into categories of increasing severity [8], 0-4, 5-9, 10-14, 15-19, and ≥20, an intraclass correlation was calculated to be 0.76 (95% CI 0.67-0.83, P<.001). For GAD, categories of 0-4, 5-9, 10-14, and ≥15 were used [14]. An intraclass correlation was calculated as 0.87 (95% CI 0.81-0.91, P<.001).
Discussion

Principal Results

We have shown that the combination of PHQ-4, additional questions, and risk factor information are able to accurately predict the severity score of the longer questions with an $R^2$ of 0.655 on PHQ-9 and $R^2$ of 0.837 for GAD-7. This is a novel finding, as previous studies have only looked at agreement between the binary cutoffs of the shorter questionnaires compared to that of the longer. This suggests that even these ultrashort questionnaires may be responsive to change, although this will need to be explored in future work. In addition to this, compared to using the PHQ-2 alone, our model achieves significantly better performance on both classification and regression models. The SHAP analysis suggests that the MDQ and MAQ can capture some of the variance missed by the shorter PHQ-4. The benefit of our model is less clear in anxiety.
with little difference compared to utilizing the GAD-2 alone. This may be in part, as GAD-2 alone achieves very high performance on both the binary classification and regression task. This is in line with meta-analyses, which show that GAD-2 achieves very similar performance to GAD-7 [12-14]. The strength of our developed model for depression is not just an enhanced accuracy of prediction but also our ability to choose any threshold to best balance sensitivity and specificity. This enables us to choose a cutoff that best balances sensitivity and specificity rather than having to choose between a PHQ-2 cutoff, which prioritizes a high sensitivity or specificity. Furthermore, the fact that we collect age will enable us to personalize the cutoff for screening in line with evidence by using less stringent cutoffs in older adults to maximize sensitivity [12,13]. Our regression model with good intraclass correlations enables us to sort users into multiple categories. For example, initial validation studies of PHQ-9 demonstrated that while 10 represented the best cutoff for sensitivity and specificity, higher scores had much better discriminative values with scores above 15 highly specific for depressive disorders and 10-15 representing an important grey zone [8]. Therefore, sorting users in multiple categories such as unlikely (<10)/possible (10-15)/probable (>15) depression is achievable and will assist in optimizing the accuracy of advice we can offer. Data suggest that longer questionnaires incur more fatigue and dropout [15]. This is especially important, as our app is self-administered and there is no clinician to encourage the user. The benefit of using ultrashort questionnaires is that it allows for many different risk factors to all be assessed with a single app and in a single sitting without significant fatigue and dropout. This enables a comprehensive review of many risk factors for dementia.

Limitations

Although these questionnaires are filled out unsupervised on an app, the validity of the computerized forms of PHQ-9 and GAD-7 has been demonstrated to be valid across format types [26], and the excellent reliability achieved in this study negate this as an issue. A limitation of this study is the use of PHQ-9/GAD-7 as our ground truth. This is an indirect measure compared to clinician-assessed diagnosis or structured diagnostic questionnaires such as the Structured Clinical Interview for Diagnostic and Statistical Manual of Mental Disorders-IV (SCID). This both means that we cannot train our model on a definite diagnosis of depression. However, previous studies that have looked for proxies of depression diagnosis achieved AUCs of 0.77 [26] and 0.79 [27], which are low compared to the accuracy of the full PHQ-9 (AUC 0.87) [28]. This suggests that PHQ-9 is a valid ground truth to use. An additional limitation of the use of PHQ-9/GAD-7 as our ground truth means that our model can never outperform these questionnaires. Considering that we collect data on a wider variety of factors including functional impairment, it may be that comparison to diagnostic measures would allow enhanced performance. Indeed, by capturing functional measures, including cognitive performance and self-perceived deficits, our app captures important elements missing from the PHQ-9 and GAD-7 questionnaires. Interestingly, the SHAP analysis shows that the questions around functional deficits are especially important in the PHQ-9 model, suggesting this information is important to the model’s outperformance of the PHQ-2 alone. The next step to address this limitation would be to use the app in a population with gold standard validated measures of mental illness such as a SCID conducted by a mental health professional. This would both allow refinement of factors in the model and allow assessment of true sensitivity and specificity when it comes to the diagnosis of depression. However, it is important to note that the intent of the app is to use this function strictly in a screening and not a diagnostic role, with identified individuals being signposted for further assessment by their primary care doctors. Therefore, correlation to an already extremely well-validated questionnaire is likely to be adequate for its purpose. Owing to the need for the app to collect anonymized data, we do not have basic demographic data such as gender, ethnicity, sociodemographic status, or educational background, which is an important limitation of this study. This makes it difficult to explore biases in the model, which may result in differing performance across demographic groups. Further work will need to be done to explore the algorithm’s performance in a diverse range of groups to guard against differential performance. In addition, this limitation makes it hard for us to generalize these findings to a specific group outside of users of our app. However, the MAQ/MDQ are based on widely accepted symptoms that are likely to maintain their validity outside of this setting. Another limitation of this study was the relatively small sample size; future investigations could expand to larger data sets. In this vein, an important future step is to test the effectiveness of this algorithm in a setting with participants with well-labelled characteristics—an essential follow-on to the initial validation [29]. A future trial is planned to assess this in a group of older adults, an especially important group, since evaluating depression and anxiety are in the context of dementia risk factors and screening.

Conclusion

In summary, our results suggest that by using the PHQ-4, in line with the other measures collected in the Mindstep app, we can achieve accuracies similar to full-length PHQ-9 and GAD-7 questionnaires. This suggests that the app can be used to reliably screen for these conditions. Further work in populations with validated diagnoses whose demographics are known will further strengthen the evidence underlying these models.
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Abstract

Background: In times of COVID-19, we are challenged to experiment with alternative platforms or software to connect people. In particular, the struggle that arose in health research was how to interact with patients and care professionals. The latter is additionally faced with an extreme workload to fight the pandemic crisis. Creative strategies have been developed to continue research among patients and care professionals to improve quality of care. This paper addresses the issue of synchronous, online, nominal group sessions, a common consensus method used for group brainstorming.

Objective: The purpose of this study was to share our experiences with performing online, nominal group sessions using the video conference software Microsoft Teams. In addition, we aimed to create a practical guide with recommendations for researchers.

Methods: We critically analyzed the procedures for the online nominal group technique, according to the Fishbone methodology.

Results: Performing synchronous, online, nominal group sessions is challenging but offers opportunities. Although interaction with and among the attendees complicates the process, the major advantage of online sessions is their accessibility and comfort because of reduced barriers to participation (eg, lower time investment). The role of the moderators is of major importance, and good preparation beforehand is required. Recommendations for future online, nominal research were formulated.

Conclusions: Online, nominal group sessions seem to be a promising alternative for the real-life commonly used technique. Especially during the COVID-19 pandemic, the benefits must be highlighted. More expertise is needed to further refine the practical guide for using digital software in research and to achieve optimal performance.
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Introduction

The COVID-19 outbreak has posed multiple challenges. Not only has the pandemic caused major loss of human life globally, the impact on mental and psychosocial health should not be underestimated [1-4]. Apart from the major impact on human health, it also has an impact on health research. More specifically, the limited accessibility of research sources and
participants obliges researchers to seek for alternatives to pursue research projects. Due to strict regulations to control transmission of the virus, researchers have to rely on creative strategies to involve the research population [5]. In-depth interviews and focus groups are conducted by using video conferencing software and platforms, but more complex group-based participatory methods have not yet been fully explored online [6-8]. The nominal group technique is one of these unexplored methodologies in research. This technique is commonly used to solve problems, determine priorities, or generate ideas [9]. The main challenge is cooperation in a strict and formal procedure [10]. Guidance is provided to a limited extent for face-to-face sessions, but the online setting remains unclear [9-11]. There are 2 different strategies for organizing online sessions: asynchronous sessions using an online platform to communicate in a nonsimultaneous way or synchronous sessions using video conference software in which participants join simultaneously. Since the nominal group methodology has not yet been extended fully online, very few researchers have utilized it [12,13]. Guidelines for recruiting participants, giving informed consent, and doing qualitative research with individuals are all based on the assumption of in-person interactions [14]. Therefore, there is a need to investigate in-depth the methodological issues of an online setup. In this paper, we describe the challenges and opportunities of the online form based on our experiences with 3 synchronous, virtual, nominal group sessions. In addition, participants’ experiences were explored. Finally, a practical guide with recommendations for researchers has been created.

The online sessions were part of a larger study by the Primary Care Academy (PCA) that aims to implement self-management support into primary care practice. Self-management is “the individual’s ability to manage the symptoms, treatment, physical and psychosocial consequences and lifestyle changes inherent in living with a chronic condition” [15]. Self-management of a chronic disease is a process in which health care professionals play a crucial supportive role [16-18]. The COVID-19 pandemic has highlighted the importance of self-management since the lockdown of many services resulted in more responsibility regarding handling of chronic diseases [19]. Online nominal group sessions were organized to brainstorm how health care professionals can support patients with knowledge based on personal experiences. Two qualified moderators conducted all the sessions, by use of the video conference software Microsoft Teams. With the participants’ consent, all 3 sessions were audio- and video-recorded and transcribed verbatim afterwards for qualitative analysis. At the end of each session, participants were offered the opportunity to share their experiences verbally, by use of the chat box, or by email afterwards.

**Online, Nominal Group Sessions**

Similar to the classical nominal group technique, the online sessions were structured in 4 key stages: silent generation, round robin, clarification, and ranking [9]. A PowerPoint presentation was used to support this structure and the accompanying storyline. In advance, this slideshow was uploaded in Microsoft Teams instead of sharing the presentation, with the advantage of seeing the participants on the call. The protocol was developed specifically for online use and based upon comprehensive debate within the research group.

**Sampling and Recruitment**

Maximum variation purposive sampling was used to recruit the nominal group participants by email or through health care organizations and practices. A registration link was embedded in a flyer. In addition, a call for participants was announced on the internet (website of the PCA). Participants included health care professionals and experts by experience from around Flanders. The aim was to have a minimum of 5 and a maximum of 10 participants per session [20].

**Procedure**

Each session started with a short introduction, including explaining ground rules (which had also been communicated in advance by email) and a roundtable introduction by the attendees. Afterwards, information was provided on the topic of the session (self-management support) and the brainstorming procedure. These initial stages took 20 minutes and were followed by the active nominal group brainstorming. It started with the presentation of a specific question, related to self-management support, that gave rise to the formulation of ideas during the silent generation phase. This idea generation question (ie, “What concrete action/interventions can be designed to help patients fit chronic disease(s) into their lives in the most optimal way?”) was the impetus for brainstorming. Participants were asked in advance to have their pen and paper ready while brainstorming. To keep everyone’s attention, no more than 15 minutes were provided for generating ideas on self-management support. Additionally, the round robin stage in which ideas were exchanged filled in the next 20 minutes. Both moderators took notes during this stage. The formulated ideas were then rephrased by the moderators to make sure everyone gained a full understanding. Then, during a 15-minute clarification phase, there was time to clarify the ideas upon request of the participants. Finally, the nominal group sessions ended with a ranking stage of 5 minutes to 10 minutes, depending on the number of ideas formulated. More specifically, a ranking system created with the online service “Poll Everywhere” (San Francisco, CA) was included in the slideshow to prioritize the ideas generated according to the participants’ preferences. A short break of 10 minutes after the generation of ideas gave the moderators the opportunity to process them in the ranking system. The second and third sessions had an additional phase just before the polling in which the ideas...
previously formulated were quickly reviewed and included in the ranking system. Each session was planned to last no longer than 1.5 hours.

Analysis of the Content Related to Self-Management Support

Processing the output of the brainstorming sessions (ie, formulated ideas on self-management support) was performed analogous to the regular methods of the nominal group technique. In summary, the generated ideas were (after performing 3 brainstorming sessions) organized in themes by qualitative coding of the transcripts and processed in a survey. Participants were asked to identify their favorite idea and to rank the ideas based on their preferences by defined theme. Afterwards, ideas were grouped by the main researcher (LT) following a self-management support model into 5 categories according to the type of primary care action (ie, supporting, involving, listening to, coordinating, or questioning patients). Ideas that were not chosen as favorites were excluded. Subsequently, the table was reviewed by the research team during multiple rounds to reach a consensus on the categorization. Finally, ideas were further refined according to the survey results and processed for use in a primary care practice intervention related to self-management support. The results of the analysis related to the formulated ideas of the online sessions are beyond the scope of this research paper and will be reported elsewhere.

Ethical Approval

Ethical approval for the brainstorming sessions was obtained from The Ethics Committee Research UZ/KU Leuven (S63890). An informed consent document was sent to the participants in advance by email. It explicitly stated that conversations were video- and audio-recorded during the online sessions. In addition, participants were informed that the content remained internal for scientific research purposes.

The return of a signed copy was required to participate in the online sessions. After confirmation of participation and signing the informed consent form, attendees obtained an invitation link to a Microsoft Teams live event. Access to the recorded sessions (audio, video, and shared slideshow) was limited to the research group. The entire study was conducted in accordance with the Helsinki Declaration.

Outcome Measures

We defined 6 different process outcomes to characterize the online nominal group sessions: guidance, engagement, interaction, timing, technology, and participants’ experiences. These categories were initially described by the main researcher based on literature analysis and further refined by the research team.

Analysis of the Online, Nominal Group Procedure

Audio and video recordings, together with written data (ie, transcripts, Teams chat, and email data) from the nominal group procedure, were analyzed for the purpose of this study. A deductive “top-down” approach was applied to collect meaningful data from these sources, by exploring the predefined outcomes. More specifically, a Fishbone diagram was used to explore all possible challenges researchers and participants faced when performing or attending the online, nominal group sessions, as this methodology helps team members visualize the potential problem sources. The analysis starts by defining a central problem, which is then deeply examined by formulating several causes, organized in different categories [21]. A literature search revealed that an online, nominal group technique has rarely been performed (and reported); only very few research articles explored this online methodology. This resulted in the definition of our central problem: low uptake of synchronous, online, nominal group sessions in research practice. The final Fishbone diagram incorporated in the study was reviewed by the entire research team to manage bias and ensure the validity of our findings.

Trustworthiness

To ensure rigor, we applied different strategies to increase trustworthiness of the data. First, maximum variation sampling was applied to recruit the participants for the nominal group sessions. Participants of different ages, sexes, regions, educational levels, and employment were chosen. Second, the nominal group sessions were fully recorded and transcribed verbatim. In addition, field notes were taken. Third, dependability of the findings was established by providing a detailed description of the online, nominal group procedure. Finally, the analysis was checked by qualitative experts in the field.

Research Team

LT and IH performed the online nominal group sessions and collected the data. LT analyzed the data and designed the Fishbone diagram, in close collaboration with supervisor BS. The entire research team (IH, PD, VF, AVH, MV, and BS) reviewed the final diagram that was incorporated in this manuscript. This group consists of experienced members in qualitative health research. Before project initiation, the moderators received additional intensive training on the principles and methods in qualitative research to assure a certain level of standardization. Both moderators had previous expertise in quantitative and qualitative data collection in a group setting.

Results

After performing 3 synchronous, online, nominal group sessions in which individuals brainstormed on specific actions to support patients’ self-management, a Fishbone analysis was undertaken. A total of 24 persons participated in the online sessions and therefore contributed to the data collection.

Challenges for Online, Nominal Group Sessions

Various causes were identified that positively or negatively challenged the online performance. These causes were clustered under the predefined outcome measures: guidance, engagement, interaction, timing, technology, and participants’ experiences. Each outcome measure was thoroughly examined by audio and video analysis, supplemented with input from the chat and email, to identify the potential causes of the low uptake of online, nominal group sessions in research practice. Figure 1 represents the final Fishbone diagram.
**Guidance**

Moderating the online sessions challenged the research team in various ways. The moderators’ role was of major importance since they had to guide the discussion in an online setting. The main barrier was managing participants during the brainstorming while not being able to interact directly, neither verbally nor nonverbally. Participants were encouraged to provide input by elevating a virtual hand using the hand icon of Microsoft Teams. A moderator then appointed the person to speak at an appropriate time during the session. The importance of guiding participants was especially expressed during the round robin and clarification stages. To ensure everyone could provide their input, participants were indicated one by one to express their ideas on the topic of self-management. Examples of formulated ideas included the following: introducing a buddy system among peers, organizing interactive sessions on chronic disease coping strategies, integrating communication aids and strategies in primary care practice. This structured approach while exchanging the ideas seemed to have positively contributed to an equal involvement of all participants, even those who had told us beforehand they were not very articulate. Questions to each other when sharing ideas could often not be answered immediately. In these cases, the use of a chat box could act as an intermediate communication medium. Although instructed, this medium was rarely used by the participants.

During the entire nominal group session, attention was paid to expressing the scientific context and methodology in simple terms—for example, the moderators did not use the word self-management itself when guiding conversations and asking the idea generation question. This resulted in an overall understanding of the background information, setup, and aim of the nominal group technique. Based on the participants’ feedback we received, we can conclude that the absence of real-life interaction emphasized the importance of strictly guided sessions. Also, clear instructions before and at the start were necessary given the simultaneous use of the chat box, hand icon, and PowerPoint presentation by the moderator, while interacting with the audience.

**Engagement**

During the sessions, engaging participants was challenging because of the online setup. Some actions by the moderators were observed as a remarkable help, since they triggered the audience to contribute to the conversation. First, the sessions began with a roundtable introduction, encouraging participants to get to know each other in an accessible way. This introduction revealed a variety of backgrounds: project officers of care organizations, general practitioners, nurses, patients with chronic conditions and informal caregivers, representatives from patient associations, lecturers, and researchers in primary care. Second, the use of informative PowerPoint slides during the idea generation phase seemed a welcome addition, since all participants indicated they had a full understanding of the brainstorming procedure after reading a concise information sheet on the general topic and the idea generation question. Third, to give participants time to think and feel at ease, they were asked to switch off the camera during the silent idea generation phase. Fourth, regarding the engagement while exchanging ideas, the use of a round-robin questioning format allowed each participant to provide input. Attendees were motivated to actively participate by emphasizing that all input was valuable. However, we noticed the online setup demanded extra effort from the participants. This was mainly observed at the end of the sessions, when there was reduced active contribution to the brainstorming. This could be attributed to the long period of attention on the computer screen.

**Interaction**

The online design challenged the interactive process of brainstorming since participants could not rely on human interaction and the use of sticky notes, both key elements in real-life nominal group sessions. Nevertheless, some elements did contribute to a relatively vibrant process. Slides with strong visuals, including images to supplement content, engaged participants online and resulted in virtual collaboration. Participants also used pen and paper to write down their thoughts. In addition, the hand icon was used to interact with the research team. Unfortunately, active interaction or conversation among participants was not enhanced by the online setup. The only stage in which participants were able to
communicate with each other in a coordinated way was the clarification stage.

A remarkable aspect of the online setup was how the camera use influenced the level of interaction. A sense of interconnectedness was created when participants were asked to switch on their webcams, determined by the observation that attention increased and the conversation became more lively. Noteworthy is that when sharing the PowerPoint presentation, this connected feeling diminished as the screen was taken up by the shared slides instead of the video streams. To overcome this barrier, screen sharing was interrupted while actively brainstorming during the round robin and clarification stages.

**Timing**

Overall, the timing of the virtual sessions turned out well, although moderators were challenged to stick to the schedule in the foreseen period. To maintain the timetable, the entire nominal group session was precisely structured, and every part was delineated according to a strict time frame. The timing was tuned to the PowerPoint slides. For the moderators, staying within the time frame was rather challenging since they had to find a balance between providing enough time versus sticking to the strict time frame. To make sure sessions were not too strenuous, a break of 10 minutes was incorporated in between and appeared to be sufficient. However, the time frame was very tight, resulting in a rushed feeling among the moderators and reduced room for unforeseen circumstances (e.g., delayed start). We also noticed that there was not enough time to prioritize the ideas with the external ranking system. To resolve this, we provided the opportunity to rank immediately afterwards up to a few hours after each session. However, this function was rarely used.

**Technology**

The online nominal group design challenged the participants since they had to have access to reliable technology to successfully engage within the sessions. In addition, necessary skills for using the various instruments (i.e., Microsoft Teams, Poll Everywhere) were expected. Likewise, the moderators had to be able to manage the interaction with the audience, processing of ideas (i.e., submitting in a ranking system), and navigation through the slideshow. This emphasized the need for guidance from 2 moderators. Unfortunately, due to the large number of participants (between 7 and 10 in each session), not all the faces were visible at the video bar while presenting the slides. This was a disadvantage because visual interaction appeared to contribute to participants’ engagement.

**Participants’ Experiences**

I would like to compliment you (i.e., the main moderator/researcher) on the way you took the lead in the session. You gave enough guidance so that it was pleasant to follow at a smooth pace. That is not always evident online. [Participant]

Based on voluntary feedback in the chat, by email, or orally, participants’ experiences regarding the online sessions were positive overall. Furthermore, participants explicitly indicated they wished to cooperate further on the research project. The only negative feedback was received regarding the large number of ideas that had to be prioritized using the ranking system (Poll Everywhere). Participants verbally indicated that they did not have enough time to rank the ideas in the foreseen time frame. This resulted in confusion for some participants and failure to reach a full consensus at the end of each session, since consensus can only be reached when everyone gives their input. It is possible that participants preferred to have more time in a relaxed atmosphere to rank ideas. This resulted in the development of an additional short survey in Qualtrics (Provo, UT) after completion of the 3 sessions, in which all participants had the opportunity to cast their vote on the entire group of ideas (total of 3 sessions).

**Discussion**

**Practical Guide With Recommendations**

Guidance for performing online nominal group studies is missing. However, it has been stated that results of the same quality can be achieved with an online approach [23]. In addition, studies show that there is no specific need to perform real-life sessions [13]. We used a Fishbone diagram to identify all possible challenges that researchers face when performing online, nominal group sessions. Based on our findings and experiences with the online setting, we developed a practical guide with recommendations for researchers interested in this type of work. The recommendations were pooled into the main stages of the nominal group: silent generation, round robin, clarification, and ranking (Figure 2). In addition, some general recommendations were formulated.

**Figure 2.** Recommendations for planning and implementing synchronous, online, nominal group sessions.

<table>
<thead>
<tr>
<th>Silent generation</th>
<th>Round robin</th>
<th>Clarification</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Ask to have pen and paper available</td>
<td>1. Provide enough time</td>
<td>1. Make sure everyone understands the ideas</td>
<td>1. Present a clear overview of the generated ideas</td>
</tr>
<tr>
<td>2. Display initial question on screen</td>
<td>2. Stop sharing slideshow and focus on interaction (camera on)</td>
<td>2. Rephrase the ideas</td>
<td>2. Include a user-friendly ranking system</td>
</tr>
<tr>
<td>3. Make sure everyone understands the concept</td>
<td>3. Discourage the use of the chat box</td>
<td>3. Stimulate the use of the hand icon</td>
<td>3. Give clear and understandable instructions</td>
</tr>
<tr>
<td>5. Ask to turn off the camera</td>
<td>5. Let each person pass his or her ideas to the group</td>
<td>5. Determine the end point in advance</td>
<td></td>
</tr>
<tr>
<td>6. Set up a short time frame</td>
<td>6. Coordinate by indicating participants</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

https://formative.jmir.org/2022/3/e34539 | JMIR Form Res 2022 | vol. 6 | iss. 3 | e34539 | p.969 https://formative.jmir.org/2022/3/e34539 | (page number not for citation purposes)
**Silent Generation**

At the beginning of the session, the moderators should clearly explain the concept. During the brainstorming, pen and paper are indispensable. Taking notes helps the participants to explore ideas. Instead of classical notes, an online platform or whiteboard can help participants brainstorm but can be more complicated. Displaying the initial question on the screen during the generation process adds value. We recommend keeping this phase short, to avoid losing someone’s attention. Moderators should encourage participants to use the chat box when personal issues occur. Oral interventions are not recommended. This results in disruption of the individual reflection. An exception should be made for communications that are relevant to the whole group. In addition, switching off the cameras also contributes to thinking in serenity. However, disabling cameras can be discussed as a negative element, as participant’s behavior can no longer be interpreted. In addition, seeing each other visually can result in increased commitment to the idea generation.

**Round Robin**

To engage participants during the round robin, we recommend stopping screen sharing. Switching on the video camera leads to a more interactive conversation. To further increase the level of interaction, try to minimize the use of the chat box while exchanging ideas. If still used during this stage, motivate the chat box user to ask the question out loud. We suggest providing enough time to exchange the ideas generated so that everyone can have their say and the moderators have time to take notes. Furthermore, it is essential that moderators act as neutral as possible to avoid judgment and criticism. They should monitor the participants’ engagement. Coordination is crucial for every person to pass their ideas to the group.

**Clarification**

Collaboration and interaction are highly affected in the online setup since there is less nonverbal communication. This challenges participants to speak more out loud during the clarification round. Unfortunately, not everyone feels comfortable doing so. The use of the chat box as an intermediate communication platform can counteract this but was rarely used. Moderators should make sure everyone understands the ideas formulated. It helps to reformulate ideas in different ways and to check that those present understand them. Make sure the use of the Microsoft Teams hand icon is encouraged to avoid a chaotic conversation. Analogous to the regular methods of the nominal group technique, we advise determining the end point of this research phase in advance to prevent clarification from becoming an ongoing process.

**Ranking**

Some participants are overwhelmed by a multitude of information. Providing a clear overview of the generated ideas at the beginning of the ranking process is helpful. This procedure should be user-friendly, and instructions should be incorporated into the accompanying slideshow. The time it took to rank the ideas generated seemed to be person-dependent. Therefore, it is valuable to familiarize oneself with the audience while preparing the online sessions. To finish the brainstorming in a pleasant way, let the participants take a sneak peek at the results. This can be done by reporting the most favorite idea so far (ie, ranked as number 1).

**General Recommendations**

Organizing synchronous, online, nominal group sessions requires thorough preparation. Guidance by at least two moderators is necessary. Due to the online complexity, moderators can benefit from special training. Not only are skills required from the research team but participants also need to develop online competencies. Unfortunately, not everyone is able to deal with online platforms. In Belgium, more than 15% of the adult population has a low level of health literacy, and in addition, 10% of households do not have an internet connection [24,25]. This must be considered when setting up online research with lay participants. Communication with the participants is essential to operate efficiently. More specifically, moderators should provide clear instructions before, at the start of, and during sessions. Furthermore, it is important to make a detailed schedule and monitor time. To engage participants as much as possible, more emphasis should be put on enhancing human interaction. The format of the nominal group technique is well adapted to empower attendees [13,26]. However, it should be mentioned that due to a strict pattern and guidelines, the nominal group technique never allows a lot of interaction. Not being able to ask each other questions immediately, due to the strict design, might also challenge participants’ patience. Starting with a roundtable introduction, switching on the video cameras, and using interactive slides with visual components seem to make attendees feel comfortable. In addition, the possibility can be offered to contact the research team afterwards. Researchers should aim for a meeting moment that works best for the target population, and the importance of attending at the scheduled time needs to be emphasized.

Computer screens have been proven to negatively influence the activity of the human brain [27]. Therefore, the duration of the meeting should be limited. By contrast, online sessions are less subject to distractions, which means less time is lost and researchers can better stick to the schedule. Unfortunately, the strict timing can result in a rushed feeling. In our opinion, this cannot be compensated by allowing more time for the brainstorming, as we noticed focus decreased the longer the session lasted. A second break could be a possible solution. The main advantage of performing online sessions seems to be the flexibility and comfort for both researchers and attendees. The online setup increased the accessibility for participants who otherwise might have experienced barriers to participation, such as feelings of discomfort in a group setting, transportation issues, or time [13]. Especially for health care professionals, who were in the middle of the battle during COVID-19 pandemic, it was a great opportunity to actively participate in research. The flexibility might explain the large turnout and few cancellations. This is in striking contrast to real-life sessions in which organizational issues seem the main limitation [10].

**Strengths and Limitations**

Some limitations should be mentioned. First, performing only 3 online sessions limited the generalizability of the results.
However, after performing 3 sessions, we reached a point of saturation regarding both the findings on the topic of self-management support and on the methodological challenges and opportunities. Moreover, we did not compare our findings with real-life nominal group sessions. This paper only elaborates on the synchronous, online technique. Based on the performance of 3 sessions, we were able to gain sufficient input to analyze challenges. Knowledge of the real-life setup was gained through literature analysis. Furthermore, participants’ experiences were not deeply surveyed or explored. However, we achieved a notion of participants’ satisfaction by voluntary feedback in the chat, by mail, or orally. In addition, the research team reflected critically about the objectivity of the observations during multiple review rounds. Finally, the use of sophisticated online brainstorming tools was not included in our brainstorming procedure. These platforms can increase engagement during brainstorming. However, we deliberately chose simple operating systems (ie, Microsoft Teams, Poll Everywhere), because not everyone is able to work with such tools. By choosing low-threshold systems, a wide target group could participate in the online, nominal group sessions.

**Practical Implications**

Online, nominal group sessions seem to be a promising alternative to the commonly used real-life technique. This paper provides researchers with recommendations for conducting online sessions, considering the various challenges. In our experience, the online format is highly recommended when looking for research procedures that are very accessible and consume little time. Especially during the COVID-19 pandemic, the benefits must be highlighted.

**Future Research**

Future research should focus on refining the online, nominal group technique. More expertise is needed to optimize the practical guide and to achieve optimal performance. Comparative studies between the real-life and virtual setups are required to make statements about the efficiency. Researchers should consider participants’ experiences in the design of future online sessions.

**Conclusion**

Performing synchronous, online, nominal group sessions is challenging but offers opportunities. One should be aware of the differences between real-life and online sessions. Good preparation is needed to overcome the barriers of the online technique. Our practical guide for researchers offers recommendations to facilitate the process. The role of the moderators is of major importance during brainstorming. Further research should refine the online procedure and make it more accessible for both researchers and the research population.
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Abstract

Background: Ecological momentary assessment (EMA) has been used with young people experiencing homelessness to gather information on contexts associated with homelessness and risk behavior in real time and has proven feasible in this population. However, the extent to which EMA may affect the attitudes or behaviors of young adults who are currently or were formerly homeless and are residing in supportive housing has not been well investigated.

Objective: This study aims to describe the feedback regarding EMA study participation from young adults who are currently or were formerly homeless and examine the reactivity to EMA participation and compliance.

Methods: This mixed methods study used cross-sectional data collected before and after EMA, intensive longitudinal data from a 7-day EMA prompting period, and focus groups of young adults who are currently or were formerly homeless in Los Angeles, California, between 2017 and 2019.

Results: Qualitative data confirmed the quantitative findings. Differences in the experience of EMA between young adults who are currently or were formerly homeless were found to be related to stress or anxiety, interference with daily life, difficulty charging, behavior change, and honesty in responses. Anxiety and depression symptomatology decreased from before to after EMA; however, compliance was not significantly associated with this decrease.

Conclusions: The results point to special considerations when administering EMA to young adults who are currently or were formerly homeless. EMA appears to be slightly more burdensome for young adults who are currently homeless than for those residing in supportive housing, which are nuances to consider in the study design. The lack of a relationship between study compliance and symptomatology suggests low levels of reactivity.

(JMIR Form Res 2022;6(3):e33387) doi:10.2196/33387

KEYWORDS
ecological momentary assessment; homelessness; young adults; reactivity; compliance; mobile phone
Introduction

Background

Ecological momentary assessment (EMA), also known as the experience sampling method, is an intensive, longitudinal, real-time sampling strategy with widespread adoption in public health research and social sciences [1-4]. EMA, which leverages advancements in mobile computing to deliver repeated surveys throughout a specified measurement period, often by using cell phone technology [5], can reduce recall biases and improve the ecological validity and environmental representativeness of the collected data [6]. Given that young adults experiencing homelessness, of which the prevalence is estimated to be 1 in 10 annually in the United States [7], live relatively unstable lives that are highly affected by their immediate environment [8,9] and have high rates of mobile phone technology adoption [10], EMA may be well suited for use with young adults experiencing homelessness [11,12]. In addition, this method may overcome existing limitations in homelessness research that has relied on methods using retrospective reporting, including cross-sectional designs (eg, single point-in-time measurement) [13] and longitudinal study designs with infrequent measurement points (eg, monthly follow-ups) that include issues with attrition [14]. However, although EMA is likely to be a useful method in homelessness research, it is important to better understand the feasibility and acceptability of EMA in this population.

To date, few studies have used EMA to investigate the daily life experiences of young adults who have experienced homelessness, and several studies have shown the feasibility of EMA in this population. Santa Maria et al [15] provided smartphones to 66 young adults who were homeless aged 18 to 25 years to collect EMAs over 21 days and found daily drug use to be predicted by discrimination, pornography use, alcohol use, and urges for substance use and stealing behaviors. In a different study, Tyler et al [16] distributed mobile phones to implement EMA via SMS text messaging with 150 youths who were homeless aged 16 to 22 years over a 30-day period and found that experiencing physical or sexual victimization on a specific day was positively associated with drinking alcohol later that day. Both studies reported high compliance with completing EMA prompts, and the latter study also reported that participants perceived the study to be of low burden [17].

Another important aspect of EMA feasibility is reactivity. Reactivity is understood to be the extent to which the frequency or quality of behavior changes as a result of being monitored [18]. Understanding the potential reactivity is critically important as it suggests that EMA could serve as a possible intervention or manipulation. The literature has generally found low reactivity when using EMA [19-23], including in college and clinical samples [24,25]. Acorda et al [26] found that young people experiencing homelessness were highly receptive to EMA but may have experienced limitations regarding the use of technology and that the repetition of EMA prompts may have affected some behaviors of those participating. However, the extent to which EMA may affect the attitudes or behaviors of young adults experiencing homelessness during a time of identity formation and instability, especially when examining risk behaviors, including sex risk and substance use, has not been well investigated.

Objective

More research is needed to understand the daily experiences of young people who have experienced homelessness, including those who have transitioned into supportive housing, which is a primary intervention being applied to homelessness. Previous work has identified ways in which housed and unhoused young adults differ, including abuse at home [27], which affects mental health [28,29] and substance use [30]. To understand the environmental influences on young adults who have experienced homelessness, it is imperative to examine both those who are currently experiencing homelessness and those who have transitioned from homelessness to supportive housing environments. This study seeks to address this gap by using a mixed methods approach to examine whether there are differences between young adults who are currently (ie, unhoused) versus were formerly homeless (ie, housed in supportive housing) in terms of acceptability, compliance, and reactivity to EMA.

Methods

Study Design

This mixed methods study examines the experiences of EMA in a sample of young adults currently experiencing homelessness and young adults who were formerly homeless who have been placed into supportive housing programs. Specifically, as described in a previously published research protocol paper, young adults participated in a study on health risk behaviors using geographic EMA through a smartphone app that allowed for the collection of time-stamped geographic location data along with EMA behavioral data. Consistent with previous literature [15-17], high compliance with completing EMA prompts (80.2% across the entire sample) over a 1-week study period for the combined sample has already been reported [31].

For this study, we first compared the feedback of housed and unhoused participants regarding their experiences of participating in the EMA week. Responses were then used to examine rates and predictors of EMA compliance and survey responses regarding acceptability and feasibility, comparing those in housing with those who were currently homeless (ie, unhoused). Reactivity was examined using reported anxiety and depression symptomatology before and after the EMA week. Next, we used a qualitative approach to analyze the focus group data of participants who are current or were formerly homeless to better understand their experiences with EMA, which may help explain our quantitative findings.

Participants

Participants (N=231) in transitional living programs or permanent supportive housing (ie, housed sample; n=122, 52.8%) and participants not in housing programs (ie, unhoused sample; n=109, 47.2%) were enrolled in the study in Greater Los Angeles using stratified convenience sampling. Unhoused participants were recruited via drop-in centers and emergency shelters, including individuals who were explicitly homeless or...
unstably housed with temporary living situations that were not reliable beyond 30 days (eg, temporarily crashing with a friend or family member or couch surfing). Participants who consented to the EMA component of the study received up to US $90 in scaled compensation based on response rates and were given the choice of using a study phone with an unlimited data plan or their own smartphone, with an additional US $10 compensation for using their own data plan.

Ethics Approval
All protocols and procedures were approved by the institutional review board at the University of Southern California (review number: UP-16-00046) [31].

Quantitative Component
Overview
Participants were enrolled in a 7-day EMA study comprising questions that asked participants to report on current and previous 2-hour experiences, which were delivered approximately every 2 hours during waking hours using a custom-built app for smartphones using the Android operating system (Google). This study used custom EMA software written by the investigative team. Phones were programmed to only deliver prompts during the waking day, which was determined using the participants’ individual estimated sleep and wake times. Prompted surveys asked about physical and social environments, as well as affect and substance use. Participants received an average of 5 EMA prompts per day.

In addition to the EMA prompts, participants completed a daily survey for each EMA day. Daily diaries captured the risk behaviors of the previous day and infrequent behaviors that may be missed by EMAs. Daily survey prompts were scheduled to be delivered at a participant’s preferred time but were also available to access via the app at any time during the day to report on the previous day. Daily surveys inquired about participants’ social environments, sex behaviors, and substance use.

Before the EMA week, participants completed a baseline interview that took an average of 60 minutes to gather demographic information and data on their histories of homelessness, mental health, and other behaviors. Following the EMA week, participants participated in an exit survey, in which their thoughts and feelings regarding their participation in the EMA study were gathered. The exit surveys lasted approximately 30 minutes. Participants returned the phones and were paid for study participation at the conclusion of the exit survey. The Patient Health Questionnaire-9 was used to assess depression symptomatology [32], and the General Anxiety Disorder-7 was used to assess anxiety symptomatology [33] at both the baseline and exit surveys.

To reduce missed surveys, there were multiple push notifications for both the EMA and daily survey prompts. EMA prompts required a response within 10 minutes after the first prompt, which comprised a chime and vibration. During this 10-minute window, push notifications were sent every 3 minutes. After 10 minutes, the EMA prompt became inaccessible to ensure momentary reporting of the current time and day. Daily surveys were programmed to send push notifications at 3 time points during the day; however, they could be answered at any point within the day; when answering the daily surveys, participants reported on the prior waking day. The complete study methods are available for further review elsewhere [31] (see Multimedia Appendix 1 for the complete EMA questionnaire and Multimedia Appendix 2 for the daily survey questions).

Analyses
Quantitative analyses in this study included chi-square analysis to compare results by housing status and bivariate linear regressions to predict EMA and daily compliance. Compliance measures the total number of prompts answered out of those received. As the aim of this study was to examine personal factors, such as housing status, rather than artifacts associated with EMA technology, which are associated with compliance, we chose to calculate compliance based on the number of prompts received instead of prompts possible (ie, scheduled). Furthermore, between-subject mixed effects regressions assessed reactivity using the Patient Health Questionnaire-9 [32] and General Anxiety Disorder-7 [33], with random intercepts for each participant.

Qualitative Component
Overview
A total of 4 separate focus groups were conducted to better understand participants’ experiences with EMA, each of which occurred within 2 weeks of their last day in the study and lasted approximately 1 hour. Focus groups were chosen as a time-saving way of easily measuring and capturing wide-ranging reactions to EMA. A total of two focus groups included participants recruited from housing programs (one with n=12 transitional living program residents and one with n=6 permanent supportive housing program residents) and 2 focus groups (n=6 and n=7) recruited from youth drop-in centers. Focus group facilitators began by asking participants about their general experiences in the study (eg, “What did you like? What did you not like?”). Additional probing questions included specific aspects of study participation (eg, whether EMA interfered with their daily lives), perceived reactivity to EMA surveys, how accurate they thought their reporting was, level of comfort reporting about sensitive topics such as drugs and alcohol, timing and density of survey prompts, and suggestions for similar studies in the future.

Analyses
Focus group recordings were transcribed and evaluated by 2 independent reviewers, one of whom was the focus group facilitator. Coding and case summaries took a deductive approach using exit survey questions focused on experiences of study participation as a guide (see Multimedia Appendix 3 for the focus group interview guide). Co-coder consensus was achieved through the codevelopment of 4 individual case summaries that summarized each item, including quotations, with 1 for each focus group. Case summaries were then analyzed, first considering housed and unhoused groups separately and then together, to see what might account for and expand upon the differences found.
Results

Quantitative: Exit Interview by Housing Status

Table 1 describes the sample characteristics by housing status, and Table 2 describes the exit surveys and responses, also by housing status. Approximately two-thirds of the participants had an overall positive experience with the study, >90% reported they would be willing to participate in the study again, and approximately 67.5% (156/231) reported that the study took place during a typical week. Approximately 69.7% (161/231) did not feel judged about their sex or drug use, and approximately half of the participants would prefer to use their own phone in a new study provided they owned a phone compatible with EMA technology. As a result of personal choice and incompatibility, only 9% (21/231) used a personal phone in this study, and significantly more unhoused individuals opted for personal phone use. Housed and unhoused participants also reported statistically significant differences in their experiences of charging the phones, behavior change because of EMA content, being open and honest about EMA survey questions, and whether EMA interfered with their daily life. Compared with those in housing, unhoused participants reported greater difficulty charging their phones ($P=.007$ to overall $P=.02$), greater self-perceived behavior changes in response to EMA ($P=.001$ to overall $P<.001$), that EMA interfered more with their daily life (specific and overall $P<.001$), and more stress or anxiety because of EMA surveys ($P=.008$ to overall $P=.02$), whereas housed participants reported that they were more comfortable answering EMA survey questions openly and honestly (overall $P=.03$).

Table 1. Sample characteristics by housing status (N=231).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Housed (n=122)</th>
<th>Unhoused (n=109)</th>
<th>All participants</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.6 (2.4)</td>
<td>21.8 (2.0)</td>
<td>22.2 (2.3)</td>
<td>.007</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>Male</td>
<td>56 (45.9)</td>
<td>67 (61.5)</td>
<td>123 (53.3)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>46 (37.7)</td>
<td>31 (28.4)</td>
<td>77 (33.3)</td>
<td></td>
</tr>
<tr>
<td>Gender nonconforming, expansive, or transgender</td>
<td>20 (16.4)</td>
<td>11 (10.1)</td>
<td>31 (13.4)</td>
<td>.91</td>
</tr>
<tr>
<td>Sexual minority, n (%)</td>
<td>58 (47.5)</td>
<td>51 (46.8)</td>
<td>109 (47.2)</td>
<td>.91</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>White</td>
<td>11 (9)</td>
<td>10 (9.2)</td>
<td>21 (9.1)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>31 (25.4)</td>
<td>51 (46.8)</td>
<td>82 (35.5)</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>31 (25.4)</td>
<td>17 (15.6)</td>
<td>48 (20.8)</td>
<td></td>
</tr>
<tr>
<td>Biracial or multiracial</td>
<td>36 (29.5)</td>
<td>25 (22.9)</td>
<td>61 (26.4)</td>
<td></td>
</tr>
<tr>
<td>Lifetime homelessness (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.86</td>
</tr>
<tr>
<td>&lt;1</td>
<td>45 (36.9)</td>
<td>46 (42.2)</td>
<td>91 (39.4)</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>32 (26.2)</td>
<td>25 (22.9)</td>
<td>57 (24.7)</td>
<td></td>
</tr>
<tr>
<td>3-4</td>
<td>23 (18.9)</td>
<td>19 (17.4)</td>
<td>42 (18.2)</td>
<td></td>
</tr>
<tr>
<td>≥5</td>
<td>22 (18)</td>
<td>19 (17.4)</td>
<td>41 (17.6)</td>
<td></td>
</tr>
<tr>
<td>EMA&lt;sup&gt;a&lt;/sup&gt; compliance, mean (SD)</td>
<td>0.80 (0.15)</td>
<td>0.78 (0.19)</td>
<td>0.79 (0.17)</td>
<td>.39</td>
</tr>
<tr>
<td>Daily compliance, mean (SD)</td>
<td>0.914 (0.15)</td>
<td>0.906 (0.17)</td>
<td>0.910 (0.16)</td>
<td>.71</td>
</tr>
</tbody>
</table>

<sup>a</sup>EMA: ecological momentary assessment.
Table 2. Exit survey by housing status (N=231).

<table>
<thead>
<tr>
<th>Survey questions</th>
<th>Housed (n=122)</th>
<th>Unhoused (n=109)</th>
<th>All participants</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General experience, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.66</td>
</tr>
<tr>
<td>Very negative or somewhat negative</td>
<td>0 (0)</td>
<td>1 (0.9)</td>
<td>1 (0.4)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>27 (22.1)</td>
<td>33 (30.3)</td>
<td>60 (25.9)</td>
<td></td>
</tr>
<tr>
<td>Very positive or somewhat positive</td>
<td>55 (45)</td>
<td>65 (59.6)</td>
<td>120 (51.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Difficulty charging, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Not at all or a little bit</td>
<td>62 (50.8)</td>
<td>61 (55.9)</td>
<td>123 (53.2)</td>
<td></td>
</tr>
<tr>
<td>Somewhat a</td>
<td>5 (4)</td>
<td>15 (14.1)</td>
<td>20 (8.7)</td>
<td></td>
</tr>
<tr>
<td>Quite a bit or very much a</td>
<td>10 (8.1)</td>
<td>23 (21.1)</td>
<td>33 (14.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Behavioral change, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Disagree or strongly disagree a</td>
<td>74 (60.7)</td>
<td>36 (33)</td>
<td>110 (47.6)</td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree a</td>
<td>17 (13.9)</td>
<td>27 (24.8)</td>
<td>44 (19)</td>
<td></td>
</tr>
<tr>
<td>Agree or strongly agree</td>
<td>17 (13.9)</td>
<td>36 (33)</td>
<td>53 (22.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Openness or honesty, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Disagree or strongly disagree</td>
<td>4 (3.3)</td>
<td>2 (1.8)</td>
<td>6 (2.6)</td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>2 (1.6)</td>
<td>10 (9.1)</td>
<td>12 (5.2)</td>
<td></td>
</tr>
<tr>
<td>Agree or strongly agree</td>
<td>102 (83.6)</td>
<td>87 (79.8)</td>
<td>189 (81.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Interference with life, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Not at all or a little bit</td>
<td>75 (61.5)</td>
<td>45 (41.3)</td>
<td>120 (51.9)</td>
<td></td>
</tr>
<tr>
<td>Somewhat a</td>
<td>23 (18.9)</td>
<td>22 (20.2)</td>
<td>45 (19.5)</td>
<td></td>
</tr>
<tr>
<td>Quite a bit or very much a</td>
<td>9 (7.4)</td>
<td>32 (29.4)</td>
<td>41 (17.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Stress or anxiety, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Not at all or a little bit</td>
<td>96 (78.7)</td>
<td>74 (67.9)</td>
<td>170 (73.6)</td>
<td></td>
</tr>
<tr>
<td>Somewhat a</td>
<td>8 (6.6)</td>
<td>12 (11)</td>
<td>20 (8.7)</td>
<td></td>
</tr>
<tr>
<td>Quite a bit or very much a</td>
<td>4 (3.3)</td>
<td>13 (11.9)</td>
<td>17 (7.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Willingness to follow up, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>No</td>
<td>2 (1.6)</td>
<td>7 (6.4)</td>
<td>9 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>106 (86.9)</td>
<td>92 (84.4)</td>
<td>198 (85.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Feeling judged, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Disagree or strongly disagree</td>
<td>84 (68.9)</td>
<td>77 (70.6)</td>
<td>161 (69.7)</td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>10 (8.1)</td>
<td>9 (8.2)</td>
<td>19 (8.2)</td>
<td></td>
</tr>
<tr>
<td>Agree or strongly agree</td>
<td>14 (11.5)</td>
<td>13 (11.9)</td>
<td>27 (11.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Willingness to participate again, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>7 (5.7)</td>
<td>9 (8.2)</td>
<td>16 (6.9)</td>
<td></td>
</tr>
<tr>
<td>Agree or strongly agree</td>
<td>100 (81.9)</td>
<td>89 (81.7)</td>
<td>189 (81.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Phone preference (new study), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.80</td>
</tr>
<tr>
<td>Study phone</td>
<td>57 (46.7)</td>
<td>54 (49.5)</td>
<td>111 (48.1)</td>
<td></td>
</tr>
<tr>
<td>Personal phone</td>
<td>51 (41.8)</td>
<td>45 (41.3)</td>
<td>96 (41.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Phone used this study, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Personal phone</td>
<td>7 (5.7)</td>
<td>14 (12.8)</td>
<td>21 (9.0)</td>
<td></td>
</tr>
<tr>
<td>Study phone</td>
<td>101 (82.8)</td>
<td>85 (77.9)</td>
<td>186 (80.2)</td>
<td></td>
</tr>
</tbody>
</table>
Survey questions | Housed (n=122) | Unhoused (n=109) | All participants | *P* value
--- | --- | --- | --- | ---
**Typical week, n (%)**<sup>a</sup> | | | | .14
No, this week was not typical | 22 (18) | 29 (26.6) | 51 (41.8) | 
Yes, this was a typical week | 86 (70.5) | 70 (64.2) | 156 (67.5) | 

<sup>a</sup>Combined for specific *P* values.

**Quantitative: Delivery and Compliance**

Out of a theoretical maximum of 20,076 prompts, 17,944 (89.38%) prompts were scheduled for delivery by the custom software. The discrepancy of the 10.62% (2132/20,076) of prompts may be explained by hardware issues (eg, low battery), software issues (eg, app crashing), or schedule timing (ie, where a participant was enrolled at midday and would not have received earlier prompts). Of the scheduled prompts, approximately 39.57% (7101/17,944) were not delivered as the app detected that the prompt time was within sleep parameters specified by the participant. Of the 17,944 prompts, 679 (3.78%) scheduled prompts were not delivered because of Android system features designed to conserve battery life and memory, and 138 (0.77%) prompts were not delivered as the phone was intentionally turned off. The remaining undelivered scheduled prompts, which was an average of 46, were missing because of unknown software or hardware errors. In all, of the 17,944 prompts, the participants received 9980 (55.62%) prompts and completed 8001 surveys upon answering the prompts (8001/9980, 80.17% EMA completion). Participants failed to answer 18.24% (1820/9980) of prompts and answered but did not complete 1.59% (159/9980) of surveys. Participants took, on average, 97 (SD 70, range 19-599) seconds to complete the EMA surveys and completed 13.8 (SD 6.4, range 0-25) questions per EMA survey (see Multimedia Appendix 1 for the EMA survey questions and Figure 1 for an example screenshot of the app).

**Figure 1.** Screenshot of the ecological momentary assessment presented to participants.
Approximately 3% (7/231) of participants did not receive 2.93% (49/1673) of daily survey prompts, and an additional 6.69% (112/1673) of daily survey prompts were not delivered, out of the theoretical maximum number of prompts, because of possible hardware, software, or schedule timing issues. Of the 1512 scheduled daily survey prompts, 5 (0.33%) were not delivered because of Android system battery conservation issues, and 5 (0.33%) were not delivered as the phone was turned off by the participant. Out of 1502 prompts that were received, participants answered and completed 1376 (91.61% daily compliance) daily prompts; of the 1512 surveys, participants failed to fully complete 6 (0.4%) surveys. Participants took, on average, 89 (SD 61, range 14-570) seconds to complete daily surveys, and they completed 12.2 (SD 5.1, range 0-45) questions per daily survey (see Multimedia Appendix 2 for the daily survey questions).

The results of the analyses of compliance are presented in Table 3. Neither daily compliance nor EMA compliance was associated with housing status ($t_1$=−0.38, $P$=.71 and $t_1$=−0.86, $P$=.39, respectively). Only 9.1% (21/231) of participants chose to complete the study on their own phone, with no difference in compliance between those who used a personal versus a study phone ($t_1$=1.15, $P$=.25 and $t_1$=0.74, $P$=.46, respectively). Compared with those reporting negative or neutral experiences, participants who reported a very positive or somewhat positive experience with the study had 6% (SE 0.03%) greater EMA compliance ($t_1$=2.49; $P$=.01). Furthermore, those reporting not at all or a little bit of difficulty charging their device had 6% (SE 0.03%) greater EMA compliance than those reporting more difficulty charging their device ($t_1$=2.41, $P$=.02).

Daily survey compliance was not associated with general experience with the study ($t_1$=0.97; $P$=.33), nor was participants’ self-report of honesty regarding survey responses associated with EMA or daily compliance ($t_1$=0.92, $P$=.36 and $t_1$=1.23, $P$=.22, respectively). Compared with those reporting somewhat or greater interference with the study protocol in their lives, participants who reported not at all to a little bit of interference had 8% (SE 0.02%) greater EMA compliance ($t_1$=−3.83; $P$<.001) and 6% (SE 0.02%) greater daily compliance ($t_1$=−3.42; $P$=.001). Similarly, participants experiencing little or no stress or anxiety from surveys had 7% (SE 0.03%) greater EMA compliance ($t_1$=2.62; $P$=.009) and 5% (SE 0.03%) daily compliance ($t_1$=2.05; $P$=.04) than those experiencing greater stress or anxiety from surveys. Compared with those who indicated feeling judged by surveys, participants who did not endorse feeling judged by the surveys had 6% (SE 0.03%) greater EMA compliance than those reporting having an atypical week ($t_1$=3.58; $P$<.001); however, those with typical weeks only had marginally greater daily compliance ($t_1$=1.79; $P$=.08). Willingness to participate again was not associated with EMA or daily compliance ($t_1$=0.34, $P$=.74 and $t_1$=−0.05, $P$=.96, respectively).
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample size, n (%)</th>
<th>EMA&lt;sup&gt;a&lt;/sup&gt; compliance</th>
<th>Daily compliance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Margin (SE) β&lt;sup&gt;b&lt;/sup&gt; (SE; 95% CI) P value</td>
<td>Margin (SE) β&lt;sup&gt;b&lt;/sup&gt; (SE; 95% CI) P value</td>
</tr>
<tr>
<td>Housing status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unhoused (reference)</td>
<td>231 (100)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>Housed</td>
<td>231 (100)</td>
<td>0.78 (0.02) N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.91 (0.02) N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.02 (.02; −0.03 to 0.64) .39</td>
<td>0.008 (.02; −0.03 to 0.05) .71</td>
</tr>
<tr>
<td>Phone type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal phone (reference)</td>
<td>207 (89.6)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Study phone</td>
<td>207 (89.6)</td>
<td>0.81 (0.01) .03 (.04; −0.05 to 0.10) .46</td>
<td>0.93 (0.01) .04 (.03; −0.03 to 0.10) .25</td>
</tr>
<tr>
<td>Study experience</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative or neutral (reference)</td>
<td>181 (78.4)</td>
<td>0.76 (0.02) N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Positive</td>
<td>181 (78.4)</td>
<td>0.82 (0.01) .06 (.03; 0.01 to 0.11) .01</td>
<td>0.91 (0.02) .02 (.02; −0.02 to 0.06) .33</td>
</tr>
<tr>
<td>Difficulty charging</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or a little (reference)</td>
<td>176 (76.2)</td>
<td>0.83 (0.01) N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Somewhat or yes</td>
<td>176 (76.2)</td>
<td>0.76 (0.02) −.06 (.03; −0.11 to −0.01) .02</td>
<td>0.90 (0.02) −.04 (.02; −0.08 to 0.004) .07</td>
</tr>
<tr>
<td>Behavior change</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes or neutral (reference)</td>
<td>207 (89.6)</td>
<td>0.79 (0.02) N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>No</td>
<td>207 (89.6)</td>
<td>0.82 (0.02) .04 (.02; −0.004 to 0.08) .08</td>
<td>0.92 (0.01) −.0008 (.02; −0.04 to 0.04) .97</td>
</tr>
<tr>
<td>Openness or honesty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No or neutral (reference)</td>
<td>207 (89.6)</td>
<td>0.77 (0.04) N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>207 (89.6)</td>
<td>0.80 (0.01) .04 (.04; −0.04 to 0.11) .36</td>
<td>0.93 (0.01) .04 (.03; −0.03 to 0.11) .22</td>
</tr>
<tr>
<td>Interference with life</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or a little (reference)</td>
<td>206 (89.2)</td>
<td>0.84 (0.01) N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Somewhat or yes</td>
<td>206 (89.2)</td>
<td>0.76 (0.02) −.08 (.02; −0.13 to −0.04) &lt;.001</td>
<td>0.89 (0.01) −.07 (.02; −0.10 to −0.03) .001</td>
</tr>
<tr>
<td>Stress or anxiety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or a little (reference)</td>
<td>207 (89.6)</td>
<td>0.82 (0.01) N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Somewhat or yes</td>
<td>207 (89.6)</td>
<td>0.74 (0.03) −.07 (.03; −0.13 to −0.02) .009</td>
<td>0.88 (0.02) −.05 (.03; −0.10 to −0.002) .04</td>
</tr>
<tr>
<td>Feeling judged</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes or neutral (reference)</td>
<td>207 (89.6)</td>
<td>0.76 (0.02) N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>No</td>
<td>207 (89.6)</td>
<td>0.82 (0.01) .06 (.03; 0.01 to 0.11) .02</td>
<td>0.94 (0.01) .09 (.02; 0.05 to 0.14) &lt;.001</td>
</tr>
<tr>
<td>Typical week</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (reference)</td>
<td>207 (89.6)</td>
<td>0.74 (0.02) N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>207 (89.6)</td>
<td>0.83 (0.01) .09 (.02; 0.04 to 0.14) &lt;.001</td>
<td>0.93 (0.01) .04 (.02; −0.04 to 0.08) .08</td>
</tr>
<tr>
<td>Willingness to participate again</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree (reference)</td>
<td>205 (88.7)</td>
<td>0.79 (0.04) N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>EMA: Electronic Medication Adherence Monitor.

<sup>b</sup>β: Coefficient of determination.

<sup>c</sup>N/A: Not applicable.
Table 4 displays the results from the mixed effects models to examine reactivity to EMA participation, specifically regarding anxiety and depression symptomatology. Both anxiety and depression scores decreased from baseline to follow-up (β=-1.77, P<.001 and β=-1.10, P=.03, respectively). However, no significant effects for EMA compliance were detected for either anxiety or depression; thus, the decrease in symptomatology was not associated with compliance. Both models controlled for age, gender, sexual orientation, race and ethnicity, and housing status.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Anxiety (GAD-7&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>Depression (PHQ-9&lt;sup&gt;b&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Time point (j)</td>
<td>−1.79 (−2.62 to −0.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Compliance (EMA&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>1.11 (−2.88 to 5.10)</td>
<td>.59</td>
</tr>
<tr>
<td>Housing status (housed)</td>
<td>−.02 (−1.49 to 1.45)</td>
<td>.98</td>
</tr>
<tr>
<td>Age (years)</td>
<td>.14 (−0.17 to 0.46)</td>
<td>.37</td>
</tr>
<tr>
<td>Gender (reference: male)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>.21 (−1.34 to 1.77)</td>
<td>.79</td>
</tr>
<tr>
<td>Gender nonconforming, expansive, or transgender</td>
<td>2.24 (−0.11 to 4.59)</td>
<td>.06</td>
</tr>
<tr>
<td>Sexual minority (reference: heterosexual)</td>
<td>3.63 (2.17 to 5.09)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Race (Black)</td>
<td>−.99 (−2.59 to 0.60)</td>
<td>.22</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.11 (−0.48 to 2.71)</td>
<td>.17</td>
</tr>
</tbody>
</table>

<sup>a</sup>GAD-7: General Anxiety Disorder-7.
<sup>b</sup>PHQ-9: Patient Health Questionnaire-9.
<sup>c</sup>EMA: ecological momentary assessment.

The qualitative findings that were generated independently of the quantitative findings were categorized under the 5 main emergent themes. The first theme explains how participants felt the study design increased mindfulness and reflection, whereas the second theme captures those negative instances when the participation in the study resulted in causing stress and anxiety. The third theme discusses the ways in which study participation incited behavior change, whereas the fourth theme addresses participants responding honestly to questions. The final theme captures participant suggestions about future study designs. We note that a comparative analysis of the housed and unhoused samples indicated that these themes apply to both groups, as shown in Table 5.
### Table 5. Qualitative findings by housing status.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Housed focus groups (n=18)</th>
<th>Unhoused focus groups (n=13)</th>
</tr>
</thead>
</table>
| **Increased mindfulness and reflection** | • “You get to know yourself. Like how many times do I do these things a day? Who am I around every day? What am I doing every day? So, it gave me insight on who you are and what you do every day. Because sometimes we’ll just do things. And we don’t keep track of those things. They kind of keep you on track a little bit.” [SP102]  
  • “Some stuff I forgot about, that...It just opened my mind more. I was, ‘Okay, I need to start paying more attention to that. I need to start paying more attention to this. I am around certain people who do stuff like this.’” [SP209]  
  • “It was the shit to me. It actually calmed me down on most occasions.” [SP305]  
  • “It makes you feel good. You want to get up and answer the questions that, how you feel, how you feel going out today, and shit like that. It made me feel good, honestly.” [SP306]  
  • “Yeah ‘cause I forgot to do my chores and as soon as that survey come on, and be like, ‘Oh snap, I forgot to do my chore.’...But then I’m right back on it.” [SP403]  
  • “It also gave me a good understanding of how when I hang out with these certain people, yeah, I am smoking more. And if I hang out with this certain people, I am drinking more...Gonna be like, okay dude. I’m hanging out with you but just because we’re hanging out doesn’t mean we have to drink. You know? If they’re drinking it’s their choice. Alright man, I’m noticing I can’t be hanging out with you every day. You’re drinking every day, I’m hanging out with you every day, I’m probably gonna be drinking every day.” [SP406] |
| **Causing stress and anxiety**   | • “Well, it was irritating, like once or twice. I thought it was going to ask different questions. I didn’t know about the repetition thing.” [SP106]  
  • “Sometimes it would annoy me, like, ‘How do you feel?’ Like, ‘Oh, I feel annoyed now.’” [SP207]  
  • “I got paranoid sometimes, like if I was hanging out with these people and it was asking me, ‘who are you with?’ ‘Did you do any drugs with them?’...It was just about the whole street thing; it feels like snitching.” [SP301]  
  • “I got annoyed sometimes. If I was going through something and the survey went off, I just didn’t want to answer it sometimes.” [SP302]  
  • “I did [feel uncomfortable] at first. I thought it was like the Feds or something. I was like oh shit, I’m not gonna lie, I was doing all types of lies though. A few of the surveys I feel like I failed them or something. I don’t know. That’s just how my mentality think. I felt like the phone was recording. Something. On everything. Yeah, I felt like the Feds was watching. And taking video at the same time. I let the phone die for like a day and a half...I’m like I don’t know, I’m gonna keep the phone off. I was just annoyed about it because like they know oh really alerted when I got a text that ‘we see your phone hasn’t been charged.’ [laughs] You guys are watching me! I know what you can do with technology. It’s a simple program, there’s no telling what’s written in that program that I don’t see.” [SP403] |
| **Inciting behavior change**     | • “I’m not going to drink today, because they’re going to ask me how many drinks I drank.” [SP102]  
  • “I had kind of like a Pavlov’s dog affect, where every time it went off, I’m like, ‘Ooh, I could really use some alcohol right now.’ I’m like, ‘Ooh, this is reminding me that alcohol is not a great option, but it is an option.’ [SP206]  
  • “Have you smoked yet today? Okay? I haven’t, mostly because I haven’t got my weed so hold on, thanks for letting me know I have to go get weed. That’s what I’m saying. Reminding me to go get my marijuana when I run out.” [SP305]  
  • “On the alcohol and drink question I went like...the repetitive asking you another question and just mentioning a drink, made me want to drink. I never had that many drinks in a week.” [SP403] |
Increased Self-reflection and Self-awareness

Self-reflection and awareness while participating in EMA were common points of discussion in the focus groups. In fact, this idea came up in all 4 focus groups. Many participants noted increased self-awareness regarding how their own thoughts, feelings, and social or physical contexts influenced their engagement in protective or risky behaviors.

For example, several participants noted that the EMA helped them stay on track over the course of the day, including triggering better awareness of time, what has been accomplished, and what has yet to be done. A participant discussed being able to keep track of what they were up to:

> You get to know yourself. Like how many times do I do these things a day? Who am I around every day? What am I doing every day? So, it gave me insight on who you are and what you do every day. Because sometimes we’ll just do things. And we don’t keep track of those things. They kind of keep you on track a little bit. [Study participant (SP) 102, housed]

Similarly, another participant specifically talked about how EMA kept them productive and on top of their chores, saying the following:

> Yeah ‘cause I forgot to do my chores and as soon as that survey come on, and be like, “Oh snap. I forgot to do my chore”...But then I’m right back on it. [SP403, unhoused]

Several participants realized that they were using drugs and alcohol more than they thought by logging their substance use every 2 hours:

> Oh my gosh, I was shocked how many times I actually put down how much I drunk alcohol, and truthfully, I have been trying to stop. [SP408, unhoused]

Furthermore, substance use was also linked to social and physical environments for some:
Questions about drug use and sexual activity were often considered sensitive topics—topics that others might not ask the participants about because of their sensitive nature. Some participants felt that the EMA prompts provided a safe and comfortable opportunity to check in:

I think you get to know more about yourself by...You’re being asked questions that a whole lot of people wouldn’t ask you. So I found it interesting for a device or a system, that’s not human, obviously, to ask you those questions. I was like: Wow, They were pretty insightful. Even if they were like the same old questions over and over and over. “How much drugs do you take?” Or “Who do you sleep with”? It’s information that you want to keep private. You don’t want to share it with anybody. And also, it’s kind of a comfortable feeling too. [SP105, housed]

In addition, the check in and ability to confide in the surveys seemed to provide a sense of calm for participants: such as who stated:

It took me a little break, too. That was my little break, with the alarm going off. I was like oh shit, I’m on my little couple seconds break. [SP403, unhoused]

**Self-reflection Negative Case Analysis: Causing Stress and Anxiety**

Although self-reflection and self-awareness were common in focus group discussions, which seemed to promote a sense of calmness among participants, aspects of the EMA protocol also seemed to trigger stress, anxiety, and paranoia, particularly in response to location tracking. Approximately 16% (37/231) of participants reported EMA caused somewhat or quite a bit of stress or anxiety in the exit survey (Table 2). Although some participants liked the personal nature of the questions, allowing them to check in with themselves regarding personal behaviors that were otherwise likely to go unchecked, others felt that the questions were too personal. In fact, a participant discussed paranoia as a result of the prompts:

I got paranoid sometimes, like if I was hanging out with these people and it was asking me, “who are you with?” “Did you do any drugs with?”...It was just about the whole street thing; it feels like snitching. [SP301, unhoused]

Similarly, another participant spoke of the discomfort they felt regarding the nature of the questions and location monitoring:

I did [feel uncomfortable] at first. I thought it was like the Feds or something. I was like oh shit, I’m not gonna lie, I was doing all types of lies...I felt like the Feds was watching. And taking video at the same time. I let the phone die for like a day and a half...I’m like I don’t know; I’m gonna keep the phone off. I was just annoyed about it them because like they know oh really alerted when I got a text that “we see your phone hasn’t been charged.” [laughs] You guys are watching me! I know what you can do with technology. It’s a simple program, there’s no telling what’s written in that program that I don’t see. [SP403, unhoused]

Fears regarding the personal nature of questions and location tracking, such as those discussed by participants SP301 and SP403, who were unhoused and both enrolled via drop-in centers, were more common among young adult participants who were actively homeless (ie, focus groups 3 and 4 [see Table 5 for more quotes by focus group and housing status]).

Further stress appeared to arise from the repetitive nature of the prompting schedule, with EMA prompts approximately 2 hours apart with the same array of questions. A participant commented on this by saying the following:

Well, it was irritating, like once or twice. I thought it was going to ask different questions. I didn’t know about the repetition thing. [SP106, housed]

Some participants felt that the prompting occurred too frequently and reported that the prompt changed their mood and what they reported as the prompt itself annoyed them:

Sometimes it would annoy me, like, “How do you feel?” Like, oh, I feel annoyed now [SP207, housed]

A similar response was recorded by another participant, who commented the following:

Damn, this alarm’s going off and now I’m irritated. Like I was doing fine before but now I’m irritated as fuck. [SP202, housed]

An additional point about the prompting scheme focused on the concept of negativity in survey items, as a few participants noted that the surveys did not ask about positive things in their lives, such as work, school, or other productive aspects of their lives. A participant commented the following:

It seemed to always be focused on like, what did you do that wasn’t productive today. How much weed did you smoke how many did you smoke, how much did you drink, did you fuck anybody for drugs, what time did you wake up, did you even go to sleep tonight—it didn’t ask anything like I don’t know did you have a good day or did you...Did anything positive happen to you today. It was just all focused on, I’m not going to say negativity...I guess how often homeless youth use drugs and trade that for sex or whatever else. Being on the streets, just assuming being on the streets that’s all that you do. [SP403, unhoused]

Despite these concerns, the participants seemed to become used to the prompting schedule over the course of the week.
Specifically, a participant discussed their experience of becoming familiar with the surveys, which made the experience easier:

I got used to it... At first it was kind of slow, for me. So it’d take a while, maybe five or ten minutes. I’m taking forever on this thing until eventually it was two minutes. And after a while it wasn’t really bothering me. [SP404, unhoused]

Considering the demands of the prompting schedule, participants had to juggle their study responsibilities with the responsibilities of their daily lives. Remaining stresses that resulted from study participation focused on having to comply (ie, answer a certain number of prompts) to get paid; needing to keep track of their study phones and answer surveys when at work or school; and not being comfortable with answering in front of others, such as SP408 when in the company of their case manager:

I know I didn’t want to miss one because you’re not gonna get your money. I want to get to a good percentage, high percentage [SP404, unhoused]

If I was working or if I was at school... I want to get the survey done, but I really have to pay attention to what I’m doing. So it’s like let me just get it over with [SP103, housed]

A few times it ringed off when I was in a meeting with my case manager. I was like “oh... no.” I couldn’t just pull out my phone and start doing a survey in front of my case manager. I was like, why you gotta hit at this hour. [SP408, unhoused]

On occasion, these demands resulted in participants clicking through the surveys. A participant described this as “going into default”:

I did find myself going into a default and then just changing it if it was different because my mood was fairly stable throughout the day and I’d be like, “This one, this one, this one, this one.” Then I’m like, “Eh, this one’s actually over here now.” I definitely would go into a default but then I’d adjust it. [SP202, housed]

Inciting Behavior Change

Approximately 22.9% (53/231) of the SPs thought that their behaviors had changed because of study participation. Most notably, behavior change was focused on drug and/or alcohol use and more often reported by unhoused participants than those residing in supportive housing. On some occasions, EMA promoted positive change, such as the intention to consume less of a substance, such as with one participant’s alcohol consumption:

I’m not going to drink today, because they’re going to ask me how many drinks I drank. [SP102, housed]

However, on the other hand, prompting regarding drug or alcohol consumption also had negative impacts, resulting in cravings or the desire to consume. A participant explains the effect as follows:

I felt a little like after a day or two, I had kind of like a Pavlov’s dog effect, where every time it went off, I’m like, “Ooh, I could really use some alcohol right now.” I’m like, “Ooh, this is reminding me that alcohol is not a great option, but it is an option.” [SP206, housed]

Similarly, another participant stated the following:

On the alcohol and drink question...the repetitive asking you another question and just mentioning a drink made me want to drink... It kept asking me how many drinks I have had and I’m like, none, but I don’t know, I kind of want one now, shit. [SP403, unhoused]

In addition, the subject matter, combined with the annoyance of the prompting schedule, brought on an increased desire to use:

Especially since it was that ringing and a little bit of an irritant, and it’s like, “Ooh, a drink would be really nice to kind of just not deal with this right now” [SP206, housed]

Responding Honestly

Across the 4 focus groups, the participants discussed honesty in their survey responses. Although 81.8% (189/231) of focus group participants agreed with being open and honest, others expressed greater distrust and, therefore, less honesty. Some participants oscillated between providing an honest picture of their day and, at times, lying. One of the participants provides a good example of the latter:

I should say... I was just trying to be as honest as possible. But some days you just don’t feel like explaining yourself or completely answering. [SP103, housed]

Here, fluctuations in fatigue and social engagement influenced honesty in survey responses.

The occasions where participants reported dishonesty, which occurred more often among unhoused participants, were largely related to the personal nature of the questions. One of the participants noted that the more specific and personal the questions got, the harder they were to answer honestly. This participant continued by providing a specific example:

It was asking me to put a nickname down for someone you had sex with, I was like, I don’t really want to do that. [SP103, housed]

Furthermore, another participant described their experience with honest survey responses as follows:

To be honest, I lied on a few questions... I lied because it just reminded me of what a whore I am. It would be like “How many times did you have sex today?” And stuff like that, I’m like it’s clocking me. I had the times I was cheating on my boyfriend with this boy, and you know how it asks you like the five people that you hang out with mostly or whatever? Then it would be like, “Who were you with?” I’d be like, “Ooh.” [SP202, housed]
Despite these circumstances, many participants discussed why they chose to respond honestly to the survey items. A participant shared their respect for the study by stating the following:

_I tried to be as honest as possible. Because I knew that it was a study. So I tried to be as honest...Because you guys are going to look at it and try to get real answers from people. It was hard. But I tried to be honest about it._ [SP102, housed]

Others noted that responding via the phone provided some comfort:

_The thing about surveys too, is it’s a non-judgmental environment that you’re telling your information to._ [SP105, housed]

Another participant also had similar feelings about using their phone to answer the surveys honestly:

_It feels extra for me but that’s because...I’m really bad about keeping my regular phone on me, so I said I was a bad millennial. I’m a bad millennial._ [SP204]

Suggestions for Future Studies: Technology

The largest perk for many participants in the study without a phone of their own was receiving a phone with a full data plan for the whole week, which most participants chose to do. Only 9.1% (21/231) of participants used their own phones for the study. Participants from focus group 4 (unhoused) discussed the following:

_Borrowing_ the phone..._actually helped me with my daily life, bro. Because I didn’t have a phone at the time, so it helped me to get phone calls._ [SP404]

_Oh yeah, me too. Google maps._ [SP408]

_I hadn’t had a phone since that one. I do want a phone for another week though._ [SP404]

Some others with their own personal devices preferred using their own phones rather than needing to keep track of 2 phones for the duration of the study:

_I think [using my own phone] was more convenient. It was a lot easier than having to have a second phone. Losing track of it._ [SP105, housed]

_I thought it was interesting. It was cool. I think I prefer it to be on my actual phone than another phone. Because it was kind of hard to keep up with it._ [SP104, housed]

In addition, some with their own personal phones chose to borrow a study phone to keep the study separate from their personal lives or because the software was incompatible with their phones. This, most often, resulted in difficulty keeping track of the 2 phones, as discussed in focus group 2 (housed):

_It felt extra for me but that’s because...I’m really bad about keeping my regular phone on me, so I said I was a bad millennial. I’m a bad millennial._ [SP204]

_It’s hard to remember to carry two phones._ [SP208]

But even if I went from my bedroom to the dining room, and thirty minutes went by and I was like, “I have to go get my phone.” Then I saw that I missed one survey. [SP204]

_I feel like I have bigger problems than carrying two phones. It wasn’t the hardest thing in my life, but sometimes I would forget it and be like, “Aw, crap.” That’s it._ [SP207]

Another discussion point stemming from this issue occurred in friend groups in which multiple people were enrolled in the study at the same time. One of the participants mentioned the difficulty of keeping track of their phone when interacting with others also in the study:

_It was hard for me. I was literally driving. I always keep my phone away. I’m over there trying to jump in the purse like: Where is this phone? And then, another thing, my neighbor...My neighbor [who was also in the study] always comes over...And my other neighbor...So he’d be like: “Who’s phone is who’s? Who got that...” And I’d be like: “Do you have my phone? That’s my phone?” How did we know it was our phone?...It took me about a day, or maybe two, to actually [get used to it]. [SP104, housed]

To this point, another participant in an unhoused focus group offered a potential way of distinguishing study phones in the same friend group, recommending the following:

_Maybe have a choice of different ringtones, because when you’re in a group of people and the ringtone goes off, but everyone thinks it’s theirs...Everyone’s like, “Hold on, I think it’s mine.”_ [SP408]

Finally, and perhaps most notably, SPs recognized the value of EMA as an intervention. Participants wanted more, such as prompts to support them in cutting back on their substance use, with many participants noting the benefits of study participation in terms of mindfulness:

_I feel like sometimes you’re doing stuff and then...Like, say somebody says yes, to something on the list. Like some serious drugs...Meth or something like that. Which you know is a serious drug. You can tell them like: “Maybe you shouldn’t do it.” Or something like that. I’m not sure about the whole thing. I’d have to sit down and go over it myself. If I was designing the app or something._ [SP101, housed]

Mixed Methods

In comparing the quantitative and qualitative arms of this study via a convergent parallel design, we found qualitative responses from both housed and unhoused participants to confirm the quantitative findings (see Table 6 for an integration of the quantitative and qualitative findings). The findings regarding the previously discussed difficulties with charging devices were found to be convergent. Qualitative findings regarding study-induced stress and anxiety, as well as interference with daily life, provided additional contextual information to the quantitative findings, offering an expansion in the interpretation of results. As previously stated, unhoused participants self-reported greater, statistically significant study-induced...
stress and anxiety. However, the qualitative findings highlight that housed individuals, at times, also noted stress and anxiety related to study participation; however, this stress and anxiety seemed to be contextually different from that experienced by unhoused participants, which was often connected to paranoia, fears of snitching, and being watched by the Feds. The latter stress and anxiety could be directly related to street culture and economy. Similarly, quantitative findings showed increased reporting of study interference in daily life among unhoused individuals; however, qualitative findings showed that both unhoused and housed participants noted interference. Housed participants most often talked about interference in terms of school or work responsibilities, whereas those unhoused discussed needing to answer to make the money for survey compliance, which made it more likely to interfere with what they were doing.

### Table 6. Results of convergent parallel design based on housing status.

<table>
<thead>
<tr>
<th>Quantitative findings</th>
<th>Qualitative findings</th>
<th>Merged findings outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compared with housed participants, unhoused participants were more likely to report that the study caused them stress or anxiety ($P&lt;.02$).</td>
<td>Although both housed and unhoused participants discussed stress related to paranoia and snitching.</td>
<td>Confirmatory; expansion</td>
</tr>
<tr>
<td>The study was reported to have interfered with daily life among those unhoused compared with those in housing ($P&lt;.001$).</td>
<td>Although surveys appeared at inopportune times for both housed (eg, while at work or school) and unhoused (eg, while visiting with a case manager) participants, unhoused participants discussed more stress regarding needing to answer to make the money for survey compliance, which made it more likely to interfere with what they were doing.</td>
<td>Confirmatory; expansion</td>
</tr>
<tr>
<td>Unhoused participants reported greater difficulty charging their devices ($P&lt;.02$).</td>
<td>Housed participants were more likely to be in locations with outlets. Charging had to be sought out by unhoused participants.</td>
<td>Confirmatory; convergent</td>
</tr>
<tr>
<td>More unhoused participants reported that the study caused changes in their behavior ($P&lt;.001$) than those in housing.</td>
<td>Although both housed and unhoused participants noted increased awareness of substance use related to substance use questions, unhoused participants more often reported increased substance use, whereas housed participants seemed to mention the awareness of substance use and trended toward a reduction in their use.</td>
<td>Confirmatory; complementarity</td>
</tr>
<tr>
<td>Compared with those in housing, unhoused participants reported being less likely to be open or honest when answering survey items ($P&lt;.03$).</td>
<td>Housed participants seemed to feel more comfortable with honest responses, whereas unhoused participants again noted paranoia and fear of snitching.</td>
<td>Confirmatory; convergent</td>
</tr>
</tbody>
</table>

Additional statistically significant differences between housed and unhoused participants occurred regarding reported behavior changes and honesty in the survey responses. Although both housed and unhoused participants noted increased awareness of substance use related to substance use questions, quantitative findings showed that more unhoused participants reported that the study affected their behavior during the week. Qualitatively, we obtained complementary findings in that those who were unhoused more often reported increased substance use, whereas housed participants seemed to mention the awareness of substance use and trended toward a reduction in their use. Finally, convergent findings emerged regarding honesty in the responses. It was clear that housed participants seemed to feel more comfortable answering openly and honestly, perhaps as a result of the newfound freedom associated with transitioning from homelessness to housing [34]. This is contrasted by unhoused participants once again noting paranoia and fear of outing peers on the street.

### Discussion

#### Principal Findings

The results of this mixed methods study illuminate the experiences of housed and unhoused young adults enrolled in an EMA for a 1-week period. Although no statistically significant differences in compliance by housing status were found, statistically significant differences were found regarding the impact of study participation. Housing status was found to affect young adults’ engagement with EMA. Differences in housing status were found regarding the ability to keep their device charged, interference with daily life, stress and anxiety associated with participation, behavior change as a result of EMA, and the ability to respond openly and honestly to prompts.

In terms of compliance, those who had difficulty charging also had lower survey compliance when the phone was charged, and unhoused participants reported greater difficulty in charging. Perhaps the unhoused participants had difficulty charging but made sure to find some way to charge it, possibly because of the importance of the incentive. Similarly, less interference with daily life was associated with greater study compliance in both the daily and EMA surveys, and unhoused individuals noted greater interference. A thought here is the significant correlation between difficulty in charging the device and interference in daily life. Research apps may drain battery life more quickly than other apps and disrupt typical charging patterns based on their usual phone use. If unhoused participants struggled to find a power source and spent much time consumed with finding ways to charge the phone [35] to maintain compliance (ie, get paid), this could interfere greatly with one’s day. This could also explain why unhoused participants reported greater stress and anxiety associated with study participation. Again, status was not associated with compliance rates; however, greater stress and anxiety resulting from study participation produced worse compliance rates.
Overall, study compliance was approximately 80%, with no significant detected differences explicitly related to housing status. However, this does not imply that housing status does not need to be considered in the study design. The findings clearly reveal greater impacts, and perhaps burden, for unhoused participants, which was confirmed in the qualitative interviews. Future use of EMA, particularly with unhoused individuals, should consider barriers to using technology in research. Although entirely possible, a study design that relies on the use of technology such as a mobile device should consider issues related to access and how this may create increased burdensomeness. We observed how increased burden could produce additional stress in an already stressful environment, particularly with regard to being tracked. In some cases, the awareness of being tracked has the potential to exacerbate the underlying mental health or substance use issues. Greater efforts to ensure comfort with protocols, including an enhanced focus on confidentiality, could be beneficial, especially because of the histories of marginalization that have led to a deep-seated distrust of systems, including social service systems. Taking more time at the outset of EMA studies to ensure understanding and consent could promote greater trust and decrease the associated stress and anxiety. This could also increase honesty in responses, particularly among unhoused individuals who reported being less honest in their responses compared with those in supportive housing, potentially because of perceived impacts on securing housing or other needed services and resources. Other methods to potentially increase data quality and assurance are to use a lead-in period where participants would get a day or two of practice with the app and EMA questions before recording their responses for analysis.

In testing for reactivity using anxiety and depression symptomatology before and after EMA the week, results show compliance to not be significantly related to the degree of anxiety and depression symptomatology reported. However, a decrease in reported symptoms occurred from before to after the test. This is particularly interesting as some participants, particularly unhoused participants, discussed increased stress and anxiety because of study participation. This indicates that the momentary stress of being prompted did not affect symptomatology and perhaps was fleeting. Although participants may have frequently thought about the bother of the study and became momentarily overwhelmed, it seems to have not been a lasting experience with long-term impacts, despite 22.9% (53/231) of participants feeling that the study affected their behaviors. The fact that compliance was not significantly related to symptomatology (ie, more prompts completed were associated with increases in symptomatology) indicates low reactivity to EMA prompting and participation. More work is needed to effectively examine the overall decreases in symptomatology that may be associated with EMA, as the results cannot definitively be ruled as reactivity, echoing previous literature [36].

The study’s implications include support for using intensive longitudinal methods such as EMA with housed and unhoused young adults. Acorda et al [26] explored the impact and acceptability of EMA among 18 youths experiencing homelessness, making recommendations for use with young people who are actively homeless. The results produced by Acorda et al [26] reinforce the findings of this study, most notably the effects of increased self-awareness and the potential for behavior change as a result of EMA. Given the discussion regarding perceived behavioral change and behavioral intentions, EMA also presents possible opportunities for intervention work. It is clear from both their work and the additional support offered from these analyses that EMA is highly acceptable for young adults who have experienced homelessness, both housed and unhoused, with several special considerations, particularly around housing status and confidentiality.

**Limitations**

Despite the strengths of analyzing this innovative method for vulnerable young adults, there are several limitations that must be acknowledged. The results suggest that some participants did not always answer honestly. We do not have a way of knowing the responses to trust or not using this method with this population. Future work may want to design studies to test the validity of this method with this population, perhaps adapting the study design to include self-checks within survey protocols and questions about honesty at the conclusion of each EMA survey. In addition, relying on focus groups as the qualitative methodology could potentially lead to group think more than individual interviews, particularly regarding sensitive topics where group interactions could be detrimental to the discussion. Inquiring about sensitive topics is needed for epidemiological studies; however, a focus solely on what may be perceived as negative aspects without the inclusion of a strengths-based perspective lacks an equity lens and was felt by some SPs. Finally, we considered the difference between completion and compliance within the EMA context and ultimately decided to use compliance as the number of prompts completed out of those received based on the study aims. Care should be taken when interpreting findings, specifically if the interest is in distilling information regarding the technological aspects of EMA methods, as this study did not consider technical issues as a focus of analysis, although it is briefly reported.

**Conclusions**

Although with caveats, this study produced evidence in favor of the use of intensive longitudinal designs with young adults who were formerly and are currently homeless. Intensive longitudinal methods are well suited to capture experiences associated with the chaotic and unstable environments of homelessness, addressing the limitations of cross-sectional and traditional longitudinal designs. However, the findings of this study show that chaotic and unstable environments must be considered at every step of the research process. These findings have implications for research development and design, data collection, and analysis.
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Abstract

Background: Currently, there is no holistic theoretical approach available for guiding classification development. On the basis of our recent classification development research in the area of patient safety in health information technology, this focus area would benefit from a more systematic approach. Although some valuable theoretical and methodological approaches have been presented, classification development literature typically is limited to methodological development in a specific domain or is practically oriented.

Objective: The main purposes of this study are to fill the methodological gap in classification development research by exploring possible elements of systematic development based on previous literature and to promote sustainable and well-grounded classification outcomes by identifying a set of recommended elements. Specifically, the aim is to answer the following question: what are the main elements for systematic classification development based on research evidence and our use case?

Methods: This study applied a qualitative research approach. On the basis of previous literature, preliminary elements for classification development were specified, as follows: defining a concept model, documenting the development process, incorporating multidisciplinary expertise, validating results, and maintaining the classification. The elements were compiled as guiding principles for the research process and tested in the case of patient safety incidents (n=501).

Results: The results illustrate classification development based on the chosen elements, with 4 examples of technology-induced errors. Examples from the use case regard usability, system downtime, clinical workflow, and medication section problems. The study results confirm and thus suggest that a more comprehensive and theory-based systematic approach promotes well-grounded classification work by enhancing transparency and possibilities for assessing the development process.

Conclusions: We recommend further testing the preliminary main elements presented in this study. The research presented herein could serve as a basis for future work. Our recently developed classification and the use case presented here serve as examples. Data retrieved from, for example, other type of electronic health records and use contexts could refine and validate the suggested methodological approach.

(JMIR Form Res 2022;6(3):e35474) doi:10.2196/35474
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Introduction

Background

Classifications are applied for various purposes in clinical contexts, including patient documentation and more specific domains, such as the patient safety incident reporting of technology-induced errors. However, the availability of methodological frameworks and research evidence is limited for developing and maintaining clinical classifications [1-3]. Typically, classification development has practical goals in a specific clinical setting or documentation context. Accordingly, the results of practice-driven classification work are not necessarily transferable to other organizations, clinical domains, or purposes [4,5].

According to literature, severe challenges have arisen from the emergence of safety issues involving newly innovated and existing implemented health information technologies (ITs) [6-8]. Regarding patient safety in health IT, previous classification development-related research on technology-induced errors is available [3,9,10]. Magrabi et al [3] identified categories for populating the classification of IT problems with the aim of providing a clinical method for classifying computer-related patient safety incidents. This classification was then tested with patient safety incident data in a setting with 100% coverage of electronic health records (EHRs). The results indicated a need for classification development from the perspective of a sociotechnical approach [1]. Moreover, a recent study summarized that organizations today do not have rigorous, real-time approaches for routinely assessing the safety of EHRs or for identifying safety hazards [11]. This constitutes the underlying rationale for why we have recently developed and validated a classification of technology-induced error types from a social-technical perspective [12]. A guiding assumption in our research was that despite previous research introducing relevant themes in this area, further research is needed to capture the fast-developing clinical working environment. Health IT and EHRs advance in ways that require the identification and classification of new types of phenomena. Classifications evolve as new evidence arises [13].

On the basis of our experience when researching classification development, this focus area benefits from a more systematic approach. Although valuable theoretical and methodological approaches have been presented, some of the literature concentrates on a specific part of the classification development, such as validation within a specific domain [14] or maintenance and implementation of international classifications [15]. No holistic approach is provided to guide classification development. In addition, although some valuable research on patient safety incidents and respective classifications has been conducted, there is relatively scarce documentation of detailed classification development that could guide future development. It is suggested [16] that publishing methodological and theoretical approaches applied in classification development cases increases the validity and quality of development outcomes. This contributes in building a systematic approach to classification development. Currently, for example, some practical guidelines and web-based resources are available regarding large-scale international examples, such as the World Health Organization’s International Classification of Diseases and Systematized Nomenclature of Medicine–Clinical Terms [17,18]. However, the gap between practical guidelines and theory-based systematic classification development presents a challenge when the aim is to develop most sustainable, well-grounded classifications, which can also be assessed in a transparent way against a set of common development principles [16,19].

Objectives

To benefit future classification work, in this paper, we present preliminary results on methodological considerations based on previous research evidence and our case research on classifying EHR-related patient safety incidents [12]. Our preliminary results are intended to inform future research on classification development research protocols with different use cases. We characterize typical elements of classification development and suggest a methodological approach [20] to achieve more systematic classification development after testing it with other use cases. Therefore, our main research question is as follows: what are the main elements for systematic classification development based on research evidence and our use case?

Methods

Evidence From Previous Research Informing Our Study Design

Sociotechnical theory has been a basis for the development of health IT-related models [21]. Pioneering theorists of the sociotechnical approach emphasized that technical and social systems should be optimized simultaneously and that organizations should comprise a relationship between nonhuman and human systems [22,23]. More specifically, the theoretical background for developing our classification was the Health IT Safety measurement framework proposed by Sittig and Singh [9,24]. The starting point of the Health IT Safety framework is that safety incidents must be understood within the full context of the sociotechnical work system. This refers to the interacting technical (eg, hardware and software) and nontechnical (eg, clinical workflow, people, and the physical environment) variables that affect health IT-related patient safety. The framework responds to the fundamental conceptual and methodological gaps related to both defining and measuring health IT-related patient safety. The aim is to provide a conceptual foundation for health IT-related patient safety measurement, monitoring, and improvement [10]. The following three domains were created to describe the range of risks and opportunities of health IT to influence patient safety: Safe Health IT, Safe Use of Health IT, and Using Health IT to Improve Safety. The latter includes using technology to identify and monitor patient safety incidents, risks, and hazards and to intervene before harm occurs [24].

EHR-related classifications for the purpose of incident reporting have been developed for specific clinical settings and problem areas. For example, the French Nuclear Safety Authority scale for classifying incidents was applied in oncology to inform the
design and potential utility of an incident reporting system. All incidents during the research period were reviewed and graded according to potential severity by the consensus of a committee, including physicians and physicists [25]. However, the aim of the research was not to provide a detailed description of the development process of IT-related error-type categories from a methodological classification development perspective. Another example of classification-related development work in a specific IT-related error area is the development of a usability-related error ontology by Elkin et al [26]. Here, initial semantics for usability error types were derived from a literature review and an expert opinion. Then, a participatory design method was used to obtain input and feedback from multi-professional stakeholders. According to Elkin et al [26], with use and experience, the ontology would grow and evolve toward more standard and interoperable reporting. Intrinsically, ontologies have become important resources, because they can be applied to integrated EHR infrastructures to improve possibilities of data acquisition and storage, standardization, interoperation, data analysis for clinical research, and routine clinical documentation [27,28].

The classification developed by Magrabi et al [3] is a rare example of EHR-related classification development research that is not restricted to a specific EHR problem area. It was developed by using safety incidents and was further refined by analyzing data from incident reports submitted to a regulatory database. The methodology of classification development was based on the free-text descriptions of a quarter of the incidents retrieved (n=123), which were used to identify natural categories for the classification. A simple classification of the reported problems related to computer use was developed. The incidents were classified using the classification. An interrater reliability analysis was performed using the $\kappa$ statistic to determine consistency among researchers. The classification developed by Magrabi et al [3] underwent testing in the United Kingdom after the preliminary development phases. In subsequent research, a limitation of the classification was documented: it was not possible to demonstrate the clinical relevance of all incidents by using this classification [29]. However, the study focused on case data–driven development of the classification, not on describing the underlying methodological aspects of classification theories.

In a recent study [12], a classification for patient safety incident reporting associated with the use of a mature EHR was developed, which was validated using a data set of 501 patient safety incidents. Here, a mature EHR is defined according to the Electronic Medical Record Adoption Model, which was developed by Healthcare Information and Management Systems Society Analytics. This universally recognized maturity model is an 8-stage model that reflects hospitals’ electronic medical record capabilities, ranging from a completely paper-based environment (stage 0) to a highly advanced paperless and digital patient record environment (stage 7). Regarding these data, the maturity level of the EHR system is 6 to 7 [12]. The classification development was based on research into commonly recognized error types. Further, a multi-professional research team used iterative tests on consensus building to develop a classification and preliminary descriptions of the classes. The final classification was validated using incident report data to evaluate its characteristics and applicability for purposes of patient safety incident reporting. The development focused on applying the theoretical aspects of classification development, for example, by defining concepts and the exclusiveness of categories and forming descriptions for all categories with the quality and usability of the resulting classification as a guiding principle. This classification development and validation research was used as a use case in this research to strengthen the fragmented methodological support for this type of research.

**Methodological Background and Study Design**

This study applied a qualitative research approach that is applicable for identifying, characterizing, and interpreting a phenomenon. Qualitative methodology relies on data and their interpretation according to respective conceptualization [20,30]. To increase the reliability of qualitative research, applying a varied methodology is suggested [20,30-32]. For our use case [12], this involved retrieving clinical patient safety incident reporting data and conceptualizing technology-induced errors based on previous research, selecting relevant reports, analyzing incident data to define categories and hierarchies for the emerging classification, and applying a multidisciplinary panel within our research team to reach agreement over ongoing classification development (Multimedia Appendix 1). We have already documented the study design for data analysis and validation [12], and in this paper, our study design concentrates on specifically capturing classification development characteristics (Textbox 1) and related observations from the use case of our classification development. By creating a holistic methodological approach for classification development, there is potential to expand use to different kind of contexts and use cases.
Classification development research is considered more practical than theoretically oriented, which results in development outcomes that might not necessarily be scalable to other research or use contexts [16,39,40]. Unsystematic and partial descriptions of classification development steps render it difficult to understand the underlying theoretical grounds for created structures and characteristics [33]. Applying a qualitative approach allows us to use somewhat limited research literature both as an analytical tool and to provide a source of concepts, theories, and hypotheses [20,31]. For qualitative research, a systematic review of literature is not typically required, although familiarity with relevant literature may increase sensitivity to subtle nuances of data [20,32]. In line with the qualitative approach [20], we identified key elements of classification development from the previous literature. The main literature consists of 12 research papers, and the results are summarized in Textbox 1. With this use case, we applied the elements found in the literature by researchers who described such elements and stages of classification development. Therefore, before embarking on classification development, typical elements based on the previous literature were compiled as guiding principles in the research process. These guiding principles were used and tested in practice during our recent study [12] (Textbox 1). However, these elements were not described in-depth in our publication.

According to the available literature, the classification development process begins with a careful, in-depth concept analysis to support the need for structured and controlled data representation (cf the study by Watson et al [16]). This is for documentation purposes [27] and for increasing the usability of data by ensuring improved data quality and comparability [41]. Reconciling clinical needs for documentation requires content analysis and mapping, which can be costly in both financial and temporal respects [4]. An important observation for classification development is that incomplete or overlapping conceptualizing, naming, and descriptions of categories and their relations within a classification may challenge resulting data quality owing to heterogeneity and indistinctness of concepts and terms used [4,33]. We have defined the concepts used in our research in the previous paper [12]. Our core concept regarding the phenomenon of the use case is a technology-induced error that results from the design and development of technology (Multimedia Appendix 2), the implementation and customization of technology, and the interplay between the operation of a technology and the new work processes that arise from the use of technology [42,43]. Regarding the classification category and subcategory building, our process was both qualitative and iterative [20]. The category building consisted of systematic analysis and labeling of varied phenomena illustrated in our data [20]. By examining differences and similarities in our data, we divided the data first into categories, iteratively refined distinctive differentiation between categories and within a category, and continued to define subcategories with an in-depth analysis.

From a methodological perspective, regarding the aim of improving systematic classification development, the potential strengths and weaknesses encountered during the process should be documented in research. Cornet et al [4] stated that content shortcomings encountered during classification development, for example, concept coverage and gaps, can be solved relatively easily. However, some formalism issues are more difficult to resolve. These include, for example, how relations among the categories are arranged, the overall structure or concept model, and how the classification is applied by the clinical users [27,41]. The United Nations suggests the following similar requirements in their practical guideline for classification development, for example, a consistent conceptual basis, a flat or hierarchic structure, categories that are mutually exclusive and exhaustive, and definitions that are clear and unambiguous and define the content of each category [44]. Furthermore, classifications should be relevant to users and sufficiently robust to last for a period of intended use. They should also provide comparability over time and among collections and provide guidelines for the coding and output of any data collected [36,38].

To summarize, as described in our study design, these elements form the basis for testing them in our use case.

### Results

#### Overview

Our results provide examples of selected categories of our use case analysis to illustrate the development of technology-induced problem classification. During the analysis [12], we reviewed...
all patient safety incidents (N=1486) to identify technology-induced ones and continued to categorize the remaining incidents (n=501) with the concepts based on previous research. We added both main categories and subcategories to develop the initial content toward the context of mature EHRs according to evidence from the patient safety incident data. This required close cooperation between clinical and informatics experts within the research team to ensure that the categories captured identified phenomena correctly and were relevant for clinicians.

We provide the following four examples from our use case [12]: a description of the reasoning behind 2 categories, which were expanded to increase the potential accuracy of patient safety incident reporting, and 2 new categories, which were added to reduce ambiguities and any duplication of the original categories.

Category of Usability Issues
The first example is illustrated by the category of usability issues (73/501, 17.1%). To start with, this category had no description, and the initial subcategories included features that were more closely related to other categories, such as documentation problems (60/501, 14.1%; Multimedia Appendix 2). With the help of clinical experts, we defined usability problems as situations in which the used EHR is difficult to use. For example, this complicates finding the required patient data or does not guide the clinician as expected, meaning that the system does not support the clinician’s work processes as expected according to care guidelines. In contrast, the documentation problems were defined to include a lack of data structure, errors, and ambiguities when entering data. After the analysis, we added 4 subcategories to usability issues, resulting in a 2-level hierarchy. Two of these subcategories (problems with decision support, n=2, and printing problems, n=11) were easily defined. For the other two subcategories (problems and deficiencies related to alarms, n=29, and problems with finding data, n=30), we added additional third-level subcategories. In addition, we added missing, incorrect, or difficult-to-interpret alarm and alarm fatigue to the first subcategory. For the second subcategory, we added that the information is difficult (illogical) for the user to perceive and the information is laborious to find and has to be dug up. These third-level subcategories were easily identified by the clinicians in our research team and are documented in previous research. Although they concern separate usability issues, only future use of the classification would reveal if the third-level subcategories are suitable for reporting. In an ideal situation, third-level subcategories could guide the reporting clinician to identify a usability issue more easily, based on the category-specific name and description. However, a deeper hierarchy of categories and additional subcategories could increase the reporting burden in fast-paced clinical work. To determine the most suitable level of accuracy for reporting, the pilot use of the developed classification would be required.

Category of EHR Downtime
Regarding the category of EHR downtime (8/501, 1.9%), the starting point for classification development was a flat hierarchy, that is, a single-level main category, after which our development progressed iteratively. This category was identified as a relatively well-defined entity with no connection to other categories in the classification. Furthermore, it was known from the literature that domain coverage (including only planned and unplanned downtimes based on previous research at this stage) was insufficient to provide classification benefits. However, we sought a relatively simple 3-level hierarchical structure to facilitate clinical use. In addition to the literature, available real-world data in the form of patient safety incident reports guided more precise identification of new subcategories, including the completely new phenomenon of the problem of logging on to a single application partly or entirely (n=5). At this point, we divided the subcategory of the system logging problem in relation to the whole or part of the system in use to capture issues with a high-maturity EHR more effectively. The harmonization of concepts for known phenomena based on previous literature was relatively straightforward. However, the concepts for optimizing the new range of categories for clinical users required more reconciliation. Our aim is that categories would be mutually exclusive and exhaustive. During classification work with our data, we noticed that not all incidents fitted with existing subcategories. At this point, attention was given to content according to the feedback of clinicians as users. Without incorporating multidisciplinary knowledge, it would have been difficult to create and define content clearly and comprehensively, especially for the category data entry during and after a downtime.

Category of Clinical Workflow Problems
During classification development, we added clinical workflow problems (33/501, 7.7%) as a new main category for two main reasons: the original classification addresses this phenomenon ambiguously, and mature EHRs implement clinical procedures according to defined workflow descriptions and guidelines. In other words, although building a workflow into EHRs is a well-established practice, the original classification left the issue either unidentified or partially identified. On the basis of the use case and the views of clinical experts, workflow problems can disrupt work procedure continuity. For example, although fundamental process steps such as a patient transfer or discharge should be carried out, the EHR renders it impossible to complete the procedure or does not otherwise support the clinician’s work as expected according to hospital guidelines. Moreover, owing to the lack of an integrated, functional, and logical workflow, the system may attract ways of clinical use that are not aligned with the guidelines when the expected EHR functionalities cannot be obtained. This can result in deviant work processes and workarounds. On the basis of our case data, the phenomena of workflow problems could be accurately identified and tentatively described. However, this could still benefit from insights from other use cases and data to confirm the correctness of our interpretation based on these specific data. Moreover, identifying workflow problems as a new main category can reduce the corruption of reported data caused by the weak distinctiveness of the original classification and its categories.

Category of Medication Section Problems
We noticed that the original classification did not cover incidents related to the medication management section adequately, especially given that many of these cases were documented in
the research data. Thus, a new main class of medication section problems (89/501, 20.8%) was added. These problems can result in situations where prescription and patient record information is not stored as intended, or where apparent changes occur because of an unidentified system-related reason. This is often a problem that hinders the management of overall medication. With this particular category based on its appearance in our research data, we wish to illustrate that there are some precursors for classification development. First, the problems in the medication section appeared more difficult to delimit and describe compared with workflow problems. However, we recognized that these problems are closely related to the clinical workflow category features (eg, functionality of closed-loop medicine administration) and documentation category. Regarding medication section incidents, our research team concluded that there were still complex unresolved issues in the implementation of the new EHR from the implementation perspective, where immediate modification and mitigation appears to be necessary. Thus, it is likely that some of the system-specific problems will be solved. Moreover, when identifying real root causes to develop new subcategories, a more detailed examination would have been required, for example, through root cause analysis. In this case, it was too early to develop subcategories based on the research data; hence, the problem type could be identified but not unambiguously described. For this category, we found that a major functional change period, that is, system implementation in progress, may be a suboptimal time for developing a classification.

To conclude the insights from the use case, several iterations of category names and descriptions were required to ensure shared and sufficient understanding of the reasoning behind a specific category. Further, we used research literature to determine how the same or similar categories had been conceptualized. During classification development, clinician insights provided clinical understanding of a phenomenon through a clinical lens. However, informatics and IT expertise were required to identify and analyze system-specific starting points and boundaries of a specific phenomenon. Overall, our classification development was conducted through a sociotechnical lens to ensure comparable reasoning of both human and nonhuman factors that attribute to a specific technology-induced patient safety incident. However, when new categories or subcategories were constructed, the clinical perspective of relevant and usable classification content development remained a prevailing guideline. This was particularly true regarding clinical reporting and the optimal versus redundant level of accuracy for reporting based on the available categories and time available for reporting in hectic clinical work. To summarize, essential key elements, such as content analysis, category building, the definition of hierarchy among categories, and classification validation, provide requirements for systematic classification development.

**Discussion**

**Principal Findings**

On the basis of the study design, a set of guiding principles and preliminary elements for classification development were identified and applied in our use case. Next, we gathered evidence of the process for classification development and captured common elements based on previous research and our own experience of classification development. Finally, we processed these elements and explored examples from our recent research [12] in the Results section to illustrate the details of both the classifying process and elements to build sustainable and well-defined classifications in the future.

Our classification development and validation research [12] was used as a use case in this research to strengthen the fragmented methodological support for this type of research. In practice, we revealed incident-related gaps of conceptualization within the area of research. During classification development, filling these gaps meant analyzing various technology-induced patient safety incidents within our multidisciplinary research team. The incidents were analyzed with a sociotechnical lens to avoid bias when building the categories. Clinician insights into the incidents and the rationality of the clinical working environment played significant roles when identifying the categories.

Owing to the scarcity of research evidence, challenges when conducting this kind of research are recognized [4,12]. Accordingly, our main purpose is to fill a methodological gap in classification development research to promote well-grounded classification development. Although we ground these recommendations on the use case, the available research literature indicates similar challenges in other classification development cases. First, a concept model informing the classification development promotes systematic category building with structural formalism. In a way, such a model provides fundamental requirements for the development of each category. Second, in addition to conceptualizing category building, documenting agreements on other main elements can constitute guiding principles for the whole classification development. Furthermore, documenting common agreements can also support quality control and ensure the understanding of common goals for the development. Third, ensuring multidisciplinary expertise is crucial for guaranteeing that the intended clinical meaning prevails and for facilitating the validation of emerging classes. Moreover, regarding the future use of a classification under development, multidisciplinary expertise can be used to define the required level of category robustness and to review sufficient levels of clinical domain coverage and comprehensiveness. By reviewing clinical relevance and documenting practices during classification development, the development outcome might be feasible for clinical use. Fourth, terminological harmonization or systematic translation of concepts and terms representing the categories can be used to ensure that the clinical meaning remains unchanged during the development and that the chosen concepts remain relevant in the specific domain or clinical context. Fifth, planning ahead is a requirement of classification maintenance, especially when the clinical context in which the classification is used is constantly changing and evolving. In this regard, planning for user feedback or other routes for receiving and processing development needs emerging from the clinical context and users in the future can provide a means of classification maintenance.
Limitations

Any method of qualitative or quantitative analysis is not a purely technical process, as it is inevitably influenced by the scientific background and experience of researchers. Accordingly, critical reflection throughout the research process is of considerable importance. The multidisciplinary research team with prior training and experience in qualitative analysis worked closely to follow up on research progress analytically and critically to ensure the quality of the conduct of the study. However, there are many known weaknesses associated with the qualitative research approach in particular [20,30-32]. In this study, the approach was iterative, the analysis was interpretative, and the results were consequently descriptive, which is typical of this research approach. Therefore, the results should be considered from the outset of these facts. The most difficult methodological question arose from the situation where the researchers determined that a systematic review of the literature in this area does not necessarily produce such results that would benefit the achievement of the research goals. Moreover, the researchers have been working on governmental and international classification development for many years, which contributed to the decision to proceed in a way that deviated from the original research plan, which relied on the possibilities provided by the qualitative research literature. Furthermore, the literature was studied and adopted cumulatively.

The theoretical framework for our classification development was the sociotechnical model [9,10]. It should be noted that classification development can be based on many starting points and can occur within many themes. As a result, we cannot conclude from this use case alone that our approach would be applicable to all subject areas. This is why further research is still required, in which our observations could be tested with new data.

Lessons Learned and Implications for Future Work

There are many possible aspects for future classification development work and related research based on our study results. Based on our observations, for the continuum of classification development in each context, we suggest that sufficient multi-professional analysis and review should be part of classification development and maintenance. Overall, the classification development should place more emphasis on terminological and clinical subject area expertise. Moreover, classifications can be regarded as a representation framework among evolving practices, meaning they must be followed by new knowledge. Furthermore, more case or pilot studies with real-world contexts are required. Our use case and developed classification serve as an example here: patient safety incident data retrieved from other source EHRs and use contexts could strengthen the methodological approach or it might contribute to further development of our classification based on user feedback.

As we became acquainted with the classification literature, preliminary observations were made about promising future possibilities, specifically of ontologies. Although we excluded the topic from our own research, we highlight the potential for future research. Hancock [41] described a study that demonstrates the demand for instant data and information is enabled through innovative and newer ways of classifying information. From a system perspective, much of the development process can now be automated, content can be contributed and approved on the web, and computer programs are sufficiently advanced to consider more human-thinking methodologies. Although it will take time to replace traditional approaches to classification development and theory with innovative, technological solutions, we suggest re-examining the classification development process we have described, starting with the concept definition phase. It would be particularly interesting to determine whether machine learning can be used in this context, especially if the aim is to analyze extensive data sets.

Conclusions

Although classifications remain significant tools for clinical documentation and for producing clinical data in various clinical domains, limited research literature is available that illustrates classification development systematically or from a methodological perspective based on previous research. Owing to the role of classifications in data production, theoretical and systematic reviews could also contribute to the transparent development of a future health care knowledge base. Thus, we recommend the main elements based on this study for systematic classification development. Furthermore, the research presented herein could serve as a basis for future work. To conclude, there is a need for the scientific assessment of whether classifications in different domain areas can be developed from theoretical and systematic perspectives.
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Abstract

Background: The research marketplace has seen a flood of open-source or commercial mobile health (mHealth) platforms that can collect and use user data in real time. However, there is a lack of practical literature on how these platforms are developed, integrated into study designs, and adopted, including important information around cost and effort considerations.

Objective: We intend to build critical literacy in the clinician-researcher readership into the cost, effort, and processes involved in developing and operationalizing an mHealth platform, focusing on Intui, an mHealth platform that we developed.

Methods: We describe the development of the Intui mHealth platform and general principles of its operationalization across sites.

Results: We provide a worked example in the form of a case study. Intui was operationalized in the design of a behavioral activation intervention in collaboration with a mental health service provider. We describe the design specifications of the study site, the developed software, and the cost and effort required to build the final product.

Conclusions: Study designs, researcher needs, and technical considerations can impact effort and costs associated with the use of mHealth platforms. Greater transparency from platform developers about the impact of these factors on practical considerations relevant to end users such as clinician-researchers is crucial to increasing critical literacy around mHealth, thereby aiding in the widespread use of these potentially beneficial technologies and building clinician confidence in these tools.
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Introduction

Interest in integrating mobile technology into research has grown exponentially over the last 2 decades, particularly as a means of collecting real-time observational data and intervention outcomes [1]. A newer, but equally growing area of research involves Just-In-Time Adaptive Interventions (JITAIs) [2], which use data collected via mobile/wearable devices, such as symptoms and behaviors, to identify opportune moments for delivering personalized interventional content in real time.

These increasingly popular techniques have created a thriving marketplace for mobile health (mHealth) platforms designed to aggregate mobile app data, deliver intervention content, and observe outcomes. For example, the open-source AWARE
framework is an Android platform designed to address the lack of availability of open and reusable software for creating context-aware apps on mobile devices [3]. Similarly, Remote Assessment of Disease and Relapse-base is a scalable, fully functional, remote Internet of Things data collection platform for real-time remote sensor data collection [4]. Such platforms allow clinicians and researchers to collect (1) ecological momentary assessment (EMA) data, for example, active self-report surveys collected on a mobile or wearable device; (2) sensor data from external devices, such as data collected by a wrist-worn device like a Fitbit [5] or a mattress sensor like the Withings Sleep Analyzer [6]; and (3) sensor data directly collected from participants’ smartphones, including step counts, geolocation data throughout the day, and so on.

Clinician-researchers seeking to integrate mobile app data into their research or practice either to deliver interventions or to monitor existing interventions have a plethora of options. However, very few apps include all these features, and implementing these apps on a large scale can be problematic without specific technical and implementation knowledge [4,7]. Should one wish to learn these skills, there is limited documentation with respect to understanding the pragmatic processes required for setting up these studies, building new features, and assessing the feasibility of technical solutions to these research questions. Furthermore, for many clinician-researchers, this is a decision that is outside of their realm of expertise. A wrong decision can dramatically impact the feasibility of meeting a given set of research aims. Indeed, despite the availability of several mHealth platforms, guidance for integrating intervention aims with technical capabilities—from a combined technical and implementation perspective—is difficult to find and would be valuable to researchers working with these tools.

To contribute to this body of knowledge, this paper describes the programmatic processes involved using our experiences with developing an mHealth platform, Intui. The mHealth platform is described with a particular focus on the decisions and choices of relevance to health services and clinician-researchers, including the procedure, cost and effort, and design choices at the product and project levels. To illustrate this further, we present the software results of these processes in action, namely a practical example of the adaptation of Intui to a behavioral activation therapy context, adding practical depth and detail to our procedures.

## Methods

### Materials

**Intui Platform: Design Decisions and Features**

The Intui platform is a configurable cloud-based service designed to support mHealth data collection and intervention studies (Figure 1). The 4 core software elements of the platform are (1) the Android and iOS smartphone apps for participant use; (2) lightweight cloud functions, also known as microservices, to handle reusable functional requirements provided in the app and the dashboard—for example, security, user management, communication, data management and data analysis—in isolation and at scale; (3) the web-based data dashboard for clinician-researchers to manage study participants and data; and (4) cloud storage on Amazon or Google data centers.

The app and dashboard user interfaces are implemented in a cross-platform app development framework, Ionic, which allows us to create and implement modular components that can be reused in multiple projects as required. Ionic also supports easy integration of third-party plug-ins, which can enable rapid development of new features [8]. For back-end functionality and data storage, Google and Amazon cloud services are used owing to their easy scalability and ability to integrate functionalities implemented in a number of programming languages as microservices.
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Study Design and Initiation

The process of initiating a new study within the Intui platform consists of three parts, guided by the Intui platform software development team: (1) setting up data hosting, (2) configuring Intui to the study-specific requirements, and (3) developing and implementing any custom study components.

Data Hosting Setup

The data hosting setup begins with an Intui software developer preparing the study-specific databases. The Intui platform is designed such that each study has a separate set of databases, 1 set for storing deidentified study data and another for securely storing personally identifiable participant details in an encrypted format. This provides an assurance that data segregation exists from 1 study to another for privacy and ethical considerations.
as discussed in detail later. At this stage, a unique study code is also generated for registered clinician-researchers.

**Study-Specific Configuration**

Once the hosting setup is complete, registered clinician-researchers receive a welcome email with details to access the web-based data dashboard, as well as the study code to share with prospective participants using the app. Researchers can also use the data dashboard to perform administrative functions, such as inviting participants, removing participants, downloading data, viewing summary statistics, and monitoring study progress.

Based on the unique requirements of each study, Intui software developers extract the study-specific configurations. These configurations define the inclusion of existing functionalities and components of the Intui platform as well as any parameters required for them to operate within the research design. For low-complexity studies, this includes the data collection requirements for phone sensor data and external device sensors, the definition of EMA question sets with branching logic, and protocol details such as the length of the study and timing of reminders related to the proposed data collection.

**Development and Implementation of Any Custom Study Components**

High-complexity studies often involve the implementation of custom study components. These components may include app user interface (UI) elements for intervention delivery, custom-built data gathering functionalities, and the implementation of microservices to handle the functional logic requirements of more complex study designs. Intui software developers work with researchers to define, design, and implement these components, or integrate those developed by third parties. This flexibility allows researchers to retain full software development control over aspects of more complex study designs.

In addition, UI components that encompass visual elements (styling and display), data (what is shown), and logic (what needs to be stored and any conditional functionality) may need to be developed. These can be designed by the Intui platform developers or by an external developer. Once a prototype UI component is available, the Intui platform developers integrate the component into the Intui app and release an updated version of the app with all added functionalities.

When a study has completed the initiation process, Intui software developers collaborate with the study researchers to run a short technical pilot. The pilot period validates the functional components and configured settings for the study ahead of participant recruitment. Technical pilots ensure that the right data are collected and that the study design has been correctly implemented to reduce the risk of participant dropout as a result of technical faults.

**Measures**

**EMA Delivery**

The design of the Intui mHealth platform permits the administration of various EMA question types and tailoring of the question flow and timing. For each study, the EMA question set(s) are defined within a study-specific configuration, and the schedule for question delivery is set up within the study protocol microservice of the Intui platform. EMA question types can include numerical sliders, Likert scales, single choice (eg, yes/no), multiple choice, and free-text input. Branching logic can be used to set conditions on which questions are shown. For example, if poor sleep is self-reported in the app, an additional question may appear asking for further information to differentiate difficulties in falling asleep.

**Sensor Measures**

The sensor data types and sources collectible through Intui are, essentially, unlimited. Sensors can be integrated with Intui at the application programming interface (API) level and through manual data entry methodologies, for example, participants entering results from an analog medical device.

**Procedure**

**Participant Onboarding**

Study participants are invited to download the Intui app from the respective Apple-iOS or Google-Android app stores. Participants register on the Intui app using the provided study code. The unique study code enables the study-specific configuration and features within the app and may also be used to link or segregate participant data. For example, a study may require the use of a patient app that feeds data into a clinician dashboard. In this scenario, clinicians are assigned a unique study code that they provide to participants, thereby linking multiple patient apps to an individual clinician’s dashboard. This ensures that only authorized clinicians can access patient information linked to their study code, maintaining data segregation.

**Collection of EMA Data**

The timing of administering EMAs may be based on time-contingent, event-contingent, or answer-contingent schedules. Time-contingent schedules are configured at a predetermined time of the day/week (for example, a survey getting sent at 2 PM every Monday) or within a range of possible times (for example, a prompt being set to be sent at some point between 9 AM and 3 PM). Event-contingent schedules deliver a tailored prompt in response to characteristics, trends, or threshold values identified in the collected data (when event X occurs, nudge Y). Event-contingent nudges can be delivered in response to active data (when a self-reported threshold value is recorded or a trend is observed over several days) or passive data (like arriving at a specific location, reported through a smartphone’s GPS sensor). The type of questions posed in the app and the schedule for delivering those questions can be customized to the requirements of each specific study. Additionally, the appearance of questions may be conditionally based on responses to previous questions (eg, if response is A, ask B). For example, if poor sleep is self-reported in the app, an additional question may appear asking for further information to differentiate difficulties in falling asleep.

The EMA question set(s) are defined within study-specific configuration settings and the schedule for question delivery is
set up within the study protocol microservice of the Intui platform for each study.

**Delivery of JITAIs**

Access to data in real time is critical to the implementation of JITAIs, as is the development of the necessary UI components to enable this implementation. External and internal programmers can access data gathered in real time through the secure data RESTful APIs in Intui. This can facilitate rapid and collaborative intervention development, as programmers can prototype approaches to process data in any environment (Python, R-Studio, Java, JavaScript) and schedule algorithms to run as independent applications (microservices) that use the same Intui database to read data and store processed results. Programmers can also use the Intui API, which can control push notifications to users and set up reminders to access interventions within the app. Such interventions can include brief text within push notifications, multimedia content within the app, or a set of EMA questions.

**Data Extraction for Ongoing Analysis**

The collected participant data may be downloaded at any time from the clinician-researcher dashboard or using the Intui API. Clinician-researchers can download data in the CSV format for offline analysis at any time from the data dashboard. Alternatively, separate data analytic applications can be implemented to programmatically read and process the gathered study data through APIs in real time and initiate study features (eg, present new content or messages to participants).

**Considerations Unrelated to the Study Design**

**Support**

Researchers can expect to receive stable support for the duration of their study from the Intui platform development team. Owing to the monthly support and maintenance fee, researchers (and study participants) can submit bug reports and expect support and resolution within reasonable time frames to ensure the continuous and uninterrupted progress of their study. The Intui platform development team includes app and cloud computing software developers who hold grant-funded project positions and are also working in the industry. These developers work with the lab on 1 or more projects in an ongoing manner.

**Privacy and Ethics**

Researchers need to establish an agreement with Flinders University to use the Intui platform that will outline the terms of hosting and sharing of data between the Intui development team and researchers. All data collected by the Intui app are transferred to and stored in 2 databases to lower the impact of a potential data security breach “at rest.” Personal identifiable data (eg, names, email addresses used for registration, and logins) are stored in an encrypted user management database in Amazon Web Services data centers. Data collected and used in the study such as questionnaire/survey data and passive data streams are stored on Google Cloud Firestore. Due to the possibility of identifying individuals through their location data coordinates, all raw location data are encrypted before leaving the phone and remain encrypted during storage within the database in a format not readable by humans.

**Cost and Effort**

In the interest of transparency, we have provided the following example data in Australian Dollars (AUDs) associated with previous projects. The following conversion rate was used: AUD $1=US $0.72. In short, setup costs depend on the functionalities required by the study, the associated software development effort required for the app, and for any back-end development required on the functional database. This is further influenced by the complexity of the project, its duration, and the number of participants.

A low-complexity study that makes use of existing functionalities and components incurs the standard Intui platform study setup effort of 12 hours, roughly costed at AUD $100 per hour for the example in this paper, leading to a total of AUD $1200. This includes advice on study design and consultation with the team to determine study requirements. The baseline costs associated with technical support and maintenance efforts are 3 hours per month (approximately AUD $300) for studies involving up to 2000 participants.

In addition to these labor hours, infrastructure costs—like data hosting and cloud services—start from an AUD $100 per month allocation for studies of up to 2000 participants. Infrastructure costs for serverless environments are often difficult to estimate a priori but are based here on the Google Cloud Platform hosting costs at the time of printing (2021). Free credit tiers may influence infrastructure costs, for example, Cloud Function free tier of 2 million invocations per month, and Firebase free tier of 50,000 reads and 20,000 writes per day. The baseline allocation set here is used to cover Google Cloud resources used by App Engine for storage, logging, and reading operations, or where Cloud Function and Firebase usage exceeds free tier levels on heavy use days; however, this should be monitored closely during the early stages of any project to adjust for redundant usage and identify infrastructure cost savings at scale.

For a practical example involving a simple study, Intui was used to collect third-party device data over a 6-month observational study investigating the relationship between mental health and device data of at-risk young adults for a total cost of AUD $3000 [7]. In this study, participants installed the Intui app on their phone that extracted daily, passively recorded active time, and administered EMAs addressing participants’ mood, sleep, and eating habits.

Higher complexity studies are costed on a time and effort basis. In this context, complexity can include the development and integration of custom UI elements, developing and ensuring high-quality integration of microservices that can handle custom intervention logics, or any other request that requires substantial effort beyond the hours outlined in the more basic worked example. The case study presented later in this paper provides a good worked example of the costs associated with a more complex project. Additional costs may also be incurred for alterations to the study design and data collection while a study is running, technically referred to as change requests. Studies with over 2000 participants incur additional monthly costs to account for more extensive support, maintenance, and infrastructure requirements.
Results

App Implementation Using Intui

To make these considerations less abstract, we illustrate how the Intui platform was used to implement an app to support a behavioral activation (BA) intervention. BA is an evidence-based technique used predominantly to manage depressive symptoms. The aim of BA is to increase engagement in behaviors that promote feelings of pleasure and mastery [9]. This technique requires participants to keep an accurate record of activities undertaken over a period and report their mood while undertaking that activity. The goal of this technique is for participants to learn to identify and schedule enjoyable and mastery-oriented activities. However, compliance is a recognized barrier to this treatment method, and few participants complete the prescribed protocol [10].

We implemented a BA app within the Intui platform with adaptive interventions to reduce the burden of monitoring and planning (Figure 2). This was achieved through adaptation of existing components and through the development of two new interventional components: (1) a nudging intervention to improve recall, planning, and adherence for self-monitoring; and (2) machine learning–assisted activity planning.

Figure 2. Intui behavioral activation implementation, including an activity recommendation (left) and a planning/logging (right) interface.

Study Design and Initiation

Data Hosting Setup

We configured a study-specific database on Google Firestore. User-reported data are stored in and recommended activities are fetched from the same study database. Additionally, we configured the app to collect location coordinates every few minutes and store them in the study database. We used a secure data API to read from and write to the study database. Next, we implemented 2 internet-based algorithms (described below) to read from and write to the study database to operationalize the 2 real-time intervention components.

Study-Specific Configuration

Pre-existing EMA components within Intui, as well as much of the back-end and UI components of the app and dashboard, were reused or adapted for this project.

Development and Implementation of Any Custom Study Components

The BA app offered 2 interventional components using real-time data, namely nudging to improve recall and adherence to self-monitoring, and machine learning–assisted activity planning. These interventional components were designed specifically for this study, and they were crucial to its success. Outside of the algorithm development, the implementation and development of the custom app UI calendar elements, app UI location context detail elements, and the implementation of microservices to handle the logic for the recommender algorithm as well as the location clustering algorithm also contributed substantially to the development effort.

Interventions Developed

The first intervention component aims to enhance the user’s ability to retrieve previously experienced activities and moods as part of self-monitoring. It achieves this by nudging relevant spatial and behavioral cues, involving push notifications and...
in-app cues to predictably alter user behavior in a way that is predictable but without specifically forbidding any options or producing disincentivizing effects [11]. Using a calendar or list view interface in the app, users keep a detailed log of their past activities and associated moods. When a user clicks in the calendar to make an activity entry for any given day and time, contextual cues mined from the mobile phone location and usage data are displayed. The cues, shown as visual elements (Figure 2), correspond to where the users were (derived from location data, as described below), what activities they were doing (derived from movement sensor data), and the environment (weather of the location); all these are possible, thus aiding more accurate recall [12,13].

For cueing users to recall their activities and mood more accurately when they were recording data, we displayed visited places as vertical bars in the daily calendar view. Each bar visualized the start and end times of 1 visited place (Figures 2-3). When the bar was clicked, the users were able to see a map and the details of each location, including the precise start and end times. These vertical bars were generated daily, using the results of a k-means clustering algorithm that was set to run at midnight. This algorithm works by taking a continuous stream of location coordinates gathered from the phone sensors, clustering them into locations, and then outputting them as a list of visited places. Entries for the start and end times of each location, and the central GPS point of the cluster marked as the visited place were made into the database. Once users confirm the type of activity they have completed, they are asked to evaluate the activity through a short questionnaire (Figure 3).

The second intervention component aims to assist with planning activities by making personalized activity recommendations learned from the users’ self-monitored data and that of other users with similar behavioral patterns. The planner interface displays a ranked order list of activity recommendations drawn from a mix of previously recorded activities and random activities (Figure 2). Users select an activity and schedule when to undertake it in the future. Users’ responses to the suggested activities and their evaluation are processed through a bilinear model to refine the ranked order listing of future recommendations [14]. Over time, the recommender interface personalizes the ranked order list with higher-order ranking for activities that reflect long-term user preferences; that is, activities that have resulted in better mood outcomes are the most likely ones to be completed.

To ensure that activity suggestions were personalized to user circumstances, the order of activities displayed in the planner view were dynamically ranked based on past data (Figure 3). To achieve this, we implemented the linear upper confidence bound algorithm, which weighs activities reaping the most rewards (in terms of mood and likelihood to be completed) when exploring new options that may be equally or more rewarding; this is a very important consideration in the context of BA, where targeting reward responsiveness is crucial [15]. The algorithm takes user activity preferences from past data entries and a batch model trained using the first 8 weeks of data from all the users, and it outputs a ranked list of activities to help users prioritize activities that may reward them. A second microservice was scheduled to refresh the batch model daily at midnight after an 8-week period.

Figure 3. Intui behavioral activation app activity evaluation questionnaire. After inputting an activity or clicking on a machine learning–generated activity suggestion in the planner view (Step 1), users are asked to confirm the details of the activity (Step 2), and then answer 3 short questions evaluating the activity (Step 3). API: application programming interface.
Cost and Effort

These algorithms were implemented in Python and run as independent microservices on an Ubuntu instance. This work was carried out independently by a research assistant with a background in data science and Python programming. The specifications for storing the results of the algorithms were established by the platform developers. Additionally, these platform developers designed and implemented the UI elements that incorporated the outputs of these algorithms into the clinician-researcher dashboard. This case study was completed in 62 hours (costed at AUD $100 per hour for $6200).

Discussion

Principal Findings

The clinician-researchers seeking to integrate mobile app data into their research either to deliver interventions or to monitor existing interventions have a plethora of options. As evidenced by the overall process of developing Intui and the case study outlined in this study, the considerations clinician-researchers must bear in mind when setting out to perform this research are extensive. However, Intui represents just 1 approach to designing, developing, and implementing these tools, and regardless of the platform, there is a need to reflect on the ability of clinician-researchers and their teams to meet the logistical and technical requirements underpinning the success of these platforms in their contexts.

Ecological studies, especially longitudinal studies, often require extensive infrastructure and information technology support that demand careful planning to ensure high-quality development, implementation, and maintenance [16]. The frequency at which extremely granular data are stored, received, segmented, analyzed, and presented is also a challenge that can be underestimated, thus affecting the ability of platforms to be used for multiple research outcomes. All these decisions drastically impact the feasibility of delivering projects, are difficult to plan for and cost without a nontechnical background, and can either limit or enable the possibilities of a project. Indeed, this is critical to the provision of the support we have integrated into our operations as nonnegotiable for Intui.

These issues are not confined to our experiences in developing Intui and supporting trials using it; indeed, cost and effort—including the up-front and opportunity costs due to the perceived loss of time in learning new tools—training, and support, were listed as prescient concerns by de Grood and colleagues in their scoping review of eHealth technology adoption by physicians [17]. Open-sourcing projects claims to address these concerns in many respects, namely through literal transparency by sharing the bare bones of software for all to scrutinize [18]. In an age of WebMD self-diagnoses, we are assured that our medical audience requires little convincing that open-sourcing data only results in transparency of the pragmatic type if it is received by an audience able to understand, contextualize, and critique it [7,19,20]. In the same sense that health consumers are ultimately justified in their desire to combat medical gatekeeping and the harm it can cause [7,19], health professionals have every right to question the authority and hegemony of software developers and technology companies on eHealth, especially given the questionable quality of these software packages sometimes [21-23]. However, the solution in both cases lies on a middle ground; solutions can be developed through new models with transparent collaboration and through the development of a critical audience capable of engaging with these digital realities in a reflexive and an ongoing manner [7,20,24]. Through providing insights into the cost, effort, and processes involved in developing and operationalizing Intui in this paper, we hope to have contributed to the development of this critical audience as well as to more transparent norms in mHealth platform development and operationalization in a broader sense.

Conclusions

Enabling researchers to rapidly implement mobile data collection and intervention studies can ultimately lead to increased understanding and access to evidence-based behavioral and mental health interventions. Based on a case study involving our own platform and on critical reflection, this paper has outlined some practical considerations for those hoping to engage in these technologies. Greater transparency in terms of the cost, effort, and support across the board in this field will only enable the widespread use of these beneficial methodologies and build clinician confidence in these tools.
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Abstract

Background: Psychological resilience has been extensively studied by developmental researchers, and there is a growing body of literature regarding its role in psychiatry and psychopathology research and practice. This study contributes to this growing literature by providing real-world evidence on the relationship between resilience and clinical symptoms among a large sample of employed Americans.

Objective: This study aimed to describe resilience levels in individuals accessing Ginger, a virtual mental health system, in addition to the association of resilience with demographic characteristics, baseline depression, and anxiety symptoms.

Methods: We conducted a retrospective observational study of 9165 members who signed up for Ginger and completed a baseline survey between January 1 and August 5, 2021. We used multivariate regression models to test for associations between baseline resilience and other member characteristics.

Results: Baseline resilience scores centered on a mean of 23.84 (SD 6.56) and median of 24 (IQR 8) out of 40, with 81.0% (7424/9165) of the sample having low resilience at baseline. Despite having relatively higher resilience scores, members with no or mild depression or anxiety still had low resilience scores on average. Self-reported suicidal ideation was associated with lower resilience.

Conclusions: Overall, members had low baseline resilience, similar to resilience levels observed in trauma survivors in prior studies. Younger members and those with higher levels of depression and anxiety at intake reported lower levels of resilience at baseline. Notably, members with no or mild depression or anxiety still had low resilience scores on average, suggesting a need for mental health support among individuals who might not typically be recommended for treatment based on traditional clinical assessments, such as the 9-item Patient Health Questionnaire (PHQ-9) and the 7-item Generalized Anxiety Disorder scale (GAD-7). Two suggestions for topics of future research are to develop treatment recommendations based on the Connor-Davidson Resilience Scale and to understand the interaction between resilience levels and symptom-based outcome measures, such as the PHQ-9 and the GAD-7.

(JMIR Form Res 2022;6(3):e34283) doi:10.2196/34283
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Introduction

Resilience and Adaptability
Psychological resilience, subsequently referred to as resilience, represents the personal qualities that enable an individual to thrive in the face of adversity. It can be viewed as a measure of the ability to cope with stress and is potentially an important target of treatment for anxiety, depression, and stress reactions, such as posttraumatic stress disorder (PTSD). Research has shown that resilience is a multidimensional characteristic and that it may vary with context, time, age, gender, and cultural origin, as well as different life circumstances [1,2].
The construct of resilience has long been of interest to developmental psychologists [3]. Considered a personal strength, resilience can contribute to positive functioning and optimal development and can prevent negative emotions, thoughts, and behaviors [4]. While it does not imply total invulnerability to the development of psychiatric disorders, resilience serves as a protective factor against the development and onset of psychopathology [3]. An evaluation of hypotheses about the relationship of resilience to personality traits, coping, and psychiatric symptoms found that it demonstrates strong positive correlations with extraversion and conscientiousness, and it can moderate the relationship between retrospective reports of childhood emotional neglect and current psychiatric symptoms [3]. Researchers have also pointed out that resilience is not necessarily a feature of an individual's internal psychological processes but can be a product of an individual's social and psychological ecosystem, including individual, family, community, and cultural factors [5].

There is a growing body of literature on resilience in the fields of psychiatry and psychopathology, which tends to be more focused on disease and pathology. A new approach in psychopathology research, advocated by some authors, focuses on positive adaptation in response to stress [3]. As part of this approach, there is interest in moving beyond an emphasis on pathology and focusing on prevention through human strengths and protective factors [6]. The importance of resilience as an inherent ability to manage daily stresses, as well as to overcome severe trauma, has increasingly been recognized [7]. Studies of frontline health care workers during the beginning of the COVID-19 pandemic and responders to the September 11, 2001, attacks have shown that resilience is important for both risk of PTSD and the ability to overcome trauma [8,9]. Further, researchers have made progress modeling the neurobiological components of resilience, pointing to both physiological processes and genetic factors that shape a person's resilience [10].

**COVID-19**

The COVID-19 pandemic presented the need for a prolonged period of social distancing and potential isolation, a changing and uncertain time frame for improvement in conditions and lifting of restrictions, and uncertain political and economic implications. Recent studies have shown that individuals with lower resilience scores experienced increased odds of mental distress and expressed greater difficulty coping with the emotional challenges of the pandemic crisis [11,12]. Given these unique challenges to resilience and mental well-being, more attention is being given to increasing resilience from both research and clinical perspectives. In particular, health systems have recognized the need to promote resilience among both health care workers and patients. As New York City became the epicenter of the pandemic in the United States, the Mount Sinai Health System created the Center for Stress, Resilience, and Personal Growth in order to address the pandemic's psychological impact on the health care workers in the system; they also created a resilience app, the Wellness Hub, as a standalone digital platform offering users a suite of tools that they could interact with on a daily basis [13]. Furthermore, the pandemic has spurred increased interest in not only understanding the neurobiological and cultural process that shape resilience but also in developing interventions that improve resilience, as individuals around the globe cope with the implications of the COVID-19 pandemic [14]. In this regard, digital health platforms can play an important role in delivering such interventions.

**Study Objectives**

Given current events, increased demand for mental health services, and newer disciplines like behavioral health coaching, it is important to understand individual needs, particularly those that might not be captured in traditional clinical assessments, such as the 9-item Patient Health Questionnaire (PHQ-9) and the 7-item Generalized Anxiety Disorder scale (GAD-7). With this in mind, Ginger, an on-demand mental health system, began collecting self-reported resilience data from its members beginning in December 2020. These data are used in this study, which aims to describe resilience levels in individuals accessing virtual mental health services, a population that is less understood given the relatively nascent industry. In particular, we aim to answer the following research questions: (1) What is the distribution of baseline resilience? and (2) To what extent are baseline scores correlated with demographic characteristics and concurrent depression and anxiety symptoms?

**Methods**

**Overview**

This is a retrospective observational study of individuals who accessed Ginger. Data were collected from Ginger members between January 1 and August 5, 2021.

**The Ginger System**

Ginger provides virtual on-demand mental health services, primarily through employee or health plan benefits. Via a mobile app platform, Ginger members can access behavioral health coaching, teletherapy, and telepsychiatry, as well as self-guided content and assessments. This system has been described in more detail in prior publications evaluating depression and anxiety outcomes as measured by the PHQ-9 and the GAD-7 [15,16].

**Participants**

Study participants had access to the Ginger system as part of their employer or health plan benefits. Internal clinical protocols include the following exclusionary criteria where self-directed telehealth is likely not appropriate and where more specialized and urgent psychiatric services are required:

1. Active suicidal ideation.
2. Active high-risk self-harm behavior.
3. Two or more hospitalizations within the past 6 months or one hospitalization in the past month for psychiatric reasons.
4. Certain symptoms of psychosis that are poorly managed (eg, member is not medication-compliant or symptoms are unresponsive to treatment) and are likely incompatible with telehealth.
5. A primary diagnosis of a substance use disorder or moderate to severe substance abuse issues, due to the high complexity,
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severity, and risk frequently associated with such members, as well as the need for specialized care.

6. Active eating disorders with symptoms considered to be high risk.

7. Ongoing grave disability, including certain patients who are bipolar with active mania, hypomania, or mixed episodes; are unmedicated; or have poor compliance with a medication regimen over time.

8. Two or more medical hospitalizations in the last month, due to the high likelihood that the individual has a poorly controlled medical condition that requires close monitoring.

For this study, we included Ginger users aged 18 years or older who joined during the study data collection period.

Data Collection

As part of its measurement-based care system, Ginger uses various assessments, including the PHQ-9 and the GAD-7. Since December 2020, Ginger has used the 10-item Connor-Davidson Resilience Scale (CD-RISC 10), also referred to as an adaptability check-in, to track progress beyond depression and anxiety symptoms. This is particularly relevant to understand needs of “subclinical” members (ie, those members who screen negative for depression or anxiety at intake). This measure was selected due to behavioral health coaching’s focus on building resilience and its strength-based focus in contrast to more traditional symptom measures, such as the PHQ-9 and the GAD-7. The CD-RISC 10 was sent to members 1 week after they signed up, and a follow-up survey was sent to members every 30 days. Importantly, members who signed up but did not engage with the app past the 1-week mark did not complete the baseline survey. In this way, members with a low likelihood of meaningful engagement, which is a proxy for behavioral health need, were excluded from the sample. Visuals of how this survey appeared to members are shown in Figure 1.

Figure 1. Screenshots of the Ginger mobile app showing the 10-item Connor-Davidson Resilience Scale.

Measures

The Connor-Davidson Resilience Scale

As mentioned above, Ginger uses the CD-RISC 10 to measure self-reported perceived resilience. The development of the Connor-Davidson Resilience Scale (CD-RISC) [1] arose from the researchers’ extensive treatment of individuals suffering from PTSD. They initially developed a 25-item scale to measure resilience, or how well one is able to adapt to change and bounce back after stressful events, tragedy, or trauma. Two briefer versions, the CD-RISC 10 [17] and the 2-item CD-RISC [18], were subsequently developed by other research teams. The CD-RISC 10 has demonstrated robust validity, reliability, and practicality [1]. Since its development in 2003, the CD-RISC has been translated into many different languages and studied in a variety of populations [1].

The CD-RISC 10 contains 10 of the original 25 items from the CD-RISC. The 10 topics included in the CD-RISC 10 are as follows: confidence, determination, flexibility, focus, grit, perseverance, personal growth, positivity, self-reliance, and weathering emotions. For each of the 10 items, respondents were asked to select one of the following responses to a statement (eg, “I am able to adapt when changes occur”): not true at all (0), rarely true (1), sometimes true (2), often true (3), and true nearly all the time (4). A respondent’s total score could range from 0 to 40. Results from the US population indicated that the quartiles for this measure are as follows: quartile 1, 0 to 29 points; quartile 2, 30 to 32 points; quartile 3, 33 to 36 points; and quartile 4, 37 to 40 points [17].

Baseline Characteristics

For each member, the following data were either collected at baseline or were fixed characteristics of members: age group, gender, geographic region, PHQ-9 score, and GAD-7 score. The demographic and location data were not self-reported. Instead, they were reported by a member’s parent organization, which was either their employer or their health insurance plan. The baseline PHQ-9 and GAD-7 data were collected within the Ginger system. Baseline PHQ-9 and GAD-7 scores were
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selected by looking at the window from 1 week before to 1 week after a member’s baseline CD-RISC 10 score was collected and choosing the first PHQ-9 and GAD-7 scores in that window.

For many Ginger members in this study, baseline characteristics were missing. Data were missing due to one of two reasons. First, a member’s parent organization may not have shared the member’s demographic information. Thus, missing demographic data is a signal of a member’s parent organization and not necessarily a signal of information specific to a given member. For example, of the 249 parent organizations represented in this study, 116 (46.6%) reported all of their members’ gender information and 121 (48.6%) did not report their members’ gender information. The remaining 12 (4.8%) reported gender information for some but not all of their members. Second, there may not have been a PHQ-9 or GAD-7 score within the 1-week window around the collection of a member’s baseline CD-RISC 10 score. This could be due to a member not completing the PHQ-9 or the GAD-7 at all or due to the timing of their completion of surveys falling outside the 2-week window.

Analyses
Sample
This study included 9165 Ginger members who completed a baseline survey at any point from January 1 to August 5, 2021. This sample will be referred to as the baseline sample.

Summary Statistics and Subgroup Analysis
Our descriptive analysis summarized baseline resilience scores and presented the mean (SD) and median (IQR) of baseline scores. We used a Welch $t$ test to analyze differences in means across subgroups of members with unequal variances when a category had two groups (eg, gender). For categories with more than two groups (eg, census regions), we used an $F$ test as part of an analysis of variance to test for significant differences in means across the groups. Further, to understand whether members with missing data had significantly different outcomes than those without missing data, we performed Welch 2-tailed $t$ tests comparing means across the two groups.

Descriptive Multivariate Regressions
In order to understand the associations between resilience and specific covariates, we leveraged a multivariate regression model as part of our descriptive analysis of baseline scores. This methodology accounted for possible correlations among covariates and isolated the relationship between each covariate and resilience, holding all other covariates constant. We estimated an ordinary least squares (OLS) linear regression predicting baseline scores. The following categorical independent variables were included in the model: gender, age group, census region, and indicators for whether a member’s baseline PHQ-9 and GAD-7 scores were each above 10. For each of these independent variables, a category for members with missing data was included. No interaction terms were included, although, theoretically, there could be significant differences at a more granular level. Additionally, self-reported suicidal ideation (ie, indicating more frequently than “never” on question 9 of the PHQ-9) was included as an indicator variable. Homoscedasticity was not assumed, and robust standard errors were computed.

Ethical Considerations
This study represents a secondary analysis of pre-existing deidentified data. The study team does not have access to the participants or to the participants’ identifying information and does not intend to recontact participants. This study protocol was reviewed by the Advarra Institutional Review Board (IRB) and determined to be exempt from IRB oversight, as deidentified secondary data analysis is generally not regarded as human subjects research; this is in accordance with the US Department of Health and Human Services regulations for the protection of human subjects in research (45 CFR 46) [19].

Results
Using the baseline sample of 9165 members, Figure 2 shows the distribution of baseline scores. The scores are centered on a mean of 23.84 (SD 6.56) and a median of 24 (IQR 8) out of 40, but there is significant variance in these scores. A total of 81.0% (n=7424) had a resilience score of less than 30. Table 1 shows the mean response scores across the 10 items. Responses were highest for the questions about confidence, flexibility, and perseverance, and scores were lowest for determination and weathering emotions.

Table 2 presents the number of members and baseline score statistics for the overall sample and subgroups based on demographic characteristics and mental health outcomes at baseline. Demographic data were missing for a large portion of the sample due to irregular reporting by members’ employers or health plans. Of those without missing demographic data, the majority were female and between 18 and 34 years old. Members were most likely to live in the West and South, but all four census regions were represented in the baseline sample.

For each category (gender, age, etc), a $P$ value is presented in the category’s first row testing whether the difference in mean scores across the category was statistically significant. For all categories except gender and census region, the mean baseline score was statistically different across groups at the 1% level. In the row for groups with missing data, the $P$ value corresponds to a $t$ test of the difference in mean baseline scores between those with and without data.

For all categories, members with missing data had significantly different scores than those without missing data. The mean scores for those with missing demographic data were lower than for those who were not missing data. While we do not have direct evidence regarding why this is the case, we can at least conclude that the resilience of members with parent organizations (ie, employers or health plans) that did not send demographic data was lower than for members with parent organizations that did report these data. The mean resilience scores for members with missing PHQ-9 and GAD-7 scores followed a different pattern in that they fell between the mean scores for clinical and subclinical members. For both the PHQ-9 and the GAD-7, the mean scores for members with missing data were considerably closer to those of subclinical members, suggesting that the set of members with missing PHQ-9 and
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GAD-7 data were disproportionately subclinical, relative to the sample overall.

A significant portion of the sample screened positive for moderate to severe depression, based on the PHQ-9, or moderate to severe anxiety, based on the GAD-7. While anxiety and depression symptoms correlated with baseline scores (Table 3), there was significant overlap in the distribution of resilience scores for members with and without clinical depression or anxiety. Figures 3 and 4 display these distributions. Notably, a significant portion of members without clinical depression (3659/4841, 75.6%) and members without clinical anxiety (3907/5130, 76.2%) had low resilience.

**Figure 2.** Distribution of baseline CD-RISC 10 resilience scores for 9165 members. CD-RISC 10: 10-item Connor-Davidson Resilience Scale.

Table 1. Baseline scores for individual questions.

<table>
<thead>
<tr>
<th>Question topic</th>
<th>CD-RISC 10&lt;sup&gt;a&lt;/sup&gt; score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence</td>
<td>2.67 (0.95)</td>
</tr>
<tr>
<td>Determination</td>
<td>1.92 (1.02)</td>
</tr>
<tr>
<td>Flexibility</td>
<td>2.65 (0.83)</td>
</tr>
<tr>
<td>Focus</td>
<td>2.19 (0.99)</td>
</tr>
<tr>
<td>Grit</td>
<td>2.51 (1.02)</td>
</tr>
<tr>
<td>Perseverance</td>
<td>2.70 (0.93)</td>
</tr>
<tr>
<td>Personal growth</td>
<td>2.25 (0.97)</td>
</tr>
<tr>
<td>Positivity</td>
<td>2.36 (1.03)</td>
</tr>
<tr>
<td>Self-reliance</td>
<td>2.53 (0.86)</td>
</tr>
<tr>
<td>Weathering emotions</td>
<td>2.10 (0.99)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CD-RISC 10: 10-item Connor-Davidson Resilience Scale; each item is rated on a scale from 0 (not true at all) to 4 (true nearly all the time).
## Table 2. Baseline characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants (N=9165), n (%)</th>
<th>Mean (SD)</th>
<th>Median (IQR)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>All participants</td>
<td>9165 (100)</td>
<td>23.84 (6.56)</td>
<td>24 (8)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>3543 (38.7)</td>
<td>23.91 (6.54)</td>
<td>24 (8)</td>
<td>.33</td>
</tr>
<tr>
<td>Male</td>
<td>1630 (17.8)</td>
<td>24.10 (6.83)</td>
<td>24 (8)</td>
<td></td>
</tr>
<tr>
<td>Missing gender</td>
<td>3992 (43.6)</td>
<td>23.66 (6.47)</td>
<td>24 (9)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>525 (5.7)</td>
<td>22.87 (6.06)</td>
<td>23 (8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>25-34</td>
<td>2368 (25.8)</td>
<td>24.08 (6.24)</td>
<td>24 (8)</td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>1233 (13.4)</td>
<td>24.46 (6.65)</td>
<td>25 (9)</td>
<td></td>
</tr>
<tr>
<td>45-64</td>
<td>951 (10.4)</td>
<td>24.21 (6.73)</td>
<td>25 (9)</td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>48 (0.5)</td>
<td>23.67 (7.03)</td>
<td>23 (10)</td>
<td></td>
</tr>
<tr>
<td>Missing age</td>
<td>4040 (44.1)</td>
<td>23.54 (6.71)</td>
<td>24 (9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>US Region</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>2408 (26.3)</td>
<td>23.88 (6.46)</td>
<td>24 (8)</td>
<td>.39</td>
</tr>
<tr>
<td>Midwest</td>
<td>762 (8.3)</td>
<td>24.15 (6.25)</td>
<td>24 (8)</td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>2394 (26.1)</td>
<td>23.91 (6.83)</td>
<td>24 (9)</td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>1195 (13.0)</td>
<td>24.22 (6.31)</td>
<td>25 (8)</td>
<td></td>
</tr>
<tr>
<td>Missing region</td>
<td>2406 (26.3)</td>
<td>23.43 (6.61)</td>
<td>24 (9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Baseline CD-RISC 10&lt;sup&gt;c&lt;/sup&gt; resilience score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High resilience (score ≥30)</td>
<td>1741 (19.0)</td>
<td>33.00 (2.68)</td>
<td>32 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low resilience (score &lt;30)</td>
<td>7424 (81.0)</td>
<td>21.69 (5.21)</td>
<td>22 (7)</td>
<td></td>
</tr>
<tr>
<td><strong>Baseline PHQ-9&lt;sup&gt;d&lt;/sup&gt; score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score ≥10</td>
<td>3641 (39.7)</td>
<td>21.41 (6.67)</td>
<td>22 (9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Score &lt;10</td>
<td>4841 (52.8)</td>
<td>25.47 (5.94)</td>
<td>26 (7)</td>
<td></td>
</tr>
<tr>
<td>Missing score</td>
<td>683 (7.5)</td>
<td>25.18 (6.25)</td>
<td>26 (8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Baseline GAD-7&lt;sup&gt;e&lt;/sup&gt; score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score ≥10</td>
<td>3352 (36.6)</td>
<td>21.43 (6.69)</td>
<td>22 (9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Score &lt;10</td>
<td>5130 (56.0)</td>
<td>25.23 (6.04)</td>
<td>25 (8)</td>
<td></td>
</tr>
<tr>
<td>Missing score</td>
<td>683 (7.5)</td>
<td>25.18 (6.25)</td>
<td>26 (8)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values were based on Welch 2-tailed t tests, which were used to analyze differences in means across subgroups; values are reported in the first row of a category with multiple subgroups. In the row for groups with missing data, the P value corresponds to a t test of the difference in mean baseline scores between those with and without data.

<sup>b</sup>N/A: not applicable; P values were not calculated for this variable.

<sup>c</sup>CD-RISC 10: 10-item Connor-Davidson Resilience Scale.

<sup>d</sup>PHQ-9: 9-item Patient Health Questionnaire.

<sup>e</sup>GAD-7: 7-item Generalized Anxiety Disorder scale.
Table 3. Ordinary least squares regression of baseline resilience scores (N=9165).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Outcome: baseline resilience score (0-40), b (SE)(^a)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Male</td>
<td>0.15 (0.188)</td>
<td>.43</td>
</tr>
<tr>
<td>Missing gender</td>
<td>0.025 (0.186)</td>
<td>.90</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>25-34</td>
<td>0.54 (0.28)</td>
<td>.052</td>
</tr>
<tr>
<td>35-44</td>
<td>0.6 (0.311)</td>
<td>.053</td>
</tr>
<tr>
<td>45-64</td>
<td>0.54 (0.323)</td>
<td>.09</td>
</tr>
<tr>
<td>≥65</td>
<td>−0.39 (1.01)</td>
<td>.70</td>
</tr>
<tr>
<td>Missing age</td>
<td>0.38 (0.269)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>US region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Midwest</td>
<td>0.026 (0.254)</td>
<td>.92</td>
</tr>
<tr>
<td>South</td>
<td>0.14 (0.185)</td>
<td>.46</td>
</tr>
<tr>
<td>Northeast</td>
<td>0.077 (0.217)</td>
<td>.73</td>
</tr>
<tr>
<td>Missing region</td>
<td>−0.26 (0.222)</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Baseline PHQ-9(^c) score</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score ≥10</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Score &lt;10</td>
<td>2.3 (0.171)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Baseline GAD-7(^d) score</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score ≥10</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Score &lt;10</td>
<td>2 (0.168)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Suicidal ideation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Present</td>
<td>−2.1 (0.206)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Missing PHQ-9 and GAD-7 scores</td>
<td>3.5 (0.278)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Constant</td>
<td>21 (0.305)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)The $R^2$ value is 0.12 and the adjusted $R^2$ value is 0.12.
\(^b\)N/A: not applicable; no coefficient or P value was calculated for the reference values.
\(^c\)PHQ-9: 9-item Patient Health Questionnaire.
\(^d\)GAD-7: 7-item Generalized Anxiety Disorder scale.
Figure 3. Distribution of CD-RISC 10 resilience scores by PHQ-9 threshold. CD-RISC 10: 10-item Connor-Davidson Resilience Scale; PHQ-9: 9-item Patient Health Questionnaire.

Figure 4. Distribution of CD-RISC 10 resilience scores by GAD-7 threshold. CD-RISC 10: 10-item Connor-Davidson Resilience Scale; GAD-7: 7-item Generalized Anxiety Disorder scale.
Table 3 presents results from a multivariate OLS regression using demographic and baseline mental health outcomes to predict baseline resilience scores. Point estimates and standard errors are included in the table. Holding all else constant, gender does not significantly predict scores. The youngest members (aged 18 to 24 years) had significantly lower scores than those aged 25 to 64 years and higher scores than those aged 65 years and above; the latter difference was not statistically significant. There were no statistically significant differences across census regions. Baseline scores for members with no or mild depression or anxiety were 2.3 or 2.0 points higher, respectively, than those with moderate to severe depression or anxiety. Consistent with the hypothesis that members with missing PHQ-9 and GAD-7 scores are more similar to subclinical members, the scores for these members were 4.3 points higher than for members with clinical depression (ie, the leave-out comparison group). Self-reported suicidal ideation was associated with a significant reduction of 2.1 points in baseline resilience.

Discussion

Principal Findings

This study found that individuals accessing the Ginger system had, on average, low baseline resilience levels (median CD-RISC 10 score of 24), well below prior benchmarks of the US general population and in line with studies of veterans with PTSD and depression [20]. This is not surprising given that the sample includes individuals seeking out mental health services and the data collection period, which coincided with spikes of COVID-19 cases and other disruptive world events. A significant portion of the sample screened positive at baseline for moderate to severe depression (3641/8482, 42.9%, based on the PHQ-9) and moderate to severe anxiety (3352/8482, 39.5%, based on the GAD-7). A total of 81.0% of members had a baseline resilience score of less than 30.

Our descriptive analysis shows that younger members tended to have lower resilience, which is consistent with several studies of adolescents and young adults in the United States [3,21]. Baseline resilience scores for members with no or mild depression or anxiety were higher than those for members with moderate to severe depression or anxiety. This association was even stronger for members who reported suicidal ideation. This is consistent with findings from other studies showing that self-reported mental health diagnoses were negatively associated with higher resilience, and adults with reported low or normal levels of resilience were more likely to experience mental distress compared to those with high resilience [11,21]. However, it is interesting to note that despite having relatively higher resilience scores, members with no or mild depression or anxiety still had low resilience scores on average. This highlights the need for mental health support among individuals who might not typically be recommended for treatment based on traditional clinical assessments, like the PHQ-9 and the GAD-7.

Strengths and Limitations

A major strength of this study was the large number of participants; this is one of the largest studies using the CD-RISC 10 measure, which allows for certain subgroup analyses. This is also one of the first applications of this measure in a large-scale real-world setting, in contrast to smaller controlled research settings. Incorporating a strength-based measure like resilience, in contrast to symptom-based measures like the PHQ-9 and the GAD-7, allows us to better understand the needs of individuals seeking mental health services.

There are several limitations to this study. Of the 9165 Ginger participants in the study, 43.6% had missing data for gender, and 44.1% had missing data for age. Typically, these demographic data are shared by members’ organizations through which they access Ginger services (eg, employers). Some organizations do not share demographic data. Given the amount of missing data in our sample, we acknowledge the need for further research that focuses on the relationship between resilience and demographics. In part due to incomplete data reporting by parent organizations, Ginger has launched the capability for members to elect to self-report their demographic information in the app. These self-reported data will supplement the parent organization–reported data and will be available for future research projects. This functionality had not been launched by the time of this analysis. For the purposes of this study, we presented results for members with missing data and we controlled for whether a member’s demographic data were missing in any regression analyses. However, because the Ginger platform is offered through employers, the survey respondents were working-age adults, which suggests that these findings may generalize to the professional workforce and those enrolled in health benefits through their employer. Further, the current data did not include information on other sociodemographic or contextual factors (eg, marital status, family composition, significant life events, sources of social support, and educational level) that might be related to resilience and mental health, and that may have been of particular significance during the pandemic.

Future Research

Given that behavioral health providers often focus on clinical symptoms, such as those measured by the PHQ-9 and the GAD-7, a deeper understanding of nonclinical outcomes, such as resilience, is increasingly important to the growing digital behavioral health industry. This is especially true given that many members seeking behavioral health support do not experience clinical symptoms. For example, the majority of members in this study screened negative for depression and anxiety, signaling a need to not only track other outcomes that are associated with members’ well-being but also to understand which specific interventions have an impact on these outcomes, the expected size of these impacts, and which subpopulations may respond differentially. This study points to many directions for future research, primarily looking at how these scores evolve over time, with a particular focus on whether the interaction of resilience and clinical symptoms (eg, depression and anxiety) impacts members’ responses to behavioral health interventions. Given that this data set included PHQ-9 and GAD-7 scores, future studies could examine the relationship between resilience and symptoms of anxiety and depression, for example, whether increased baseline resilience is associated with a higher likelihood of symptom improvement and faster time to improvement (ie, less use of care services). Additionally, future
research could look at more detailed classifications of use and conversational features extracted via natural language processing of text messages to better understand which factors have stronger associations with increased resilience.

Conclusions
Resilience is a construct often referred to but less often defined and measured, particularly in clinical settings that tend to focus more on symptom-based measures. In this study, we found that members accessing mental health services from January to August 2021 had extremely low baseline resilience, in line with prior studies of trauma survivors, which highlights the need for expanding access to care. Overall, younger members and those with higher levels of depression and anxiety at intake reported lower levels of resilience at baseline. Notably, members with no or mild depression or anxiety still had low resilience scores on average, demonstrating the need for mental health support among individuals without clinical symptoms. Future research will examine changes in resilience over time in addition to factors associated with those changes.
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Abstract

Background: Wearable tracking devices and mobile health technology are increasingly used in an effort to enhance clinical care and the delivery of personalized medical treatment. Postpartum depression is the most frequently diagnosed complication of childbirth; however, significant gaps in screening and treatment remain.

Objective: This study aims to investigate the clinical utility, predictive ability, and acceptability of using ecological momentary assessment to collect daily mood, sleep, and activity data through the use of an Apple Watch and mobile app among women with postpartum depression.

Methods: This was a pilot study consisting of 3 in-person research visits over the course of a 6-week enrollment period. Questionnaires to assess depression, anxiety, and maternal functioning were periodically collected, along with daily self-reported symptoms and passively collected physiological data via an Apple Watch. Feedback was collected from study participants and the study clinician to determine the utility and acceptability of daily tracking. Logistic regression was used to determine whether mood scores in the 2 weeks before a visit predicted scores at follow-up. Compliance with daily assessments was also measured.

Results: Of the 26 women enrolled, 23 (88%) completed the 6-week study period. On average, the participants completed 67% (34.4/51.5 days) of all active daily assessments and 74% (38/51.5 days) of all passive measures. Furthermore, all 23 participants completed the 3 required visits with the research team. Predictive correlations were found between self-reported mood and Edinburgh Postnatal Depression Scale score at follow-up, self-reported anxiety and EDPS, and sleep quality and Edinburgh Postnatal Depression Scale.

Conclusions: Using ecological momentary assessment to track daily symptoms of postpartum depression using a wearable device was largely endorsed as acceptable and clinically useful by participants and the study clinician and could be an innovative solution to increase care access during the COVID-19 pandemic.

(JMIR Form Res 2022;6(3):e28081) doi:10.2196/28081
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Introduction

Background

Postpartum depression (PPD) is a common yet serious disorder of the perinatal period. Despite being the most frequently diagnosed complication of childbirth, there are pervasive gaps in the screening, detection, and treatment of women with this debilitating condition [1]. Lifetime positive screening prevalence estimates for PPD range from 10% to 15% [2-4]. If inadequately treated, the condition can lead to devastating consequences for
families; PPD is considered the greatest risk factor for maternal suicide and infanticide [5]. Research has shown a multitude of harmful effects to the mother-baby dyad, including higher medical costs [6], earlier discontinuation of breastfeeding [7], negative impact on the baby’s brain development [8,9], and an increased risk for long-term mental health problems in children of women with PPD [9].

Complex psychiatric disorders, such as PPD, require thoughtful clinical tools for decision support, which are an increasingly important component of providing high-quality health care. Vital information pertaining to a patient’s condition can be derived from ecological momentary assessment (EMA) data. EMA includes various methods for data collection, traditionally via paper-and-pencil questionnaires or diaries and more recently via mobile phone or device reporting at certain designated time points throughout the day [10]. This method of real-world data collection has been shown to reduce recall bias in reporting mood and to highlight dynamic changes a patient may experience day to day and can be easily integrated with physiological data for a broader picture of a patient’s experience outside of the clinical setting [11,12]. EMA ratings can be prompted or passively collected, especially in the context of smartphones and smart technology with integrated passive data collection such as heart rate and activity that are constantly sampled throughout the day. In recent years, EMA data have been shown to have the potential to predict oncoming mood and anxiety episodes [12-16]. A review of the literature did not identify any other studies examining mood tracking using EMA in a population with PPD, although recent studies have examined substance use disorder, posttraumatic stress disorder, racial disparities, and postpartum health in perinatal populations using EMA [17,18]. EMA has been used to understand the course of affective experience during pregnancy but not postpartum [19]. Given the significant health burden associated with PPD, there is a need for innovative technology that can enhance and personalize the clinical care of perinatal women at risk for mood disorders. The COVID-19 pandemic has led to devastating consequences for perinatal women, making innovative care solutions all the more relevant [20]. With the closing of medical offices and schools and the decrease in social and community support, accessible and telemedicine-based care options are critical to ensure patient safety and well-being [21]. To address this problem, our team developed and pilot-tested an app-based EMA module within an existing research app for women with PPD to measure mood, anxiety, sleep, and activity in women experiencing PPD.

The existing research app, PPD ACT (now Mom Genes Fight PPD), was released in 2016 to rapidly and efficiently recruit, consent, screen and enable DNA collection from women with a lifetime history of PPD [22]. Interested participants downloaded the app, consented to the study, completed a series of PPD screening questionnaires, and submitted a saliva sample if eligible. In an effort to increase engagement with the PPD ACT app, the PPD ACT Apple Watch Module was created to allow for daily tracking of mood, anxiety, sleep quality, and exercise (via heart rate and step tracking) for participants to better understand how each activity can affect symptoms of depression and anxiety and to be able to easily share these data with a clinician.

Objectives

It has been well documented that women experiencing PPD face a number of barriers to obtaining appropriate medical care. Prominent barriers include stigma-related reasons such as a hesitancy to admit to experiencing depression and a tendency to minimize symptoms [23]. Engaging patients in care through the use of device-based apps and EMA is a potentially powerful tool to minimize treatment barriers while providing a rich set of data for clinician use to inform more personalized patient care. The primary goal of this pilot study is to determine the clinical utility and predictive ability of using an app-based daily tracking tool to enhance PPD treatment. We also assessed patient compliance with the protocol and feedback on the experience and usefulness of the EMA data by both participants and the study clinician.

Methods

Participants

Recruitment of English-speaking women aged >18 years and currently experiencing PPD occurred from February 2017 to March 2018 in specialized perinatal psychiatry clinics at UNC Hospitals in Chapel Hill, North Carolina, and the surrounding community. Participants were screened for PPD using the Edinburgh Postnatal Depression Scale (EPDS) [24] or identified through medical records. Those who were <7 months postpartum, with an EPDS score of ≥13 or a positive current PPD diagnosis in the medical record were approached to participate in the study. Case status was confirmed within PPD ACT using the EPDS lifetime version [25]. The study was additionally advertised in the community via flyers and targeted Facebook advertising. Enrollment was also limited to women who owned an Apple iPhone 5 or a newer model to pair with the Apple Watch.

Ethics Approval

This study was approved by the University of North Carolina Institutional Review Board Office of Human Research Ethics (number 15-2165). All participants provided written informed consent and signed the Health Insurance Portability and Accountability Act.

PPD ACT Apple Watch Module

To collect EMA data via the PPD ACT app, we created the PPD ACT Apple Watch Module with the support of app development firm Little Green Software using Apple’s CareKit framework, a tool allowing for app-based data collection aimed at understanding and management of health conditions. The Apple Watch Module allows women to log their self-reported mood, anxiety, sleep quality, and medication use (if applicable) daily, while using an Apple Watch to passively collect physiological data on their daily activity (steps taken), heart rate (periodic beats per minute), and sleep. The Sleep++ app, a third-party app, was downloaded on the Apple Watch and used to passively log nightly sleep duration. Integrated sleep tracking was not yet available on the Apple Watch, and a third-party app was used
instead. Although categorized as passive, the Sleep++ app did require participant input to log when they went to sleep and woke up each day. Mood, sleep, and physiological data were shared with the study clinician via the participant’s PPD ACT app at research visits to provide critical information about the daily experience of PPD outside of the clinical evaluation.

Equipment

A total of 24 Series 2 Apple Watches (42 mm) were donated for study use by Apple, Inc. The Apple Watches were then loaned to participants for the 6-week duration of the study to be used for data collection. Participants signed an Apple Watch Loan Agreement to outline return of the Apple Watch at the end of study participation. Participants were required to own an Apple iPhone 5 or a newer model to pair with the Apple Watch for functionality. The phone was also needed to download the PPD ACT app, which participants concurrently enrolled in. The specialized Apple Watch Module was available on the PPD ACT app via an enrollment code provided by the research team.

Assessment Measures

Overview

Participants were instructed to wear the Apple Watch continuously for the 6-week enrollment period. Each day, participants were asked to open the PPD ACT app Apple Watch Module and fill out a 10-point Likert scale pertaining to their daily mood, anxiety, sleep quality (1 being the worst ever experienced and 10 being the best ever experienced), and medication use (if applicable). A full list of assessments is provided in Multimedia Appendix 1. Participants were asked to rate their sleep quality in the app daily upon waking and to complete the mood and anxiety assessments at the end of each day. Figure 1 shows examples of in-app questionnaires. In addition, the Apple Watch passively collected daily activity and heart rate. Sleep was semipassively tracked using the Sleep++ app, which required the participant to open the app before going to bed to indicate the start of the sleep period and upon waking to indicate the stop of the sleep period. Participants were able to track their data over the course of the study via summary charts provided in the Apple Watch Module.

Participants were asked to attend 3 research visits at the UNC Hospitals Perinatal Psychiatry clinic over the course of 6 weeks. At these visits, they met with research coordinators (HK and JS) and the research clinician and completed self-reported questionnaires including the Patient Health Questionnaire-9 (PHQ-9), the Generalized Anxiety Disorder 7-item scale (GAD-7), the EPDS, and the Barkin Index of Maternal Functioning (BIMF). The PHQ-9 and EPDS are commonly administered together in research studies of PPD and have been shown to be reliable and valid measures for identifying major depressive episodes in the general population (and in populations with PPD for the EPDS) [26,27]. As the scales measure slightly different constructs, it is beneficial to administer both. Studies have found discordance to occur between PHQ-9 and EPDS scores [28], and we also had 5 instances where the EPDS and PHQ-9 were discordant over the 3 visits. However, as the scores were not being used diagnostically, we did not find this to be an issue. Participants also completed a feedback survey at their second and third visits about their experience using the Apple Watch. After visit 3, the research clinician completed a feedback questionnaire for each participant on the clinical utility of the EMA measures.

Figure 1. Apple Watch Module questionnaire screens.
Instruments

PHQ-9 Assessment
The PHQ-9 is a validated [29] self-administered questionnaire commonly used in clinical settings to guide screening or measure recovery and treatment response. This 9-item questionnaire was originally designed to measure the presence or severity of depressive symptoms. Patients are asked to rate items based on their experience over the past 2 weeks. Each item is rated on a Likert scale ranging from 0 to 3 and scored based on the frequency of symptoms and functional impairment. Four anchors are included (0=not at all, 1=several days, 2=more than half the days, and 3=nearly every day). Ratings produce a summary score between 0 and 27. A score ≤ 4 indicates no depressive symptoms, 5 to 9 mild depression, 10 to 14 moderate depression, 15 to 19 moderately severe depression, and ≥ 20 severe depression [30].

GAD-7 Assessment
The GAD-7 is a well-validated [31] clinical tool for measuring generalized anxiety disorder and the three most common anxiety disorders (panic disorder, posttraumatic stress disorder, and social anxiety disorder) [30]. The GAD-7 assesses the frequency and severity of anxiety symptoms in the past 2 weeks using the same Likert scale and anchors as those used in the PHQ-9. Scores of 5, 10, and 15 are taken as the cut-off points for mild, moderate, and severe anxiety, respectively. Using the threshold score of 10, the GAD-7 has a sensitivity of 89% and a specificity of 82% for generalized anxiety disorder [32].

EPDS Assessment
The EPDS is a 10-item self-reported questionnaire that has been well validated [33] and shown to be reliable and sensitive in identifying women at risk for PPD [24]. Women are asked to report on symptoms over the previous 7 days. Response categories are scored on a 4-point scale from 0 to 3 according to the increased severity of the symptom. A total score of ≥ 13 indicates the likelihood of depression and suggests the need for follow-up care [24].

BIMF Assessment
The BIMF was developed to measure the maternal functional status of women in the 12 months following childbirth [34]. The BIMF is a self-reported, 20-item questionnaire designed to address seven domains of maternal functioning, namely, (1) self-care, (2) infant care, (3) mother and child interaction, (4) social support, (5) psychological well-being, (6) management, and (7) adjustment [35]. The range of scores are from 0 to 120, with a total score of 120 indicating optimal maternal functioning. The BIMF has been validated in populations with PPD [34].

Data Analysis
Qualitative analyses were conducted using R (version 3.6.3; R Foundation for Statistical Computing). Descriptive statistics are reported using percentages for categorical variables and means (SDs) for continuous variables. To examine the predictive ability of self-report ratings for mood, anxiety, and sleep on outcomes at clinical follow-up visits, linear regression models were created for each participant and each self-report rating. Using self-report data for the 2 weeks before a follow-up visit, linear models were constructed as rating ~ day + visit, where rating is the daily rating, day is the numerical day before the follow-up visit (range 1-14), and visit indicates which visit the self-report data precedes (visit 2 or visit 3). From these models, we predicted the given self-report measure on the given follow-up visit. We measured the predictive ability of these models using root-mean-square error (RMSE). Pearson correlations were performed to measure the strength of the association between predicted self-report values and EPDS scores and actual self-report values on the follow-up visit days. P values reported are those from Pearson correlation tests.

Results

Participants
A total of 26 women were enrolled in the study, but only 23 completed the study. The 3 women who withdrew initially enrolled but did not initiate study procedures before withdrawal, citing lack of time to complete the study as the reason for leaving. Descriptive statistics are presented in Table 1.

Data were tracked across four domains in the study: (1) participant compliance with EMA and study measures (ie, how often did participants complete the required daily activities and how often did participants wear the Apple Watch); (2) assessments measuring depression, anxiety, and maternal functioning (PHQ-9, GAD-7, EPDS, and BIMF) across study enrollment; (3) participant feedback on utility and experience of wearing the Apple Watch and completing tracking measures; and (4) clinician feedback on the utility of tracked data. Of the 23 participants who completed the study, only 21 (91%) completed all data points for each of the 3 visits, whereas 2 (9%) participants did not enter data for all of the assessment measures at visits 2 and 3; those missing data were not included in the results of Table 2.
Table 1. Demographics (n=23).

<table>
<thead>
<tr>
<th>Study variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>33 (7.5)</td>
</tr>
<tr>
<td>Months postpartum, mean (SD)</td>
<td>4.5 (1.6)</td>
</tr>
<tr>
<td><strong>Parity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Primiparous</td>
<td>11 (48)</td>
</tr>
<tr>
<td>Multiparous</td>
<td>12 (52)</td>
</tr>
<tr>
<td><strong>PPD&lt;sup&gt;a&lt;/sup&gt; episodes, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>First-episode PPD</td>
<td>16 (70)</td>
</tr>
<tr>
<td>Multiple episodes</td>
<td>7 (30)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>18 (78)</td>
</tr>
<tr>
<td>Divorced</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Never married</td>
<td>3 (13)</td>
</tr>
<tr>
<td><strong>Medication use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Currently prescribed medication</td>
<td>16 (70)</td>
</tr>
<tr>
<td>No medication</td>
<td>7 (30)</td>
</tr>
<tr>
<td><strong>Race and ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Hispanic or Latina</td>
<td>2 (9)</td>
</tr>
<tr>
<td>White</td>
<td>18 (78)</td>
</tr>
<tr>
<td><strong>Breastfeeding, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11 (48)</td>
</tr>
<tr>
<td>No</td>
<td>12 (52)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PPD: postpartum depression.

Table 2. Depression, anxiety, and maternal functioning assessment scores.

<table>
<thead>
<tr>
<th>Assessment measures</th>
<th>Visit 1, mean (SD)</th>
<th>Visit 2, mean (SD)</th>
<th>Final visit, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9&lt;sup&gt;a&lt;/sup&gt;</td>
<td>12 (5)</td>
<td>10 (5)</td>
<td>7 (5)</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;b&lt;/sup&gt;</td>
<td>11 (5)</td>
<td>10 (5)</td>
<td>7 (5)</td>
</tr>
<tr>
<td>EPDS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>14 (5)</td>
<td>12 (5)</td>
<td>11 (6)</td>
</tr>
<tr>
<td>BIMF&lt;sup&gt;d&lt;/sup&gt;</td>
<td>76 (18)</td>
<td>83 (14)</td>
<td>88 (13)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ-9: Patient Health Questionnaire-9.
<sup>b</sup>GAD-7: Generalized Anxiety Disorder-7.
<sup>c</sup>EPDS: Edinburgh Postnatal Depression Scale.
<sup>d</sup>BIMF: Barkin Index of Maternal Functioning.

**EMA and Compliance**

The mean number of days the participants were enrolled was 52 (SD 12) days. The mean number of days enrolled was greater than the anticipated 6 weeks of enrollment (approximately 42 days), which can be accounted for by patients often being unable to come exactly 3 weeks apart, or piggybacking research appointments on regularly scheduled appointments in clinics, which are often 4 weeks apart. The compliance of measures being reported varied across the self-report and passive measure domains, with steps (activity) having the highest number of days reported (mean 45.2) and the highest percentage of total participation at nearly 90%, as illustrated in Table 3. We did find low compliance for sleep tracking, as participants indicated many technical issues with the Sleep++ app, including it not tracking sleep accurately after following app directions and discomfort wearing the watch overnight.
Overview

Clinician Feedback

Three primary themes emerged from clinician feedback regarding the utility of the data collected: (1) increased insight of participants into mental health status, (2) enhancement of patient engagement and discussion of treatment, and (3) improved monitoring of treatment effectiveness.

Increased Insight Into Mental Health Status

The watch’s ability to track data including sleep patterns, heart rate, and steps along with daily logs of mood, anxiety, sleep quality, and medication increased the participants’ abilities to connect patterns in these factors to their mood and anxiety symptoms. For some women, they had not understood the severity of the symptoms they were experiencing. These data gave participants and providers a tangible picture of symptoms that increased insight into mental health status. For other participants, these data provided insight into how mental health affected other behaviors. There was 1 participant who connected her activity levels with the severity of her symptoms. This participant then made efforts to reach out for more social support to increase feelings of security when leaving home with the baby.

Enhancement of Patient Engagement

The most commonly identified theme among clinician response was that the app data provided a basis for discussion and increased engagement with the participant. In addition to providing a platform for engagement in psychiatric treatment, data from the Apple Watch also prompted participants to reach out to their primary care providers regarding health concerns.

Improved Monitoring of Treatment Effectiveness

The watch data enriched observations around the effects of treatment. For those who were being treated with medication, changes in medication could be monitored using the daily logs.

Participant Feedback

Overview

Participants were amenable to use of this technology with 61% (14/23) endorsing that they would use this technology to inform personal habits, 43% (10/23) endorsing that they would continue to use this technology in medical care, and 57% (13/23) recommending this technology to others. Open-ended feedback was solicited from participants surrounding challenges and benefits to wearing the watch and tracking. These are discussed in the following sections.

Table 3. Ecologic momentary assessment and compliance (mean number of days enrolled 52, SD 12).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Days reported, mean (SD)</th>
<th>Completion proportion (%), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active measures</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-reported mood</td>
<td>32 (15)</td>
<td>66 (30)</td>
</tr>
<tr>
<td>Self-reported anxiety</td>
<td>33 (16)</td>
<td>68 (31)</td>
</tr>
<tr>
<td>Self-reported sleep quality</td>
<td>33 (15)</td>
<td>67 (31)</td>
</tr>
<tr>
<td>Passive measures</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart rate</td>
<td>37 (17)</td>
<td>74 (28)</td>
</tr>
<tr>
<td>Steps</td>
<td>45 (13)</td>
<td>90 (20)</td>
</tr>
<tr>
<td>Sleep</td>
<td>25 (20)</td>
<td>47 (37)</td>
</tr>
</tbody>
</table>

Depression, Anxiety, and Maternal Functioning Measures and Predictive Value

Assessment measures for depression, anxiety, and maternal functioning were tracked across three research visits using the PHQ-9, GAD-7, EPDS, and BIMF. There was an overall improvement in scores between baseline and end of study assessment scores. However, all but 1 participant was in concurrent treatment for PPD, so these improvements may be accounted for by treatment attendance.

Using the collected prospective data, we attempted to predict outcomes observed at the second and third clinical visits. Data from the 2 weeks before the follow-up visit were used to train a simple regression model to predict various outcomes at follow-up. Self-reported mood on the day of follow-up was negatively associated with EPDS score at follow-up ($r=-0.49$; $P=.02$). We also found that self-reported mood in the 2 weeks before the follow-up visit predicts the self-reported mood rating on the day of follow-up ($RMSE=1.21$; $r=0.64$; $P<.001$). Furthermore, participants with PPD at follow-up (EPDS$>12$) had a higher predicted mood rating compared with those without PPD (6.4 vs 6.0; $P=.38$). In addition, self-reported anxiety was positively associated with EPDS score at follow-up ($r=0.56$; $P=.004$). Self-reported anxiety in the 2 weeks before the follow-up visit predicts the self-reported anxiety rating on the day of follow-up ($RMSE=1.37$; $r=0.75$; $P<.001$). Participants with PPD at follow-up (EPDS$>12$) had a lower predicted anxiety rating compared with those without PPD (5.2 vs 5.9; $P=.25$). In addition, self-reported sleep quality was negatively associated with EPDS score at follow-up ($r=-0.10$; $P=.66$). Self-reported sleep quality in the 2 weeks before the follow-up visit predicts the self-reported sleep quality rating on the day of follow-up ($RMSE=2.2$; $r=0.22$; $P=.33$), although not as strongly as predictors for mood and anxiety. Interestingly, participants with PPD at follow-up (EPDS$>12$) had a higher predicted sleep quality rating compared with those without PPD (5.9 vs 5.2; $P=.35$).
Challenges of Use
The primary challenge cited was technical difficulties with the Sleep++ app (9/23, 39% participants). Participants indicated that the app did not always technically perform (would not track sleep when used as directed). These difficulties made some women doubt the accuracy of sleep measures. The second challenge noted was difficulty wearing the watch overnight (8/23, 35% participants). Specifically, the watch lighting up at night was reported as problematic, sound alert notifications at night were disturbing, and there was general discomfort associated with wearing the watch overnight due to bulk and sensitivity with wearing any jewelry or watches while sleeping. Finally, of the 23 women, 2 (9%) reported feeling more stressed and an increase in anxiety from the tracking and extra activities required each day, and 2 (9%) also reported the watchband causing a rash and being generally uncomfortable.

Benefits of Use
The primary benefit of use cited was increased insight into sleep patterns, even despite the technical difficulties with the Sleep++ app (9/23, 39% participants). Primarily, women did not realize how little sleep or how disrupted the sleep they were getting was. These data were then shared with their work, partner, or others to help improve sleep quality or length. There was 1 participant who was able to correlate her daily mood with sleep quality. Second, women reported benefit to seeing their daily or weekly activity, mostly seeing the days they did not get many steps in and a desire to increase activity on those days. Participants also enjoyed the Apple Watch itself, and 3 people subsequently purchased their own.

Discussion
Principal Findings
As a pilot trial, the primary motivation for this study was to determine if EMA has utility in the clinical care of patients with PPD by assessing both provider and patient perspectives. Overall, most study participants and the study clinician endorsed a clinical benefit from using this intervention. We were also able to demonstrate that daily self-reported mood and anxiety scores correlated with EPDS scores at study visits, which is a common and standard screening tool for PPD [3,38,39]. This knowledge could be very useful for predicting when a patient is experiencing an upswing or downswing in symptoms and for prompt early intervention. Participant compliance to both active and passive measures was encouraging, with average compliance rates of 67% for all active daily assessments and 74% of all passive measures. Study participants also identified areas for improvement, specifically about the sleep tracking app Sleep++, which was inconsistent in performance.

A review of the literature did not identify any other studies examining mood tracking using EMA in a population with PPD, although recent studies have examined substance use disorder, posttraumatic stress disorder, racial disparities, and postpartum health in perinatal populations using EMA [17,18]. However, several studies have examined compliance with tracking measures in other psychiatric domains. In a compliance study of computerized ambulatory monitoring in psychiatry, a sample of 45 participants with an anxiety disorder were found to have a 73% compliance rate with assessments over a 1-week period [40]. In a pilot study of mood ratings captured via mobile phones among participants with bipolar disorder, average compliance was 42% over a 12-week period [41], albeit with an SD of 26.6% and a range of 45.8% to 93%. Another mobile health study of EMA and mood symptoms in participants with traumatic brain injury found that the average compliance was 73.4% over an 8-week period [42]. Given these examples, the average compliance for daily mood, anxiety, and sleep quality are encouraging in a population of postpartum women juggling the daily care of an infant (many with multiple children) while experiencing depression.

For the passively collected data measures, we found even higher participation rates, particularly for heart rate and activity (steps), with compliance rates of 76% (SD 27%) and 90% (SD 20%), respectively. Sleep tracking had much lower compliance rates, with an average of 47% (SD 37%) compliance. One would expect the passively collected measures to have the highest compliance, which was true in our study, except for assessment of sleep. Sleep was measured via the free Sleep++ app that was downloaded onto the participants’ Apple Watches. The largest number of complaints were about the Sleep++ app, which participants found to be difficult to operate, would not track sleep accurately, or would not initiate sleep tracking despite starting the tracking process. Our feedback questionnaire also asked explicitly about overnight comfort of wearing the watch (“Was it comfortable to wear the Apple Watch while sleeping?”) and received feedback from 8 participants that it was not because of the bulk of the watch, alerts or lighting up at night, or general discomfort while wearing jewelry or watches overnight. We believe that this contributed to the reduction in compliance for sleep tracking.

As part of assessing the clinical utility of the data collected, the predictive value of these data were examined. The preliminary data on prediction are interesting and possibly of clinical value. These small-scale associations show that EMA ratings of mood and anxiety in between clinical appointments are correlated with validated scales for mood and anxiety, which could be highly useful in assessing the trajectory of a patient’s condition in the periods between clinical contacts. This could be especially useful for postpartum patients who have many barriers to treatment and remission for PPD [1,23]. This type of EMA tracking could be used to signal both patients and clinicians that mood or anxiety is worsening, prompting initiation or changes in the treatment plan. With the decrease in clinical care appointments due to COVID-19, this type of monitoring could be used to determine when appointments are needed and be an additional safety check for postpartum women in between scheduled check-ins. These associations will need further investigation, as significance levels may be driven by the small sample size; however, the trends are encouraging.

Barriers to Adoption and Continued Use
Two of the major issues related to acceptance were the size of the Apple Watch and use of the Sleep++ app. The Apple Watches used for the study were the larger of the Series 2, with a 42-mm face (vs 38 mm). This larger face size likely
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could have contributed to the discomfort experienced by some participants. In addition, participants reported many technical issues with the Sleep++ app, which was chosen because there was no extra cost to build sleep monitoring functionality into PPD ACT and the data were easily integrated using Apple CareKit. At the time the module was developed, integrated sleep tracking was not available with the Apple Watch or HealthKit. Sleep tracking has advanced rapidly since the completion of the pilot study, and integrated sleep tracking is available on many wearable devices, including the Apple Watch. Most sleep trackers now intuitively track the wearer’s sleep, as long as the device is worn to bed. The other noted acceptance issue is regarding the process of tracking itself and the possibility that for some, tracking may exacerbate existing anxieties. To mitigate these concerns, clinicians should regularly check in with patients to determine whether their symptoms are directly affected, either positively or negatively, by the use of this tracking modality.

Limitations and Future Directions
Despite promising initial data on the feasibility of using EMA to enhance clinical insight among women experiencing PPD, there are limitations to this pilot study. First, all but 1 participant who enrolled were already in treatment for PPD, so no insight can be gained as to the efficacy of this technology in helping initiate PPD treatment. Furthermore, as the study clinician was not the participants’ usual care provider, the study clinician was not able to draw conclusions about the impact of EMA across the course of treatment. Although the use of EMA proved feasible over the course of the 6-week study, we do not know the long-term effect or acceptability of this technology beyond the study period. A larger study of this technology, incorporating the lessons learned from this pilot study, would provide additional information about the long-term use of tracking among women in treatment for PPD and the predictive value of daily mood and anxiety assessments. This information may benefit women in areas of the country where dedicated perinatal psychiatry programs do not exist and assist in determining appropriate treatment modalities and intervals of treatment. Despite these limitations, valuable information was gained from this pilot study, including a clear demonstration of the acceptability, feasibility, and clinical utility of EMA tracking among women experiencing PPD. These lessons are even more valuable in the context of the pandemic.

Conclusions
EMA has not been studied to date as a method for the enhancement of clinical care in postpartum women. This study found EMA tracking to be acceptable among participants and was endorsed as clinically useful by the study psychiatrist. Given the barriers to care faced by many women with PPD, this largely home-based technology could help both women and their providers better understand the trajectory of their symptoms and identify areas where improvements could be made in the management of their mental health needs. This need is all the greater with the crisis COVID-19 has caused in perinatal mental health.
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Abstract

Background: Home-measured blood pressure (HMBP) in combination with comprehensive medication support and lifestyle change are the mainstays of evidence-based hypertension (HTN) management. To date, the precise components needed for effective HTN self-management programs have yet to be defined, and access to multicomponent targeted support for HTN management that include telemonitoring remain inaccessible and costly.

Objective: The aim of this pilot study was to evaluate the impact of a digital HTN self-management program on blood pressure (BP) control among adults with excess body weight.

Methods: A single-arm, nonrandomized trial was performed to evaluate a digital HTN self-management program that combines comprehensive lifestyle counseling with HTN education, guided HMBP, support for taking medications, and led by either a registered nurse or certified diabetes care and education specialist. A sample of 151 participants were recruited using a web-based research platform (Achievement Studies, Evidation Health Inc). The primary outcome was change in systolic BP from baseline to 3 months, and secondary outcomes included change in diastolic BP and medication adherence.

Results: Participants’ mean age was 44.0 (SD 9.3) years and mean BP was 139/85 mm Hg. At follow-up, systolic and diastolic BP decreased by 7 mm Hg (P<.001, 95% CI –9.3 to –4.7) and 4.7 mm Hg (P<.001, 95% CI –6.3 to –3.2), respectively. Participants who started with baseline BP at goal remained at goal. For participants with stage 1 HTN, systolic and diastolic BP decreased by 3.6 mm Hg (P=.09, 95% CI –7.8 to 0.6) and 2.5 mm Hg (P=.03, 95% CI –4.9 to –0.3). Systolic and diastolic BP decreased by 10.3 mm Hg (P<.001, 95% CI –13.4 to –7.1) and 6.5 mm Hg (P<.001, 95% CI –8.6 to –4.4), respectively, for participants with stage 2 HTN. Medication adherence significantly improved (P=.02).

Conclusions: This pilot study provides initial evidence that a digital HTN self-management program improves BP and medication adherence.

(JMIR Form Res 2022;6(3):e33057) doi:10.2196/33057
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Introduction

Background

Hypertension (HTN) impacts an estimated 116.4 million or 46% of adults in the United States [1]. Annual health care costs associated with HTN are approximately US $131 billion or 3% of the US $3 trillion national health care expenditure [2]. The proportion of adults with controlled blood pressure (BP), has declined in recent years, with <44% of adults achieving this goal [3]. Poor BP control continues to be a persistent public
health challenge because of the high prevalence of obesity, insufficient access to lifestyle counseling, difficulty adopting lifestyle change, medication adherence, therapeutic inertia owing to clinical uncertainty about BP data accuracy, and lack of provider access to adjust medications when needed [4-7].

Home-measured blood pressure (HMBP), when combined with more intensive human-led interventions, such as lifestyle counseling or medication titration, has shown promise in improving BP control [8]. In particular, HMBP data may be superior to in-office measurement to inform treatment decisions. The most effective interventions seem to be those that combine HMBP with medication counseling to address medication-taking beliefs and barriers and facilitate rapid medication titration [9,10]. These programs are typically staffed by pharmacists and embedded within clinics, making them difficult to scale efficiently. Clinics struggle with maximizing pharmacist time and dispensing or triaging devices.

Mobile health (mHealth) interventions can facilitate scalable, accessible, and effective management of HTN. HMBP is a core component with additional features such as automated medication reminders [11] or artificial intelligence (AI) software to provide real-time feedback on monitored BP values [12]. The bulk of innovation in this area has focused on fully automated solutions, but these interventions have had marginal clinical efficacy and have not been shown to be more clinically effective than HMBP alone. Few programs combine HMBP with access to what is known to work—human-led support that interprets BP data, supports lifestyle change, and titrates medication.

Self-management is a daily process where individuals actively engage in the management of a chronic illness, and structured programs such as Diabetes Self-Management Education and Support have demonstrated broad clinical efficacy [13]. Similarly, for HTN, supported self-management interventions, which are complex and employ a broad range of support strategies, have been found to improve BP control [14]. While robust evidence is still lacking, early evidence suggests that mHealth interventions with more comprehensive features are likely to be more effective [15,16]. The self-management approach places focus on the individual to play a critical role in their care in collaboration with health care providers [17].

Objective
The goal of this pilot study was to evaluate the impact on BP control of a registered nurse (RN) or certified diabetes care and education specialist (CDCES)-led mHealth HTN self-management program that combines comprehensive lifestyle counseling (for dietary changes, weight loss, physical activity, and stress management) with HTN education, guided HMBP, support for taking medications, and social support, among individuals with uncontrolled HTN.

Methods
Participants
Members of a web-based health community (Achievement, Evidation Health Inc) were invited to participate in this study. Achievement is a web- and mobile-based community in the United States where members can connect their activity trackers and fitness and health apps to the platform and, by logging activities, accumulate points that are redeemable for monetary rewards. Additionally, members self-report on various health conditions and are invited to participate in remote research opportunities as relevant studies come available. In this study, recruitment was targeted to members who had self-reported an HTN diagnosis. Invited members were linked to a web-based research study platform (Achievement Studies, Evidation Health Inc) where study eligibility was assessed using automated screener questions. Eligibility criteria for the pilot study included the following: being a US resident, being at least 18 years of age, self-reported HTN diagnosis, self-reported recent systolic BP (SBP) measurement of ≥130 mm Hg or diastolic BP (DBP) of ≥80 mm Hg within 1 month prior to screening, a BMI of ≥25 kg/m² (≥23 kg/m² if they self-identified as Asian), and access to a computer or smartphone to participate in the virtual HTN program.

Procedures
If eligible after completing the web-based screener, potential participants were asked to sign an electronic informed consent form and complete a web-based baseline survey, consisting of questions about their demographics, health and HTN history, HTN medication usage, and patient-reported outcomes (as described in Measurements). After completion of the baseline survey, potential participants were instructed to set up a HTN program account. After completion of both the baseline survey and program account setup, participants were considered to have been enrolled in the study. In the first week of the program, participants were instructed to take BP readings and were asked to take multiple readings throughout the week. The average across all readings in the first 30 days was used as the baseline measurement for the pilot study.

Throughout the study period, participants were encouraged to engage with the supported mHealth HTN self-management program at the time and frequency of their choosing. After 3 months of study enrollment, participants were asked to complete a final web-based survey and submit BP measurements throughout the last week of the program. Study participation was completely remote, and participants received a small electronic gift card compensation for completion of all data collection.

Ethical Considerations
This study was exempted from ethics approval by the Western International Review Board (WIRB Work Order #1-1249356-1). All participants in this study provided informed consent.

Measurements
All study measures were collected at baseline and at 3 months. BP was collected using a cellular-connected BP monitor (BodyTrace Inc) that was provided to every participant as a core component of the program. Participants were provided with instructions on how to take accurate resting BP readings [18]. Participants were asked to submit a BP measurement at baseline and after 3 months. Baseline BP was defined as the average of at least 3 BP readings taken across 2 days in a 30-day measurement window closest to the baseline time point. Similarly, final BP was defined as the average of at least 3 BP readings taken across
2 days in a 30-day measurement window closest to the 3-month time point. Throughout the study, participants were encouraged to submit additional BP measurements in accordance with the schedule recommended by their health care professional. Program participants were also provided with a cellular-connected weight scale (BodyTrace Inc) and were asked to weigh in daily throughout the program. The median weight collected during weeks 1 and 12 of the program was used as weight outcomes for the pilot study.

The following patient-reported outcomes were assessed through a web-based survey administered at baseline and during week 12 of the program: the Consumer Health Activation Index (CHAI), a 10-item scale measuring health-related activation and engagement [19], with scores between 0 and 79 reflect low activation, scores between 80 and 94 reflecting moderate activation, and 95 and 100 reflecting high activation [19]; the Self-Efficacy for Managing Chronic Disease scale, 6 items on a scale of 1 (not at all confident) to 10 (totally confident) measuring one’s confidence in doing certain activities that are common across many chronic conditions, with higher scores indicating higher self-efficacy [20]; HTN medication usage (ie, a self-report of medications, dosage, and timing of administration); and the Simplified Medication Adherence Questionnaire (SMAQ), a 6-item scale that categorizes respondents as adherent or nonadherent on the basis of recent patterns of medication-taking behaviors [21].

Intervention

The Omada for Hypertension Program is a supported digital HTN self-management program that is commercially available through business-to-business relationships with organizations that pay to make the service available to their members (typically employees or health plan members). The program can be accessed through mobile devices (ie, smartphones or tablet devices) or PCs. The program offers a HTN education curriculum along with comprehensive lifestyle self-management support, including support for weight loss, dietary changes (aligning with the Dietary Approaches to Stop Hypertension and Mediterranean Diets), increased physical activity, support for medication adherence, social support, and a cellularly connected BP monitor and body weight scale. Participants are assigned to a HTN specialist coach (either a RN or CDCES), who supports their progress longitudinally through the program, addressing specific questions, providing feedback on HMBP data, supporting medication-taking, and helping prepare participants for primary care physician and specialist visits. Data from the BP monitor and weight scale are provided back to the participant in their program account; the data are also used by the HTN specialist coach to provide counseling on dietary changes, changes in physical activity, and to encourage communication with their health care providers when timely medication adjustments may be needed. Participants are also placed in a virtual peer group and can communicate with other program users through a secure group discussion board.

Statistical Analysis

The study was powered to detect a clinically meaningful 4 mm Hg reduction in the primary outcome of resting SBP. With an estimated SD of 12 mm Hg and power set to 90%, the minimum sample size needed was 113. To allow for a potential 10% loss to follow-up of study participants at 3 months, and an estimate of 30% of participants’ resting SBP being <130 mm Hg at baseline, a total of 150 participants were planned for study enrollment.

Descriptive statistics (eg, means and frequencies) were performed to describe the demographic and baseline clinical characteristics of the enrolled study population. Correlations (Pearson correlation for continuous variables and Spearman correlation for categorical variables) were run to detect potential baseline confounders (age, gender, and BMI) of resting SBP and DBP; no significant correlations were found. Two-tailed paired t tests were used to assess significant changes in BP measurements, weight, and patient-reported outcomes from baseline to follow-up. The definitions of stage 1 and stage 2 HTN differ in accordance with BP measurement methodology, with the HMBP threshold for stage 2 HTN (135/85 mm Hg) being lower than the office-based threshold (140/90 mm Hg) [22]. While the HMBP threshold is the most pertinent for this study given the BP measurement methodology, the majority of trials have traditionally used office-based thresholds. Hence, for BP post hoc analyses, participants were stratified by HTN stage using both home-based and in-office cutoffs for stage 1 and stage 2 HTN, and paired t tests were performed within these groups to examine changes in BP on the basis of the baseline BP stage.

The McNemar nonparametric test was used to examine the change in the proportion of the study population that was adherent to their medication regimen from baseline to follow-up and 2-tailed paired t tests were used to assess change in the number of HTN medications used by participants.

Outcomes were analyzed using both intention-to-treat analysis (with baseline carry forward of missing data) and complete case analysis (among those with complete baseline and follow-up data). The outcomes were similar in magnitude and statistical significance using both analytic methods, and thus we present the results on the sample of study participants with complete data from both timepoints.

Results

Study Recruitment

The final enrolled sample comprised 153 participants. Three participants were withdrawn from the study: one developed a medical condition that precluded participation and 2 requested to voluntarily withdraw from the study. At follow-up, 80% (n=121) of participants had a complete follow-up BP measurement, and 81% completed the web-based questionnaire; 29 (19%) participants were lost to follow-up. Figure 1 outlines the flow of participants through each stage of the study. The analyzed sample (n=121) and those lost to follow-up (n=30) were compared for differences in baseline characteristics, which might impact the BP outcomes. There were no significant differences in baseline SBP, weight, medication adherence, gender, age, or race and ethnicity. However, baseline DBP was slightly higher in the group lost to follow-up than in those who stayed in the study (88 vs 84 mm Hg).
**Participant Characteristics at Baseline**

Table 1 shows the baseline characteristics of the study participants, including missing data for participants who did not complete various metrics at baseline. The sample was 56% female, 72% White, and 11% of participants self-identifying as African American. The baseline mean SBP for the sample was 139 mm Hg and mean DBP 85 was mm Hg. In total, 76% of participants reported taking medication for HTN medication at the start of the program and 27% self-reported being adherent to their medication regimen (SMAQ).

The average weight of the sample at program start was 224 lbs. The mean CHAI health activation score at baseline was 71.9 (SD 14.2). The mean self-efficacy score at baseline was 44.3 (SD 11.7) out of a possible 60.

**Table 1. Baseline participant characteristics (N=151).**

<table>
<thead>
<tr>
<th>Baseline characteristicsa</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.0 (9.3)</td>
</tr>
<tr>
<td>Females, n (%)</td>
<td>85 (56.3)</td>
</tr>
<tr>
<td>White participants, n (%)</td>
<td>109 (72.2)</td>
</tr>
<tr>
<td>Black or African American participants, n (%)</td>
<td>17 (11.3)</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg; n=148), mean (SD)</td>
<td>138.5 (13.1)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg; n=148), mean (SD)</td>
<td>84.6 (8.9)</td>
</tr>
<tr>
<td>Weight (lbs; n=149), mean (SD)</td>
<td>223.7 (52.0)</td>
</tr>
<tr>
<td>Patient activation (n=144), mean (SD)</td>
<td>71.9 (14.2)</td>
</tr>
<tr>
<td>Self-efficacy (n=144), mean (SD)</td>
<td>44.3 (11.7)</td>
</tr>
<tr>
<td>Taking hypertension medication, n (%)</td>
<td>114 (75.5)</td>
</tr>
<tr>
<td>Adherent to current medications, n (%)</td>
<td>41 (27.2)</td>
</tr>
</tbody>
</table>

aThe table includes missing data from participants who did not complete baseline data collection.
Program Engagement

Participants used their BP cuff an average of 7.2 times per week across the 12 weeks of the program. Participants weighed in an average of 4.7 times per week, interacted with their coaches an average of 1.2 times per week, completed an average of 0.75 lessons per week, tracked their physical activity 5.4 times per week, and tracked meals an average of 9.0 times per week.

BP Outcomes

In Table 2, the baseline and follow-up changes in mean BP are listed for the analyzed sample (n=121). Baseline SBP significantly decreased by an average of 7 mm Hg ($ t_{120}=-6.0; P<.001; 95\%\ CI \text{-9.3 to -4.7}$). DBP significantly declined by 4.7 mm Hg ($ t_{120}=-6.1; P<.001; 95\%\ CI \text{-6.3 to -3.2}$). Weight also decreased by an average of –2.4 lbs ($ t_{119}=-3.5; P<.001; 95\%\ CI \text{-3.7 to -1.0}$), with 14% of the sample losing 5% of their initial body weight. Table 3 presents changes in BP by baseline BP clinical category based on home-based versus in-office thresholds for stage 2 HTN [22]. All study participants who started with BP at goal remained at goal (26/121, 21.5%). For participants with stage 1 HTN at baseline (SBP 130-134 mm Hg, DBP 80-84 mm Hg), there was a trend toward significant reduction in SBP by 2.6 mm Hg ($ t_{18}=-2.4; P=0.03; 95\%\ CI \text{-4.9 to -0.3}$). BP reduction was greater for those with stage 2 HTN at baseline (SBP≥135 mm Hg or DBP≥85 mm Hg), with a 10.3 mm Hg reduction in SBP ($ t_{75}=-6.5; P<.001; 95\%\ CI \text{-13.4 to -7.1}$) and a 6.5 mm Hg reduction in DBP ($ t_{75}=-6.1; P<.001; 95\%\ CI \text{-8.6 to -4.4}$). Using in-office range thresholds, those with stage 1 HTN (SBP 130-139 mm Hg, DBP 80-89 mm Hg) had a significantly decreased DBP by 2.9 mm Hg ($ t_{38}=-3.1; P<.004; 95\%\ CI \text{-4.8 to -0.98}$). For stage 2 HTN defined using office ranges (SBP≥140 mm Hg or DBP≥90 mm Hg), SBP reduction was 13.4 mm Hg ($ t_{55}=-7.3; P<.001; 95\%\ CI \text{-17.1 to -9.7}$) and a 7.7 mm Hg reduction in DBP ($ t_{55}=-5.8; P<.001; 95\%\ CI \text{-10.4 to -5.1}$).

| Table 2. Baseline to follow-up changes in outcomes in participants with complete data. |
|-------------------------------------------------|-------|-------|-------|--------|--------|-------|-------|
| Parameters                                       | Participants, n | Baseline value | Follow-up value | Difference | t test (df) | 95\% CI | P value |
| Systolic blood pressure (mm Hg)                  | 121    | 137.7  | 130.7  | -7.0    | -6.0 (120) | -9.3 to -4.7 | <.001 |
| Diastolic blood pressure (mm Hg)                 | 121    | 83.9   | 79.1   | -4.7    | -6.1 (120) | -6.3 to -3.2 | <.001 |
| Weight (lbs)                                     | 120    | 221.8  | 219.4  | -2.4    | -3.5 (119) | -3.7 to -1.0 | .001  |
| Patient activation                               | 115    | 70.9   | 74.0   | 3.1     | 2.4 (114) | 0.6 to 5.6 | .02   |
| Self-efficacy                                    | 115    | 43.9   | 44.4   | 0.4     | 0.5 (114) | -1.5 to 2.3 | .65   |

| Table 3. Baseline to follow-up changes in blood pressure by the baseline blood pressure category from among participants with complete data. |
|-------------------------------------------------|-------|-------|-------|--------|--------|-------|-------|
| Parameters                                       | Participants, n | Baseline value, mm Hg | Follow-up value, mm Hg | Difference, mm Hg | t test (df) | 95\% CI | P value |
| Systolic blood pressure                          | 26    | 122.0  | 122.0  | 0.0     | 0.0 (25) | -3.4 to 3.4 | 1.00  |
| Blood pressure at goal                           | 19    | 130.0  | 126.0  | -3.6    | -1.8 (18) | -7.8 to 0.6 | .09   |
| Stage 1 hypertension                             | 76    | 145.0  | 135.0  | -10.3   | -6.5 (75) | -13.4 to -7.1 | <.001 |
| Stage 2 hypertension                             | 26    | 74.0   | 73.0   | -1.1    | -0.9 (25) | -3.7 to 1.5 | .40   |
| Diastolic blood pressure                         | 19    | 79.0   | 76.4   | -2.6    | -2.4 (18) | -4.9 to -0.3 | .03   |
| Blood pressure at goal                           | 76    | 88.4   | 81.9   | -6.5    | -6.1 (75) | -8.6 to -4.4 | <.001 |
| Stage 2 hypertension                             | 26    | 74.0   | 73.0   | -1.1    | -0.9 (25) | -3.7 to 1.5 | .40   |
| Stage 1 hypertension                             | 19    | 79.0   | 76.4   | -2.6    | -2.4 (18) | -4.9 to -0.3 | .03   |
| Stage 2 hypertension                             | 76    | 88.4   | 81.9   | -6.5    | -6.1 (75) | -8.6 to -4.4 | <.001 |
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Medication Outcomes

Table 4 presents changes in medication status and medication adherence from baseline to follow-up. Medication adherence, as measured by the SMAQ, improved for the total sample by 14.4% from 36.7% to 51.1% (McNemar $\chi^2_{1,90}=5.8, P=.02$).

When we conducted post hoc analyses by HTN stage, there were no significant changes in the number of medications among those who began the program at goal or with stage 1 HTN. However, the number of HTN medications increased from 1.0 to 1.2 ($t_{76}=2.2; P=.03; 95\%$ CI 0.01-0.30) among those with baseline stage 2 HTN based on the home-based thresholds.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Participants, n</th>
<th>Baseline value</th>
<th>Follow-up value</th>
<th>Difference</th>
<th>t test (df)</th>
<th>McNemar $\chi^2$ (df)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total sample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average number of hypertension medications</td>
<td>117</td>
<td>1.1</td>
<td>1.2</td>
<td>0.1</td>
<td>1.1 (116)</td>
<td>N/A</td>
<td>0.05 to 0.17</td>
<td>.28</td>
</tr>
<tr>
<td>Adherent to medications (Simplified Medication Adherence Questionnaire), %</td>
<td>90</td>
<td>36.7</td>
<td>51.1</td>
<td>14.4</td>
<td>N/A</td>
<td>5.8 (90)</td>
<td>N/A</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Stage 2 subsample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average number of hypertension medications</td>
<td>77</td>
<td>1.0</td>
<td>1.2</td>
<td>0.2</td>
<td>2.2 (76)</td>
<td>N/A</td>
<td>0.01 to 0.30</td>
<td>.03</td>
</tr>
<tr>
<td>Adherent to medications (Simplified Medication Adherence Questionnaire), %</td>
<td>54</td>
<td>35.2</td>
<td>46.3</td>
<td>11.1</td>
<td>N/A</td>
<td>2.0 (54)</td>
<td>N/A</td>
<td>.16</td>
</tr>
</tbody>
</table>

*N/A: not applicable.

Among participants taking ≥1 hypertension medications at baseline.

Patient-Reported Outcomes

Patient activation on the CHAI significantly increased by an average of 3.1 points ($t_{114}=2.4; P=.02; 95\%$ CI 0.6-5.6) but self-efficacy did not improve significantly ($P=.65$).

Discussion

**Principal Findings**

The results of this pilot study provide initial evidence that a comprehensive, human-led digital HTN self-management program that includes lifestyle support, medication adherence, and guided HMBP is associated with improved BP control, weight, and medication adherence in a sample of individuals with uncontrolled HTN. Furthermore, those who started the program with stage 2 HTN achieved the greatest improvement in BP control with an average change of 10.3 mm Hg and 6.5 mm Hg in SBP and DBP, respectively. Those who started the program with their BP at goal remained at goal at the end of the study. This pilot study was successful in detecting significant weight loss and improvement in medication adherence. Program engagement was strong, as shown by the high frequency of use across the various features of the digital platform.

The findings from this pilot study are consistent with those of prior studies on digital HTN programs that showed improvements in BP control, weight, and medication adherence [11,16,23,24]. While most participants saw significant improvements in their BP, those with stage 2 HTN at baseline saw the greatest improvement, with a magnitude of decrease similar to those seen with interventions that are led by pharmacists or nurse practitioners [9]. Additionally, the magnitude of BP reduction observed in this program is comparable to that of previous studies [25,26].

There were no significant changes seen in self-efficacy; this may be in part owing to participants reporting relatively high self-efficacy at baseline. There were significant improvements in patient activation, which is arguably more comprehensive and encompassing than self-efficacy for managing HTN [27].

**Limitations**

The single-arm, nonrandomized design of this pilot study harbors the challenge of unknown causal inference; thus, future studies with a comparison or control group are needed to confirm the results. Second, all measurements were collected at home using cellurally connected devices. While there is a risk of small intradevice measurement variability, participants did use the same device for their measurements across the study, so any measurement error is likely to be systematic within individuals. Third, participants self-selected from the web-based health community into the research opportunity; therefore, it is possible that the study population recruited for the pilot study is not fully representative or generalizable of the population of individuals living with HTN in the United States. The pilot study was conducted from February to July 2020 during the first wave of COVID-19 exposure. This may have influenced participants’ ability to fully engage in the program in the midst of unprecedented stressors and disruptions in health care. However, the observation of significant clinical benefits during this time is an encouraging and suggests that the results might have been stronger if the study were conducted under nonpandemic conditions.
Finally, the pilot study length was brief (3 months); while this is sufficient time to detect meaningful BP changes, it is a short time frame in which to produce clinically meaningful weight loss, which may explain the modest weight loss achieved by study participants. Finally, the size of the study sample limited the ability to conduct meaningful subgroup analyses and limited the statistical power for analyses of secondary and tertiary outcomes.

Conclusions
The COVID-19 pandemic has created unexpected opportunities for digital health, with more routine care, including care for chronic conditions, transitioning to remote delivery, greater demand emerging for remotely delivered solutions, and reconsideration of regulations that previously slowed growth and scalability [28]. HTN self-management is an obvious fit for digital health solutions, and the results of this pilot study add to the growing body of evidence that human-supported digital self-management programs can improve outcomes for those with chronic conditions [29]. With proper design, the essential features of supported HTN self-management, including comprehensive counseling for lifestyle changes, HMBP with actionable feedback, and medication taking support, can be effectively translated to a digital format and result in strong program engagement, improved activation, and desirable clinical outcomes for people with HTN. Future research on this program will focus on the sustainability of the clinical outcomes, the robustness of the clinical benefit under increasingly rigorous testing conditions, and research among more diverse populations to promote health equity from new digital health solutions.
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Abstract

Background: The COVID-19 pandemic has transformed how people seeking to reduce opioid use access treatment services and navigate efforts to abstain from using opioids. Social distancing policies have drastically reduced access to many forms of social support, but they may have also upended some perceived barriers to reducing or abstaining from opioid use.

Objective: This qualitative study aims to identify informal coping strategies for reducing and abstaining from opioid use among Reddit users who have posted in opioid-related subreddits at the beginning of the COVID-19 pandemic.

Methods: We extracted data from 2 major opioid-related subreddits. Thematic data analysis was used to evaluate subreddit posts dated from March 5 to May 13, 2020, that referenced COVID-19 and opioid use, resulting in a final sample of 300 posts that were coded and analyzed.

Results: Of the 300 subreddit posts, 100 (33.3%) discussed at least 1 type of informal coping strategy. Those strategies included psychological and behavioral coping skills, adoption of healthy habits, and use of substances to manage withdrawal symptoms. In addition, 12 (4%) subreddit posts explicitly mentioned using social distancing as an opportunity for cessation of or reduction in opioid use.

Conclusions: Reddit discussion forums have provided a community for people to share strategies for reducing opioid use and support others during the COVID-19 pandemic. Future research needs to assess the impact of COVID-19 on opioid use behaviors, especially during periods of limited treatment access and isolation, as these can inform future efforts in curbing the opioid epidemic and other substance-related harms.

(JMIR Form Res 2022;6(3):e32871) doi:10.2196/32871
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Introduction

In 2020, with the arrival and devastation of the COVID-19 pandemic, many of the efforts in fighting the preexisting opioid epidemic in the United States were interrupted and the number of opioid-related deaths have since accelerated. Reports from national, state, and local agencies have shown an alarming increase in opioid-and other drug-related mortality—especially from illicitly manufactured fentanyl [1]. In 2021, overdose deaths soared to a record estimate of 93,331, including 69,710 (74.69%) involving opioids [2]. The overall estimate of overdose...
COVID-19 has affected nearly every facet of society, and it has seriously burdened people who use opioids (PWUO) and people who use drugs (PWUD) in general. Health experts are concerned how the public health measures responding to the pandemic—particularly quarantine and social distancing rules—may have exacerbated active drug use and drastically changed remission statuses on the population level [3,4]. PWUD are at an increased risk of COVID-19 transmission and infection and are more likely to be hospitalized for severe symptoms [5,6]. Given the severity of this ongoing public health crisis and the likelihood that further pandemics will take place in coming decades [7-13], it is imperative to understand how PWUO have dealt with the physical and psychological changes brought on by the COVID-19 pandemic, particularly in response to stay-at-home orders that limit in-person interactions.

Only a small percentage of PWUO seek formal treatment options, with less than 25% of PWUD estimated to use treatments with evidence-based medications for opioid use disorder (MOUD) [14]. Others may turn to strategies such as social media for health-related information and community support [15]. Online social media platforms enable PWUD to freely share their experiences, give advice, and comment on others’ experiences. Studies have shown that for PWUD, online peer support groups provide an open forum for discussion, while minimizing perceived barriers and stigma [16]. In the context of the COVID-19 pandemic, it may serve as a vital source of personal narratives of opioid use and a means to cope with opioid use without formal assistance (ie, informal coping) or seek formal assistance through treatment (ie, formal coping).

Many barriers exist that may prevent PWUO from seeking formal treatment. Social networks, for example, are powerful influences among PWUD that can encourage continued use or discourage PWUD from disclosing their substance use disorder and receiving treatment. Access to evidence-based MOUD treatments, such as buprenorphine and methadone, are limited by regulations that require in-person examinations, and physician waivers for buprenorphine prescriptions [22] and take-home allowance limits for methadone result in daily in-person visits to clinics [23]. Finally, PWUO may want to continue use, but fear the resulting withdrawal symptoms, which can be painful and distressing [24]. The potential length of withdrawal may inhibit PWUO from cessation if they cannot risk losing work or have other obligations that they must fulfill [24].

Although the COVID-19 pandemic has exposed PWUO to new risks (eg, possible triggers due to loneliness, boredom, and isolation, as well as forcing people into withdrawal due to lack of access), behaviors that prevent the spread of COVID-19 may help mitigate barriers to cessation or entry to treatment. The change in environment spurred by social distancing measures may make it easier for some PWUO to avoid influences in their social circle that might encourage them to continue using drugs. Avoiding these influences might ease unwanted pressures while they make decisions regarding cessation or treatment [17,18]. Still, a large portion of PWUO do not seek formal treatment, making it critical for the clinical and public health field to understand how people outside of the clinical setting cope with opioid use, especially now within the context of the COVID-19 pandemic.

Using data collected from Reddit, this exploratory and descriptive study aims to characterize the types of informal coping strategies people used to reduce or abstain from opioid use during the first wave of the COVID-19 pandemic in 2020.

Methods

Study Design

This study is part of a larger project that sought to understand the experiences of PWUO during the first wave of the COVID-19 pandemic [25,26]. We extracted publicly available content from Reddit, an anonymous and community-based online platform dedicated to public discussions. Anonymous registered members—also called Redditors—submit content to the site, including text, images, or links, which are then filtered by popularity as they are voted up or down by other members. Reddit posts are organized by subject and grouped into user-generated forums called subreddits. Posts with more up-votes appear toward the top of their subreddit.

Reddit has over 430 million monthly active users, and in 2020, it was ranked the seventh-most popular social media app in the United States [27]. Because of its anonymity, Reddit provides a virtual space to exchange information about stigmatized topics, such as drug use and mental health [28,29]. This, in turn, provides researchers with a unique opportunity to gain, in real time, insights into behaviors and perceptions that can inform health and drug policy. The anonymity of Reddit, however, hinders our ability to retrieve demographic information of Redditors’ whose posts we have included in our analysis. However, in many of our sampled subreddit threads, Redditors disclosed their personal history of opioid use and whether, at the moment of posting, they were abstaining from use. So, despite the lack of demographic information on Redditors, the analyses presented in this exploratory study can still inform efforts to advance health and drug policy—albeit to a certain extent—during the COVID-19 pandemic.

As researchers of drug use and social media, we were interested in characterizing the informal ways in which PWUO navigated the disruptions caused by the first wave of COVID-19 in 2020. Though none of the authors subscribe to the subreddits analyzed in this study, 3 of us have used Reddit in the past and are familiar with the platform and communities it coalesces. At each stage of the study, we discussed our methods, findings, and interpretations with individuals who have lived experiences with the subject matter. The New York University School of Medicine Institutional Review Board exempted our study from review. To protect the anonymity of Redditors, quotes were altered slightly to reduce the risk of immediate identification [30,31].
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Collecting Reddit Data

In this study, we analyzed posts from the 3 most popular subreddits about opioids: r/Opiates and r/OpiatesRecovery. We determined their popularity by the number of Redditors subscribed to each subreddit. At the start of data collection, in March 2020, r/OpiatesRecovery had more than 20,000 subscribers; r/Opiates had over 90,000.

To pull content from each subreddit, we used Python 3.7.4 run on Jupyter Notebook 6.0 using packages PRAW, pandas, and datetime. On May 13, 2020, we extracted the 1000 most recent posts—including their subsequent comments—from each subreddit. This amounted to a total of 2000 unique subreddit posts with comments, all of which Redditors posted from March 5 to May 13, 2020. After pulling the posts, we stored them in an online, password-protected database.

Reddit and Qualitative Coding Training

We first trained 9 research assistants on how to conduct qualitative coding using Atlas.ti software (ATLAS.ti Scientific Software Development GmbH). Those 9 coders then underwent 4 one-hour training sessions—developed by our team—on medical terms and slang related to opioid use and Reddit culture.

Thematic Analysis

The 9 trained coders then reviewed all 2000 subreddit posts to determine whether they were relevant to COVID-19. To determine relevance, we used the following list of key terms: coronavirus, COVID-19, quarantine, social distancing, shutdown, pandemic, and other related terms referring to the pandemic. To initially identify COVID-related content, coders reviewed only the original subreddit posts and not their subsequent comments. We wanted to avoid situations in which coders reviewed threads of 50 or more comments, only to discover that 1 comment related to COVID-19. Coders identified 300 (15%) original subreddit posts related to COVID-19; we discarded the remaining 1700 (85%) posts because none of them explicitly included our keywords or hinted at any aspect of the pandemic and its effects.

Using a hybrid inductive-deductive approach through Atlas.ti, the 9 research assistants then coded the 300 COVID-19-relevant subreddit posts and comments using a codebook we created prior to data collection [25,26]. The codebook spanned study themes of interest related to the intersection of opioid use, treatment, and COVID-19. Research assistants coded an initial 30 (10%) of the 300 posts. Afterward, we met with them to assess coding discrepancies and add any new or common topics identified from the subreddit posts to our codebook. We used the methodological approach described by McDonald et al [32]. They specify that for research focused on discovering new concepts, codebook development meetings do not aim to achieve a certain threshold of agreement or interrater reliability. Instead, the goal of the codebook development discussions is to generate concepts and themes that enable discovery of novel content for an exploratory study. During the training process, we asked coders to identify any terms that were unfamiliar to them. Then, during group meetings, we defined these terms—which were often slang terms. The final codebook had 44 codes (see Table S1 in Multimedia Appendix 1), and research assistants coded the remaining sample of COVID-19-related posts.

Using solely an inductive approach, the first author analyzed the 300 COVID-19-related posts previously coded by research assistants to identify and characterize Redditors’ informal coping strategies during the early weeks of the COVID-19 pandemic in 2020. Based on previous addiction and recovery literature [33], informal coping strategies were defined as those that did not involve professionally assisted support services, such as outpatient/inpatient treatment, antirelapse/anticraving medications (eg, naltrexone or buprenorphine/naloxone), mutual help groups (eg, Alcoholics Anonymous [AA], Narcotics Anonymous [NA], Self-Management and Recovery Training [SMART]), and other community-based support where trained staff typically provide services [33]. Of the 44 codes, 16 (36%) were used to filter out posts relevant to informal coping strategies (see Table S2 in Multimedia Appendix 1). The first author discarded subreddit posts that were specific to other research questions (eg, formal treatment services, such as medication-assisted treatment) or if the content did not include or was entirely unrelated to informal coping strategies to maintain remission or begin/continue cessation from opioid use.

After meeting with coauthors and agreeing on the major themes characterizing the informal coping strategies described in posts, the first author scanned noneexamined Reddit content to identify those same strategies and skills. Using the search function feature, he searched through previously unexamined posts for the exact terms or phrases listed in Table 1. After examining the content’s relevance to our research aims, the first author either added it to our preexisting sample of content or discarded it. This process resulted in an increase of 12 subreddit posts, making the total sample amount to 100 posts.
Table 1. Frequency of informal coping strategies described by Redditors during the first wave of the COVID-19 pandemic in 2020 (N=100).

<table>
<thead>
<tr>
<th>Themes</th>
<th>Posts, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological/behavioral coping skills</td>
<td></td>
</tr>
<tr>
<td>Psychological and emotional challenges, triggers</td>
<td>20 (20)</td>
</tr>
<tr>
<td>Mindfulness (eg, reframing personal problems, identifying discontentment)</td>
<td>20 (20)</td>
</tr>
<tr>
<td>Meditation</td>
<td>5 (5)</td>
</tr>
<tr>
<td>Prayer</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Gaming (eg, video games, board games, internet-based games)</td>
<td>12 (12)</td>
</tr>
<tr>
<td>Reading books</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Listening or making music</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Household chores</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Watching movies, television, or videos on social media</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Calling friends and family</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Posting in subreddit or other online forums (eg, encouraging others to post online, disclosing struggle)</td>
<td>5 (5)</td>
</tr>
<tr>
<td>Taking up hobbies or learning new skills</td>
<td>9 (9)</td>
</tr>
<tr>
<td>Total</td>
<td>74 (74)</td>
</tr>
<tr>
<td>Adopting healthy habits</td>
<td>26 (26)</td>
</tr>
<tr>
<td>Exercise</td>
<td>26 (26)</td>
</tr>
<tr>
<td>Drinking water</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Eating healthy</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Sleep hygiene</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Total</td>
<td>38 (38)</td>
</tr>
<tr>
<td>Using other substances to manage withdrawal symptoms</td>
<td>18 (18)</td>
</tr>
<tr>
<td>Marijuana</td>
<td>9 (9)</td>
</tr>
<tr>
<td>Transcutaneous electrical nerve stimulation (TENS) device (ie, device used to stimulate stiff muscles)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Liposomal vitamin C</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Kratom</td>
<td>6 (6)</td>
</tr>
<tr>
<td>NyQuil</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Total</td>
<td>18 (18)</td>
</tr>
</tbody>
</table>

Results

Informal Coping Strategies

Of the 300 subreddit posts included in our sample, 100 (33.3) posts mentioned at least 1 type of informal coping strategy. Table 1 shows the frequency of Redditors’ posts that described at least 1 type of informal coping strategy during the pandemic. Examining these messages revealed a myriad of strategies people used for remission and recovery from opioids. In total, there were 4 types of informal coping strategies that Redditors used themselves or suggested to others. The most frequent were psychological and behavioral skills (74/100, 74%), followed by adopting healthy habits (38/100, 38%) and using other substances to manage withdrawal symptoms (18/100, 18%).

Psychological and Behavioral Coping Skills (n=74, 74%)

The first wave of the COVID-19 pandemic upended the ways people worked and lived. Many employers abruptly required employees to work remotely, and others were forced to lay off large numbers of staff. Quite suddenly and unexpectedly, many Redditors found themselves mostly restricted to their homes—forcing some to reevaluate their work-life balance and forcing others to navigate social distancing and stay-at-home orders without active incomes. Compounding these difficulties was effectively managing reduction in, or cessation of, opioid use while stuck at home.

To confront these particular challenges, Redditors described a variety of psychological and behavioral coping strategies. Although never explicitly stated, practicing mindfulness was a common psychological skill described in our sample of Reddit posts. According to previous work, mindfulness is generally described as a practice to bring awareness of and attention to the present moment without judgement [34]. To be mindful means to observe what is happening—both inside and outside yourself—in the here and now, without evaluating your observations [35]. Redditors described their mindfulness practices in some of the following ways:

I try to look for the good things when I’m sober, the chirps of birds, the sound of trees in the wind, and...
the warmth from the sun on my skin always comes back. It’s great to finally be able to listen to the world when I’m sober.

Sobriety can be boring but learning to cope with your baseline emotions feels so much better than dealing with the intense highs and lows of opiates. It’s not natural and not worth it.

I make videos every day and write down just how fucking awful I feel to go back and really remind myself how bad it is and why I don’t ever want to do it again once I’m done.

The subreddits themselves served as a psychological coping strategy in that they provided Redditors with an easily accessible space for communal support. Redditors shared their experiences and strategies—both successful and unsuccessful—with others to encourage their cessation of or reduction in opioid use, supporting and empowering them to push forward and continue making progress:

I made a plan that was damn near [foolproof] where no matter what happened or how bad it got I had a contingency in place to keep me from getting in my car and going and copping. I used that plan more than I thought I would and I’m glad I had it. It included things like calling my brother or sober friends or when I knew I was going to have a tough day I’d just go spend it with my dad or at the animal shelter . . .

In some instances, Redditors posed thoughtful questions to those who disclosed their personal struggles:

You’re also doing something important in reaching out and venting on here, those connections are so important, it certainly doesn’t sound like dumb bullshit. Sounds like you’ve got a lot of inner strength from previous experiences, and you can acknowledge what you’ve learned from them. Maybe part of coping with this is asking what you can learn from this new thing (in a way you are already asking that!), but I know it’s really hard.

Redditors exchanged many behavioral strategies to combat boredom and distract themselves to reduce or abstain from opioid use amid sudden COVID-19 circumstances. The most frequently discussed behavioral strategy was gaming via PlayStation and other consoles, as well as via board games and different websites.

Other Redditors distracted themselves at home by picking back up old hobbies and activities or learning new ones:

I’m not working right now so I’m at home by myself for most of the day, until my husband gets home from work. I’m taking advantage of it though. I’m working on a master list of activities around the house I can do that will help me distract from any paranoid thoughts. Right now my list is made up of music-related things (singing, playing ukulele) and learning-related things (continuing an online class I started a month or so ago) and craft-related things (working on a diamond painting, picking up knitting again).

In some posts, Redditors mentioned watching movies and amusing videos on social media to fight boredom. For 1 Redditor, an effective strategy to redirect their negative thinking of their personal hardship was to watch documentaries that reframe such hardship through context and comparison:

. . . . I’m super weird in that when I’m kicking sometimes I like to watch documentaries about really fucked up shit to remind me that like my situation isn’t that bad I guess? Lol kinda crazy but it does work for me in terms of just getting my mind out of that horribly dark place . . .

For 1 self-disclosed “sober” Redditor, using marijuana became another important and much-needed tool to combat boredom and maintain remission from opioid use after withdrawal symptoms dissipate:

Pot is a lifesaver for me in sobriety and I’m not even a pot guy really, it helps me with relative boredom that comes with not chasing pills and just sort of allows me to focus on other things. Doesn’t do a damn thing for me in active [withdrawals] but post [withdrawals] it’s a solid maintenance tool.

Adopting Healthy Habits (n=38, 38%)

On both subreddits, during the early days and weeks of the COVID-19 pandemic in 2020, Redditors also emphasized the crucial role of developing healthier habits—such as exercising, staying hydrated, and eating healthy—to help improve mood and overall well-being. Some Redditors shared their healthy practices for getting more energy throughout the day or for clearing brain fog:

Stay at home but go for a walk or run, drinks and drinks and drinks to stay hydrated, consume funny media, take a nice shower, clean your tub . . . I need to. But get enough sleep exercise and try to eat okay and you’ll start thinking clearer and things will get better.

I’ve been focusing on getting more energy every day. It’s been pouring rain where I am for the last few days which sucks [because] I was getting back into jogging and it feels so good!! And I’ve been doing yoga pretty regularly, too!!

In some instances, Redditors not only described their routines but also disclosed their gradual health effects in real time. For example, 1 Redditor tracked their progress of adopting healthy habits and the impact it had on their sleep:

Wanted to die in week [1], started eating clean in week 2, started exercising/lifting/getting hobbies back in week 3, and sleep started returning to (almost) baseline in week 4. Things are starting to look up again and I can’t wait [till] quarantine is over.
Using Other Substances and Devices to Manage Withdrawal Symptoms (n=18, 18%)

Redditors shared information about managing withdrawal symptoms. In some cases, they used definitions of “sobriety” that allowed for certain kinds of substance use (eg, marijuana) but not others:

I stay clean by hitting my THC vape, and by playing video games or making music. I’m not doing hard drugs because my fiancé is stuck at home with me. She would be very upset if I did.

For clinicians and public health experts, this serves as a valuable reminder that definitions of “sobriety” and acceptable substances may differ across patients.

One Redditor discussed using transcutaneous electrical nerve stimulation (TENS) to help with restless legs and muscle pain during withdrawal. These posts referred to COVID-19 allowing the use of alternative substances and devices to help manage opioid use.

So I decided to make my first post here, [m]aybe it will help someone! There is this device for muscle problems: Transcutaneous electrical nerve stimulation (TENS) is a method of pain relief involving the use of a mild electrical current. Some people use it to train their muscles without actually training but I don’t know if it really works. I personally got it prescribed because of a muscle problem on my neck! It basically gives you a massage and for that purpose its ideal! But I was also able to use a TENS device successfully against my restless legs while withdrawing! If you want to know how it looks just google: Tens/EMS device/unit.

Using Quarantine as an Opportunity for Opioid Cessation or Reduction (n=12, 4%)

Of the 300 subreddit posts included in our sample, 12 (4%) posts mentioned using quarantine as an opportunity for cessation of or reduction in opioid use. Redditors acknowledged that despite the stress caused by COVID-19, the pandemic represented an ideal opportunity to work toward cessation or reduction. The 12 posts referred to quarantine, remote work, and reduction in responsibility as valuable circumstances for their recovery efforts.

Anyway, as insensitive as it sounds, corona plopped in my lap at a perfect time. It gave me the perfect opportunity to detox and start recovering without any real responsibility.

You still have options, and the [COVID] shutdown is a great excuse to be able to take a few weeks away from the world and ride out the withdrawals.

Thankfully, this pandemic has given me an opportunity to begin recovery. But I know I’m one of the lucky ones, as boredom doesn’t get to me.

Discussion

Principal Findings

This exploratory study sought to characterize some of the informal coping strategies used by people who were abstaining from use—or simply managing their opioid use as best as they could—while adjusting to the COVID-19 pandemic and remaining at home during the first wave in 2020. To do this, we thematically analyzed a sample of subreddit threads posted on Reddit sometime between March and May 2020. In 12 (4%) of 300 posts, Redditors remarked that the pandemic provided them with an unparalleled opportunity to reduce opioid use. Our analyses revealed 3 overarching themes of informal coping strategies: psychological and behavioral coping skills (74/100, 74%), adopting healthy habits (38/100, 38%), and using substances to manage withdrawal symptoms (18/100, 18%). To help distract themselves from “negative” thinking and the desire to use opioids, Redditors used a variety of strategies. These included activities such as playing video games, taking up old hobbies again, or learning new ones. Redditors also described their adoption of healthy eating habits and exercise and mindfulness practice. In some instances, Redditors disclosed using substances such as marijuana to sway boredom or manage withdrawal symptoms. These exploratory findings may help further our understanding of how the first wave of COVID-19 uniquely affected PWUO, especially people seeking to reduce their opioid use. Ultimately, contributing to this knowledge base will help inform future drug policy and harm reduction efforts responding to future disruptive public health emergencies.

Limitations

Our study, however, is not without limitations. First, the majority of Redditors are younger men living in the United States [36], so the strategies of coping reflected in the subreddit threads may not represent strategies used by the larger community of PWUO. Second, because of the anonymity of Reddit, we had no demographic information or history of drug use for people who posted on both subreddits, so we could not examine the extent to which suggested coping strategies were effective in recovery. Another limitation of our study is that we were not able to verify demographic characteristics and the exact location of the Redditors. It is possible that some of the posts were written by PWUD or their friends or family members. To address this limitation in future studies, researchers could survey patients who are in treatment for OUD and ask them if they have ever used Reddit to discuss opioid use. Third, we did not evaluate the intercoder reliability of our coding frames. We fully believe in the practice and acknowledge its many benefits for qualitative analysis. These benefits include improving the systematicity, communicability, and transparency of the coding process; promoting reflexivity and dialogue among researchers; and helping convince diverse audiences of the trustworthiness of the analysis [37]. With this research, however, we followed the guidelines set by McDonald et al [32]. We did not aim for a certain threshold of agreement. Rather, we sought to generate concepts and themes so that novel content could be discovered and tested in future exploratory studies. Fourth, future studies should return to subreddit threads to examine data during a longer time frame. Our aim with this study, however, was to
understand Redditors’ conversations during the first moments of the pandemic. Analyzing their dialogue during the acute time frame enabled us to examine their coping skills during a crisis. Finally, it is unclear whether these Redditors were a highly motivated group that would have succeeded without support from a social media site; it is possible that other social media sites facilitate forums that exacerbate risk factors for opioid use.

**Future Implications**

These data have several implications for treatment providers, specifically. First, in times of crisis when social interaction is limited, providers can encourage patients to use online forums as a coping strategy and source of communal support. Second, health care workers can encourage nonjudgmental patients who may describe Reddit as a valuable recovery tool, and be mindful that it represents a safe space for patients who value to anonymity of the forum. Social media and other forums are popular resources for health information, even though some forums may spread misinformation [38]. Studies have shown that people may seek forums and self-help groups to provide emotional support [39-42], particularly given online forums may allow anonymous disclosure without feelings of shame or guilt [43]. Finding emotional support without being stigmatized is especially relevant for PWUD [44] and is an urgent matter, given opioid overdose–related use of health care has increased throughout the pandemic. Future research should examine subgroups of PWUO who may be at heightened risk for reduced access to care during the pandemic [44].

**Conclusion**

Our current analysis of subreddits supports our previous research suggesting that Reddit facilitates social support that may aid people in their efforts to reduce or abstain from opioid use and improve their physical and mental health [25]. In other research using the same original sample of Reddit content, we found that Redditors sought support and advice from each other on ways to access formal treatment for opioid use during the pandemic [26], whereas a different set of qualitative analyses of these data revealed that some Redditors reported increases or changes in active drug use (D. Frank, PhD, unpublished data, July 2021). Taken together, these findings demonstrate that Reddit is a valuable data source for rapid public health surveillance, especially for emerging public health crises, such as COVID-19.
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Abstract

With the relaxing of telehealth regulations through the Health Insurance Portability and Accountability Act (HIPAA) waiver notification for Telehealth Remote Communications during the COVID-19 Nationwide Public Health Emergency, our organization had the opportunity to pilot an innovative virtual care solution using a modified consumer-grade voice-activated video communication system (Amazon Echo Show 8) within one inpatient COVID-19 unit. In this brief report, we describe our experiences with implementing the system and general feedback from clinicians, and discuss areas for future development required to enable future scaling of this solution. Our pilot demonstrates the feasibility of deploying a consumer-grade voice assistant device in COVID-19 patient rooms. We found the devices engaging due to the voice technologies and Alexa functionalities for both clinician and patient entertainment. To enable future deployment at scale, enhancements to the Echo Show and data analytics will need to be further explored.
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Introduction

The COVID-19 pandemic has resulted in the unprecedented adoption of virtual care tools [1-3]. Ideally, virtualizing patient encounters in the inpatient setting can preserve the sense of human contact and increase capacity for human connection with patients while making interactions feel less rushed [4]. Additionally, inpatient virtual care tools were needed to both reduce use of personal protective equipment (PPE), especially when supplies were constrained, and reduce in-person contact and risk of transmission. Despite the numerous barriers to telemedicine, such as educating staff, cost, reimbursement, access to broadband, and patient digital literacy, telemedicine has flourished during the pandemic, accelerating implementation timelines that may have been much longer without such a catalyst [5].

In April 2020, Mass General Brigham Health System deployed video intercom communication system (VICS) developed in-house that allowed clinical staff to connect over video to a securely configured tablet inside a patient room [4]. This telehealth solution was implemented to reduce PPE usage and maintain human connection at the bedside. Although quite
successful, there were some limitations to VICS—for example, clinical staff required training to use the technology and it was not a hands-free solution, which was an infection control barrier. Solutions in the consumer space, such as Amazon Echo Show (Amazon.com Inc) devices, addressed the hands-free issue and were familiar to staff already but were historically unable to be used in the health care space.

With the relaxing of telehealth regulations through the Health Insurance Portability and Accountability Act (HIPAA) waiver notification for Telehealth Remote Communications during the COVID-19 Nationwide Public Health Emergency [3], the opportunity to explore additional innovative virtual care solutions emerged, including solutions leveraging consumer-grade systems in the clinical setting. One health system found that “the use of consumer products sourced from local vendors is a viable solution for telemedicine systems focusing on speed, reducing costs, and ease of deployment” [6]. In this brief report, we describe our experiences implementing a voice-activated video communication system for clinicians to communicate with inpatients with COVID-19 using consumer-grade hardware (Amazon Echo Shows).

**Methods**

**Overview**

This pilot project was conducted at Brigham and Women’s Hospital (BWH), a 736-bed, urban academic quaternary care hospital that is a founding member of the Mass General Brigham health care system in Boston, Massachusetts. For the duration of the pilot from September 21, 2020, to November 9, 2020, BWH had a daily average COVID-19 census of 15 patients. In conjunction with nursing leadership, we selected one unit with primarily inpatients with COVID-19 (COVID-19 Special Pathogens Unit) to conduct the pilot project. Selection criteria included a unit that would consistently treat patients with COVID-19 and one that would be adequately equipped to house the pilot devices.

BWH had previously deployed the VICS platform using tablets to improve communication between staff and patients while reducing use of PPE and physical contact time for health care providers treating patients with COVID-19. The configuration of the VICS tablet is locked and has an auto-answer feature enabled so nurses can monitor patients without disturbing them and engage in high-quality 2-way conversations whenever needed without the patient having to take any action.

We used a modified 2-way video communication device (Amazon Echo Show 8) configured to allow drop-in video calls to the patient room to help the nurse conserve PPE by communicating with the patient without having to enter the room numerous times per day. In partnership with a third-party vendor (Aiva Health), a fleet management software system was implemented to enable drop-ins, manage accounts, and provide additional security measures across multiple Echo Show devices. In a similar manner, the Echo Show devices were programmed to allow drop-ins only from the nurse to the patient room. This drop-in function is an instant live connection from a staff device to a patient device, allowing the clinician to see and speak with the patient and the patient to see and speak with the clinician. Patients are unable to initiate an outbound audio or video call; to contact nurses, they would still need to use the nurse call button in their room.

**Amazon Echo Show Device Deployment**

A total of 6 patient rooms were included in the pilot. We matched each patient room Echo Show device with a nurse station Echo Show device for a total of 12 devices in the pilot. The Echo Show devices replaced the VICS devices in the 6 patient rooms. The nurse devices were set up at the nurse stations outside each of the rooms (Multimedia Appendix 1). The patient devices were placed on a shelf attached to an intravenous (IV) stand in the patient room (Multimedia Appendix 2). All Echo Show devices were named based on the building name ("Shapiro") and the assigned number of the device. A new Wi-Fi network was used specifically for the Echo Show devices during this pilot to not interfere with clinical care and as a security measure.

We conducted a live training of the Echo Show device with unit staff prior to the go-live date. Along with the live training, tip sheets were provided for both the nurses and the patients. The tip sheet created for the nurses provided an overview, how-to instructions, important notes, and support guidance (Multimedia Appendix 3). Nurses could drop in to a patient room using voice activation by saying, “Alexa, drop in to Shapiro Echo 2” or by selecting “Shapiro Echo Show” on the touch screen of the Echo Show device.

Patients in the pilot rooms were made aware of the pilot via a patient notification sheet affixed to the Echo Show device in the room (Multimedia Appendix 4). A user guide was also created to explain to patients how to operate the Echo Show device in their room (Multimedia Appendix 5).

We did not encourage patients to touch the Echo Show device. Patients were welcome to explore Alexa functionalities—such as asking everyday questions (eg, weather, news, sports) and listening to music—that did not require any personal account information, although we did not market this feature for the pilot.

Periodic retraining occurred during onboarding of new staff and throughout the duration of the pilot. We collected nurse feedback through regular rounding on the units. The nursing team and technology team feedback was then synthesized and collated into this report.

**Technical Infrastructure and Security**

Amazon has a proprietary infrastructure for IP-based audio and video calls that uses the Session Initiation Protocol. The session is initiated and established entirely on Amazon’s network and the 2-way audio/video communication is peer-to-peer between Echo Show devices on the same network, which is end-to-end encrypted and does not go through Amazon’s cloud.

Additional security measures were put in place to ensure Echo Show devices met the security standards of our institution including (1) implementing a fleet management system that automatically deleted all data that originated from the Echo Show devices and (2) configuring the Echo Show devices to...
connect to a separate Wi-Fi network specifically set up for this pilot to avoid using clinical networks.

**Results**

Through rounding on the pilot inpatient unit and compiling comments and emails, we gained valuable feedback on the voice-activated video communication system. The nurses found the Echo Show devices easy to use and the privacy controls were well received. They also enjoyed the additional available features on the Echo Show devices that the VICS system did not have.

**Discussion**

**Overview**

In addition to the ease of use for video communications using the Alexa drop-in feature, the most positive feedback received was regarding the voice assistant (Alexa) functionality, which was not a feature we advertised. One nurse described how her patient listened to the radio and programming on the Echo using the Alexa functionality and, being from a different country, loved it as it had content she knew and enjoyed. Likewise, nurses enjoyed using the Echo Show at their workstation to listen to the radio using the Alexa functionality, increasing their satisfaction with the system.

**Challenges and Opportunities to Improve Future Voice-Activated Video Communication System**

**Enterprise Deployment**

During the pilot, there was interest from nursing leadership to deploy these devices in another building following a COVID-19 outbreak. However, this was not feasible due to several challenges with the current consumer version of the Echo Show device (Table 1).

The Echo Show devices support Wi-Fi Protected Access 2 (WPA2) encryption, which only requires a single preshared key to connect to a network. Learning this single preshared key could lead to a system compromise. Future versions of the Echo Show device can address this by enabling access to WPA2 Enterprise, which requires a unique username and password and a preinstall unique encryption key, thereby providing additional security and enhancing ease of scalability [7].

One of the barriers to implementation was the lack of an official enterprise fleet management solution for the Echo Show devices. A third-party vendor, Aiva Health, created a custom fleet management solution that provided limited enterprise support that was not native to the device. This resulted in the setup of each device becoming a time-consuming activity, taking 1-2 days, as each Echo Show device needed to be configured and tested individually and then brought online by the Amazon and Aiva Health teams with the drop-in feature turned on. If this pilot were to be expanded, additional dedicated team members would be required to manage the implementation.

Due to the HIPAA waiver for telehealth remote communications, this Echo Show device could only be used in COVID-19 patient rooms and had to be removed from the room and unplugged when a patient with COVID-19 was discharged. This made it very difficult for staff to track the devices. No Echo Show devices were lost during the pilot program, but a fleet management solution that included some type of asset tracking system would have improved the experience.

Echo Show device mounting and placement in the rooms and the fixed camera on the device led to additional challenges. The nurses felt that the placement of the Echo Show device on the IV pole was not secure and, depending on the placement of the IV pole, the camera viewing angle from the device could be suboptimal. This led to situations where the Echo Show device was not always facing the patient when the nurse dropped in.

Lastly, there were no built-in data analytics in the Echo Show devices (eg, number of drop-ins, length of drop-in, and number of times voice activation was used), so there was no official way to track device usage. This would have been helpful in understanding the function and usage of the Echo Show device from a quantitative perspective and for measuring the efficacy of this device and comparing it more effectively with usage of the VICS system.

The barriers that previously limited enterprise scaling of voice assistant systems like Amazon Echo Shows are beginning to soften. Third-party vendors, such as Aiva, provide health care–specific fleet management solutions for Alexa devices.

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Potential solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>The devices only support Wi-Fi Protected Access 2 (WPA2) networks</td>
<td>Updating future devices to support Extensible Authentication Protocol-Transport Layer Security (EAP-TLS) authentication</td>
</tr>
<tr>
<td>Many nurses were accustomed to using the existing VICS solution so they were less interested in adopting the Echo Show device</td>
<td>Provide more live trainings of Echo Show device or completely replace VICS solution with Echo Show device</td>
</tr>
<tr>
<td>Device placement on IV pole was suboptimal as it was not sturdy and was not always facing the patient</td>
<td>Creation of custom mounts for the Echo Show device that can affix to the IV pole and pivot</td>
</tr>
<tr>
<td>Lack of data analytics made it difficult to understand usage or efficacy of voice activation</td>
<td>Ability to extract and summarize key metrics by device, unit, and user, such as number of drop-ins, length of drop-in, and number of times the voice activation was used</td>
</tr>
</tbody>
</table>

**Table 1. Summary of challenges in implementing a voice-activated video communication system and potential solutions.**

aVICS: video intercom communication system.

bIV: intravenous.
Further work needs to be done on future devices to support wireless network configurations such as WPA2 Enterprise before these devices can truly be considered for “out of the box” enterprise scaling. Currently, without WPA2 Enterprise support, deploying these devices requires close consideration of how to create a safe and secure connectivity plan. For this pilot, we addressed this through the creation of a stand-alone Wi-Fi network specifically for the Echo Shows. We are hopeful that support for these standards will be adopted in future iterations of the Echo Show hardware.

One of the limitations of this paper is that this is a feasibility pilot in a single unit; more formal research needs to be conducted to help understand and inform further implementation and use of voice-activated video communication systems. Further, we did not formally solicit direct patient feedback on the use of the device. Patient experience is an important area to explore in subsequent research. Finally, this implementation was possible under the HIPAA waiver for telehealth remote communications—additional privacy and security review may be necessary for broader health care use in the future [8].

**Conclusion**

Overall, this pilot demonstrates the feasibility of deploying a consumer-grade voice assistant device in COVID-19 patient rooms. Although there are a variety of technologies that can be used to deliver similar 2-way video communication, we found the Echo Show device engaging; it differentiates itself due to the voice technologies and Alexa functionalities for both clinician and patient entertainment [9]. To enable future deployments at scale, security and privacy enhancements to the Echo Show and data analytics will need to be further explored.
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Abstract

Background: The COVID-19 pandemic has been suspected to increase gambling problems in the population. Several governments introduced COVID-19–specific interventions early with the aim to prevent gambling problems, but their effects have not been evaluated.

Objective: This study aimed to evaluate a Swedish COVID-19–related temporary legislation imposing an automated weekly deposit limit for online casino gambling.

Methods: The study was an anonymous survey sent by a state-owned gambling operator to online gamblers (N=619), among whom 54.0% (n=334) were moderate-risk/problem gamblers who reached the weekly limit on online gambling during the summer of 2020.

Results: Overall, 60.1% (372/619) were aware of having been limited by the COVID-19–related deposit limit, and a minority (145/619, 23.4%) perceived the intervention as fairly bad or very bad. Among those aware of the intervention, 38.7% (144/372) believed the intervention decreased their overall gambling, whereas 7.8% (29/372) believed it rather increased it. However, 82.5% (307/372) reported having gambled at more than one operator after the limit, and the most common gambling type reported to have increased at another operator was online casino (42% among moderate-risk/problem gamblers and 19% among others; P<.001). An increase in gambling following the intervention was associated with being a moderate-risk/problem gambler and having negative attitudes toward the intervention.

Conclusions: The weekly deposit limit had relatively high acceptability, but the study highlights the limitations of a single-operator deposit limit, given the high number of gamblers also reporting gambling at other operators and the lower effect in clients with gambling problems.

(JMIR Form Res 2022;6(3):e33066) doi:10.2196/33066
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Introduction

The global spread of SARS-CoV-2, causing the COVID-19 pandemic, is resulting in a number of mental health consequences in the population [1] caused by either the direct effects of the disease or the restrictions imposed on society and the following behavioral changes. One of the public health hazards suggested to be caused by the pandemic is gambling. Increased gambling behavior, at least in subgroups in the population, was feared in the early phases of the pandemic [2]. A priori, problem gambling, including in the group of
individually who meet the criteria of having a gambling disorder, constitutes a well-known hazard to health and a risk of psychosocial problems [3]. An overview of the research hitherto conducted in the area of gambling behaviors during COVID-19 recently demonstrated the different findings of the studies conducted so far, with several studies demonstrating that gambling practices rather decreased or did not increase, but some reporting an increase among subgroups, including individuals with a higher degree of gambling problems [4].

Thus, altogether, there are hitherto no convincing findings of generally increased gambling due to COVID-19, but there are indications that the potential effects are very unevenly distributed in the population. Sweden in one of the settings where a number of studies have assessed objective gambling activity measures, or self-reported survey data, during COVID-19. Objective measures of gambling activity have shown that gambling at online commercial gambling operators did not increase during the very first phase of the pandemic, when sports events generally were cancelled [5,6]. However, the financial activity of gambling operators demonstrated some likely migration of gambling behavior away from traditional sports betting during the early period of the sports lockdown [7]. In line with the overall picture of a potential gambling increase in subgroups of the population, an early survey study [8] and its similar follow-up [9] demonstrated that 4% and 6%, respectively, stated a self-reported increase in gambling after the onset of the pandemic, with a considerable overrepresentation of individuals with moderate-risk or problem gambling in this group. As an additional data source in this context, treatment uptake at a regional health care facility for gambling disorder patients was not statistically changed by the COVID-19 pandemic [10].

A number of countries took early action with legislation aiming to prevent problem gambling in response to the pandemic. This included gambling bans, bans against gambling advertising, or limits on gambling deposits, for example, in the United Kingdom, Spain, and Latvia [11-13]. A COVID-19–related legislation, effective from July 2, 2020, was also introduced in Sweden, as a response to the debate during the first phase of the COVID-19 pandemic in Sweden, where problem gambling was suggested to be one of the health hazards potentially associated with the societal changes of the pandemic. This legislation was decided by the Swedish parliament after a proposal made by the government, and it included a maximum limit of weekly deposits made to each single operator (at a level of 5000 SEK [around 560 USD] per week) for the following 2 gambling types: (1) online casino services, which are commercialized and offered by a large number of licensed operators within Sweden, and (2) land-based electronic gambling machines, which all belong to a monopoly of a Swedish state-owned gambling operator. An additional feature of the special COVID-19–related legislation was the introduction of a 100 SEK (around 9 USD) limit to the bonuses offered to first-time clients of a gambling operator, which is typically offered by commercial online casino and sports betting services in the country [14], although not by the state-owned operator at the time of this study.

The effect of government policies on problem gambling during the COVID-19 pandemic is largely unknown. A survey study in the general population in Sweden (ie, both gamblers and non-gamblers among web panel respondents) examined awareness of the COVID-19–related gambling regulation and the subjective effects of the regulation. A minority of respondents (30%) were aware of the legislation, which was however markedly more well-known among people with at least moderate-risk gambling (56% were aware of the legislation) and in the subgroup of individuals who had ever self-excluded from gambling (78% were aware of the legislation). A very low proportion of respondents reported being influenced by the regulation, with the group split between those reporting an increase or a decrease in their gambling [9]. No study has been able to examine the effects of the legislation in the specific subgroup targeted, that is, people who reach the weekly deposit limit of the legislation. In addition, it is unknown to which extent at-risk gamblers perceive such a limiting regulation as acceptable. For example, it has been suggested that deposit-limiting interventions in high-risk gambling may potentially be perceived as annoying and potentially even stimulate migration to other gambling types with a higher degree of severity [15]. Thus, there is reason to address targeted gamblers’ attitudes to this type of COVID-19–specific limit setting and determine whether such attitudes are associated with an increase or decrease in gambling.

This study was carried out by the communication and sustainability division of the state-owned Swedish gambling operator AB Svenska Spel, as a web survey targeting the group affected by the legally imposed limit on deposits. The aim of the study was to assess, in an anonymous sample of online gamblers, who reached the 5000 SEK deposit limit at the Swedish state-owned gambling operator; determine the self-reported effect of the intervention on subsequent gambling behaviors; and evaluate the knowledge about, attitudes to, and experiences of the effects of this intervention.

Methods

Setting

The Swedish gambling market is based on a license system, where gambling operators involved in a number of gambling types can receive a license to operate within Sweden. Operators need to follow Swedish responsible gambling legislation, including an 18-year minimum gambling age and adherence to a national government-based self-exclusion service. The self-exclusion service, administered by the Swedish Gambling Authority, allows for any individual to self-exclude from all licensed gambling (ie, with the exception of physical lotteries, including charity-based lotteries, minor gambling in funfairs, and limit-deposit “restaurant casinos” offering table games in restaurants, which constitute a very minor proportion of the Swedish gambling market). This service, described in previous publications, is a rare example of a nationwide self-exclusion service [16,17]. In Sweden, individuals with online gambling practices constitute the overwhelming majority of patients who seek treatment for a gambling disorder [18]. The prevalence of moderate-risk or problem gambling in the country has been
estimated to be around 1.5%, and among these individuals, around one-third may likely meet the criteria of a disorder [19].

The state-owned operator AB Svenska Spel was traditionally a gambling monopoly and was effective in that role as long as gambling was primarily land-based. Since January 2019, the license-based system allowed for a large number of licensed operators on the Swedish market. AB Svenska Spel has one subdivision that operates in the areas of sports betting, online poker gambling, and online casino gambling, in competition with a large number of commercial operators in these areas. Another subdivision of AB Svenska Spel is a state monopoly responsible for land-based electronic gambling machines and for land-based casinos. The land-based casinos (consisting of 3 state-owned casinos in the 3 major cities of Sweden) were temporarily closed due to the COVID-19 situation from April 2020 to July 2021.

Study Procedure
This is a self-report, electronic, anonymous survey study carried out by AB Svenska Spel. A web link was sent by email to a sample of clients who reached a 5000 SEK gambling limit (at online casino, online bingo, online sports betting, and online poker) after the introduction of the COVID-19–related gambling legislation. The survey was introduced as being sent from the gambling operator AB Svenska Spel to customers who reached this 5000 SEK deposit limit. Invited subjects were informed that the survey was confidential and that its aim was for Svenska Spel to learn more about how to improve its work against problem gambling. An incentive (a 100 SEK gift card of a type that cannot be used for gambling, alcohol, or tobacco products) was offered to respondents.

Individuals who reported being unaware of having been subject to the deposit limit were excluded from the remaining survey. The study was anonymous. Clients reaching the 5000 SEK limit were identified in the client database, where the operator has information about each client’s gambling data, but the data collection was carried out by an external consultant (the market survey company Norstat). Thus, the operator and authors were unaware which individuals responded to the survey. Age data were reported on a group level, and given the confidentiality measures, information about gender or geographical location was not collected.

As the study does not involve data that can be directly or indirectly referred to identified individuals, the project does not require ethical permission according to the Swedish ethics in research legislation. Parts of mainly descriptive data from the survey have previously been posted online in Swedish on the operator’s home page.

Study Participants
Individuals were selected based on their gambling statistics during weeks 27 to 40 (July 2 to October 4, 2020). Individuals were addressed if they (1) had received at least one automated notification from Svenska Spel because of having deposited 5000 SEK or more during the same week in their joint gambling account involving either online casino, online bingo, online sports betting, or online poker, after the introduction of the COVID-19–related gambling legislation and (2) had lost at least 1000 SEK on online casino, online bingo, or online poker during that week. The latter was specified in order to exclude sports-only bettors who were not affected by the legislation but who may have reached the 5000 SEK limit on their joint sports and casino account of Svenska Spel. This approach identified 4782 individuals, and among them, we selected those who had not actively refused to receive client surveys and who had an email address available. This resulted in a total of 3442 potential participants. According to the funding of the study, recruitment was aimed to stop after reaching around 600 collected responses, and when recruitment was finally halted, a total of 619 responses had been received. The mean age of the participants was 45.0 years (SD 12.3 years), with a median of 45 years (IQR 35-54 years).

Study Variables
The following study variables were collected in the study:

1. Dichotomous question about awareness of the COVID-19 legislation imposing the 5000 SEK deposit limit.
2. Likert-scale response questions about subjective self-reported effects on one’s gambling, and opinions about such an intervention and about subjective changes in a number of gambling types following the 5000 SEK limit for online casino gambling and electronic machine gambling.
3. Likert-scale response questions about the acceptability of the intervention; whether the gamblers perceived the government’s decision to introduce this intervention as “very bad,” “fairly bad,” “neither good nor bad,” “fairly good,” “very good,” or “don’t know.” These responses were dichotomized into “fairly good” or “very good” vs others and “fairly bad” or “very bad” vs others in the statistical analyses.
4. Multiple-choice questions about whether the gambler had gambled more or less on any of the following gambling types: sports betting, horse race betting, land-based restaurant casino, online poker gambling, lotteries/number games, land-based machine gambling with Svenska Spel, land-based machine gambling with other operators, and online casino with other operators; whether no other gambling type involved gambling more/less; or whether the gambler did not know.
5. Dichotomous question about whether one had gambled more or less (or did not know) after the deposit limit at Svenska Spel Sports & Casino, Svenska Spel in general, or other operators.
6. The Problem Gambling Severity Index (PGSI) [20], a validated 9-item survey tool measuring the level of risky or problem gambling practices. The same assessment instrument has been used in general population surveys on gambling practices in Sweden [19], as well as in the COVID-19–related surveys in Sweden [8,9,21].
7. Age (in years, here reported only on a group level).

Statistical Methods
Data were reported descriptively, and comparisons were made using the chi-square test for categorical data and Student t test for continuous data (and Fisher’s exact test for cross-tabulation comparisons where one or more of the squares contained less
than five individuals). Finally, for the measure of whether gambling after the intervention had increased or decreased, these 2 measures were studied as outcome measures in 2 separate logistic regression analyses, where age, attitudes toward the intervention, and moderate-risk/problem gambling status were included as independent variables. Here, results were reported using odds ratios with 95% CIs. By default, associations were considered statistically significant at $P$ values below .05.

## Results

### Levels of Hazardous and Problem Gambling

Full PGSI data were available from a total of 467 individuals, and of these, 25.1% (117/467) were no-risk gamblers, 20.3% (95/467) were low-risk gamblers, 31.3% (146/467) were moderate-risk gamblers, and 23.3% (109/467) were problem gamblers. In addition, another 79 individuals with partly missing answers could be identified as being at least moderate-risk gamblers, based on a PGSI score of 3 or above from available items, resulting in adequate PGSI data from 546 individuals. Thus, in the full sample of 619 individuals, 54% (n=334) were at least moderate-risk gamblers and 34% (n=212) were no-risk or low-risk gamblers, with missing data in the remaining 73 individuals for whom the total score from available PGSI items was 0 to 2. Moderate-risk/problem gamblers were significantly younger than others (43.5 vs 48.3 years, $P<.001$).

### Awareness and Acceptability of the Government Regulation

Overall, 60.1% (372/619) were aware of the limit for their deposits by the government’s COVID-19–specific gambling regulation. Awareness of the regulation was higher among individuals with moderate-risk/problem gambling than among others (68% vs 48%; $P<.001$), but was unrelated to age (44.5 vs 45.6 years; $P=.29$). In the entire sample, 34.6% (214/619) believed that the regulation was very good, 19.2% (119/619) believed that it was fairly good, and 21.0% (130/619) believed that it was fairly bad and 13.9% (86/619) stated that it was very bad. Furthermore, 1.8% (11/619) reported that they did not know.

### Gambling After the COVID-19 Regulation in Individuals With Awareness of the Regulation

After reaching the 5000 SEK limit, among those reporting being aware of the regulation (n=372), 38.7% (144/372) stated that this had decreased their total gambling, 47.3% (176/372) stated that their gambling remained approximately the same as before, 7.8% (29/372) believed it increased their gambling, and 6.2% (23/372) did not know.

Gambling types perceived to have increased (in other operators) after the intervention were horse race betting (29/372, 7.8%), sports betting (52/372, 14.0%), lotteries and “number games” (18/372, 4.8%), online casino (123/372, 33.1%), online bingo (12/372, 3.2%), online poker (12/372, 3.2%), “restaurant casinos” (7/372, 1.9%), land-based electronic gambling machines of Svenska Spel (29/372, 7.8%), and other land-based electronic gambling machines (13/372, 3.5%). Additionally, 37.4% (139/372) did not perceive themselves to have increased any gambling type and 9.7% (36/372) did not know.

Moreover, 37.6% (140/372) reported that they decreased their gambling on the Svenska Spel Sports & Casino subdivision, 19.4% (72/372) reported that they decreased their gambling on Svenska Spel overall, 19.4% (72/372) reported that they decreased their gambling at other operators, and 30.6% (114/372) did not know.

We found that 13.4% (50/372) had gambled on casino, poker, or bingo games at only 1 operator since July 1 (since the introduction of the intervention), 55.6% (207/372) had gambled on these games at 2 to 4 operators, 21.2% (79/372) had gambled at 5 to 10 operators, 3.0% (11/372) had gambled at 11 to 15 operators, 2.7% (10/372) had gambled at more than 15 operators, and 4.0% (15/372) did not know. Thus, altogether, 83% had gambled on casino, poker, or bingo games on more than one gambling operator after the deposit limit. Moreover, 40.6% (151/372) reported being limited, following the COVID-19 regulation, from another operator than Svenska Spel during the observation period, 53.2% (198/372) reported not being limited, and 6.2% (23/372) did not know.

### Comparison of Moderate-Risk/Problem Gamblers and Others

Among individuals reporting being aware of the COVID-19 regulation, 284 had full data for the PGSI and 327 had full data in the dichotomy of moderate-risk/problem gambling vs no-risk/low-risk gambling. The number of gambling operators reported was strongly associated with moderate-risk/problem gambling ($P<.001$, chi-square linear-by-linear). Among those reporting two or more other gambling operators after reaching the weekly limit at Svenska Spel, moderate-risk/problem gambling was detected in 74% compared with 39% among those reporting 1 operator ($P<.001$).

Differences between moderate-risk/problem gamblers and other gamblers are demonstrated in Table 1. Altogether, moderate-risk/problem gamblers were significantly more likely to report an increase (following the intervention) in Svenska Spel machine gambling, online casino at other operators, and lotteries and number games, and they were markedly less likely to report that they had not increased gambling at other operators, whereas no differences were seen for other gambling types. Moderate-risk/problem gambling was not significantly associated with having decreased Svenska Spel gambling or Svenska Spel Sports & Casino gambling.

Altogether, moderate-risk/problem gamblers were significantly more likely than others to report having increased overall gambling after the introduction of the regulation, and were not more likely to report overall decreased gambling due to the present regulation. They were significantly more likely to perceive the regulation as very good or fairly good, and less likely to perceive it as very bad or fairly bad.
### Table 1. Statistical comparisons between moderate-risk/problem gamblers and other gamblers (N=327).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Moderate-risk/problem gamblers (n=226), n (%)</th>
<th>Other gamblers (n=101), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Postintervention increase</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Svenska Spel machine gambling</td>
<td>22 (9.7)</td>
<td>3 (3.0)</td>
<td>.04</td>
</tr>
<tr>
<td>Online casinos, other operators</td>
<td>95 (42.0)</td>
<td>19 (18.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lotteries and number games</td>
<td>15 (6.6)</td>
<td>0 (0.0)</td>
<td>&lt;.007</td>
</tr>
<tr>
<td>Non-Svenska Spel land-based machine gambling</td>
<td>7 (3.1)</td>
<td>4 (4.0)</td>
<td>.74</td>
</tr>
<tr>
<td>Restaurant casino gambling</td>
<td>4 (1.8)</td>
<td>1 (1.0)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Online poker, other operators</td>
<td>8 (3.5)</td>
<td>2 (2.0)</td>
<td>.73</td>
</tr>
<tr>
<td>Online bingo, other operators</td>
<td>8 (3.5)</td>
<td>1 (1.0)</td>
<td>.28</td>
</tr>
<tr>
<td>Sports betting</td>
<td>36 (15.9)</td>
<td>10 (9.9)</td>
<td>.15</td>
</tr>
<tr>
<td>Horse race betting</td>
<td>17 (7.5)</td>
<td>10 (9.9)</td>
<td>.47</td>
</tr>
<tr>
<td>Postintervention increase in gambling overall</td>
<td>24 (10.6)</td>
<td>2 (2.0)</td>
<td>.007</td>
</tr>
<tr>
<td>No postintervention increase in gambling other operators</td>
<td>66 (29.2)</td>
<td>59 (58.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Postintervention decrease</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Svenska Spel gambling overall</td>
<td>47 (20.8)</td>
<td>19 (18.8)</td>
<td>.68</td>
</tr>
<tr>
<td>Svenska Spel Sports &amp; Casino gambling overall</td>
<td>85 (37.6)</td>
<td>39 (38.6)</td>
<td>.86</td>
</tr>
<tr>
<td>Postintervention decrease in gambling overall</td>
<td>88 (38.9)</td>
<td>37 (36.6)</td>
<td>.69</td>
</tr>
<tr>
<td>Perceived intervention as very good or fairly good</td>
<td>126 (55.8)</td>
<td>42 (41.6)</td>
<td>.02</td>
</tr>
<tr>
<td>Perceived intervention as very bad or fairly bad</td>
<td>53 (23.5)</td>
<td>40 (39.6)</td>
<td>.003</td>
</tr>
</tbody>
</table>

---

**Correlates of Reporting Increased or Decreased Gambling Following the Intervention**

Age was unrelated to the reporting of decreased gambling after the regulation (45.9 vs 43.7 years, P=.09), but the group reporting increased gambling after the regulation was significantly younger (38.1 vs 45.1 years, P<.01). Age was unrelated to the perception of the regulation as very good/fairly good (P=.86) or very bad/fairly bad (P=.82). Age was also unrelated to a decrease in gambling on Svenska Spel Sports & Casino (P=.68), Svenska Spel overall (P=.52), and other operators (P=.78).

The reporting of increased or decreased gambling following the intervention was associated with attitudes toward the regulation. Among those who perceived the regulation as very good or fairly good, 53.1% (102/192) reported decreased gambling (compared to 23.3% [42/180] among others; P<.001) and 4.7% (9/192) reported increased gambling (compared to 11.1% [20/180] among others; P=.02). Among those who perceived the regulation as very bad or fairly bad, 18.1% (19/105) reported decreased gambling (compared to 46.8% [125/267] among others; P<.001) and 15.2% (16/105) reported increased gambling (compared to 4.9% [13/267] among others; P<.001).

In logistic regression analysis (Table 2), a reported increase in gambling following the intervention (n=26) was significantly associated with the opinion that the regulation was very bad or fairly bad, and was nearly significantly associated with younger age. A reported decrease in gambling following the intervention (n=125) was associated with the opinion that the regulation was very good or fairly good, but not with being a moderate-risk/problem gambler or with age (Table 2).
Discussion

Principal Findings

This study examined self-report of gambling among individuals after online gambling was limited due to a special COVID-19-related gambling regulation imposing a weekly deposit limit on online casino and electronic gambling. The study demonstrated that acceptability of the intervention was generally fair. Although only 6 out of every 10 gamblers reported being aware of the limit introduced by the regulation, a majority perceived the intervention as generally positive. In those who were aware of this, it was considerably more common to perceive that the intervention had decreased their overall gambling than to perceive that it increased their gambling. However, limitations and challenges of the intervention were demonstrated. A large majority gambled at other operators, where 4 out of every 10 gamblers reached the regulated weekly deposit limit. This challenge was more pronounced for online casino, which was by far the gambling type most commonly reported to have increased at other gambling sites after being limited by the present operator. This sample of online gamblers who reached the weekly limit had very high rates of gambling problems, and those who scored positive for at least moderate-risk gambling were considerably more common to report online casino gambling at other sites after being limited, to gamble at more operators, and to perceive themselves to have increased gambling after the introduction of the weekly limit. A self-reported negative effect from the intervention was associated with negative attitudes toward it and with higher gambling problems.

Awareness of the fact that one had reached the deposit limit imposed by the government aims particularly at this group, although it also indicates that awareness, and therefore efficacy, of the intervention may have the potential to increase in gamblers without detected gambling problems.

A subgroup of respondents here reported an increase in gambling subsequent to the intervention (ie, intuitively a negative and unintended effect of the intervention). The reporting of an overall increase in gambling as a consequence of the intervention was rare, but was several times more common in moderate-risk or problem gamblers than in others. Thus, although only a minority reported a markedly deteriorating effect from this intervention, it is clear that individuals with a likely addictive behavior were at higher risk of having experienced such a negative effect in contrast to the intentions of the intervention. It cannot be concluded that an actual increase in gambling was indeed a consequence of the temporary COVID-19 legislation, but again, individuals with higher levels of gambling problems may be at a particular risk of having an unfavorable course in gambling as a reaction to the crisis. In previous research involving prevention or harm reduction methods in problem gambling, it had been stated that subgroups of gamblers may perceive preventive interventions as annoying in a way that would, theoretically, even worsen their gambling practices. While this has been described as unlikely, it has been stated that problem gamblers may be at higher risk of such reactions than other gamblers [15]. Given the very high levels of gambling and detected gambling problems in this study, it cannot be excluded that such negative reactions to an intervention are responsible for one part of the perceived negative effect in some gamblers. Here, it should be kept in mind that a significant proportion of the study sample expressed negative feelings related to this type of intervention, but somewhat contrary to what could be expected, moderate-risk/problem gamblers had somewhat more favorable attitudes toward it.

The present findings may be considered to corroborate previous findings that individuals who report an increase in gambling during these times of COVID-19 have a markedly higher probability of being problem gamblers [8,21]. While the gambling increase was not measured in relation to the pandemic itself, but in relation to a specific regulation in affected gamblers, it further demonstrates that people with hazardous gambling practices are more likely than others to demonstrate

Table 2. Logistic regression of reported increased gambling or decreased gambling following the intervention (N=327).

<table>
<thead>
<tr>
<th>Variable</th>
<th>ORa (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Associations with the reporting of increased gambling following the intervention (n=26)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regulation perceived as very bad or fairly bad</td>
<td>4.39 (1.88-10.30)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate-risk/problem gambler</td>
<td>6.89 (1.53-31.00)</td>
<td>.01</td>
</tr>
<tr>
<td>Age</td>
<td>0.96 (0.93-1.00)</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Associations with the reporting of decreased gambling following the intervention (n=125)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regulation perceived as very good or fairly good</td>
<td>3.43 (2.12-5.54)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate-risk/problem gambler</td>
<td>1.02 (0.60-1.73)</td>
<td>.94</td>
</tr>
<tr>
<td>Age</td>
<td>1.02 (1.00-1.04)</td>
<td>.10</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
a negative development during the COVID-19 crisis. Likewise, in a survey study among gamblers in the population, those who gambled even in highly restricted gambling types during the lockdown period when sports were generally cancelled, were a group with markedly higher gambling problems [21]. Among US casino gamblers, when casinos closed, a minority migrated to new types of gambling, but this group demonstrated more problematic levels of gambling [22]. Thus, as a general rule from these studies conducted during COVID-19, including the present setting, high levels of gambling during these times of crisis are more likely to be associated with problematic gambling behaviors.

Meanwhile, it should be kept in mind that all studies in the area have not demonstrated an increasing trend in gambling during the pandemic. In Australia, for example, an increase was not seen [23], and in a Canadian study of land-based casino gamblers, during casino closure, a migration toward online gambling was seen primarily among those who had engaged in online casino gambling before, rather than in the full population [24]. Likewise, early observations from the very first phase of the pandemic did not display obvious increases in online gambling activity [5,6]. In line with this, subgroups of gamblers with manifest gambling problems have even reported the COVID-19 period as relieving, due to a decrease in gambling opportunities during some phases [25]. Thus, it is unclear whether the increase in gambling in a subgroup of respondents here and in response to the imposed deposit limit, may be due to pandemic-related effects or the intervention itself, or simply because of a generally increasing course in the gambling practices of these specific individuals.

It can be debated whether the present data support an effect from the type of intervention imposed or whether the nature of the intervention only may invite gamblers to migrate to other gambling types. Again, it is clear from the present data that at least for some gambling types, individuals with risky gambling habits are more likely than others to transfer their gambling to other modalities or gambling types. This corroborates the findings of survey studies in the population, where individuals who increase another gambling type in response to a limit to one gambling type (in this case, the limitation of sports betting during the lockdown period) are more likely to have gambling problems [8,21]. The present type of intervention appears to have at least a relatively high level of acceptability in affected individuals. A majority had a favorable attitude toward it, and a minority claimed to be against it. However, although acceptability was relatively high, only around 1 in 5 respondents believed they had decreased their gambling with other operators due to the intervention. Thus, while the intervention does not technically prevent an individual from continuing to a different gambling operator after reaching the COVID-19–related limit at the first one, the signaling value of the intervention might decrease gambling at other gambling sites. Here, it should again be remembered that the study sample generally involved a very high level of gambling problems, and it can be suspected that the enforcement of a deposit limit may not necessarily invite reflection and a motivational process of change in the individual in the short term.

Three gambling types stood out as being more commonly reported in problem gamblers owing to an increase in gambling practiced in response to the imposed deposit limit. This included machine gambling and lotteries/number games, as well as online casinos at other operators. Online casino was the most commonly cited. The large role of online casinos in problem gamblers in the present setting has been documented previously; for example, it is by far the most common gambling type reported in clients seeking treatment at a regional gambling unit in Sweden [18]. Thus, it is of great interest to conclude that when gamblers are temporarily banned from one online operator service due to the weekly deposit limit, they most commonly turn to this gambling type but at other operator sites. Moreover, again, it confirms the addictive potential of online casino gambling, which is a highly accessible, rapid, and repetitive type of gambling, as the proportion reporting an increase in that gambling type at other operators was markedly more common among individuals with gambling problems.

Our study sample had very high rates of gambling problems. More than half of the full sample represented at least moderate-risk gamblers, and for the further items studied in the subgroup with awareness of the intervention, moderate-risk gamblers made up a large majority. This is further supported by the fact that a majority reported gambling at more operators, even to the extent that 2 of every 5 respondents had experience of reaching the imposed limit at a different operator. It can be argued that the intervention therefore specifically addressed the targeted group, and therefore, from this study, less is known about whether the intervention plays any role in the remaining population (ie, among people with low nonhazardous gambling practices). Over and above the actual effect of the intervention in those facing the limit, it can be argued that an intervention of this nature may have a didactic effect in individuals without current gambling problems, but who may potentially benefit from advice or from the political signal that gambling is a product with addictive potential and has the risk of severe harm during COVID-19.

Limitations
Owing to the confidentiality protocol applied in this survey study, more detailed data, such as gender, geographical location, and previous gambling habits, were not collected. Thus, individual responses could not be linked to any identifying information or to any prior gambling statistics in the databases of Svenska Spel, for whom the identity of respondents remained unknown. While this successfully maintained confidentiality of the respondents, more in-depth data on risk factors could not be detected, and response data clearly rely on the self-report of participants. As in all self-report surveys, the risk of recall bias or other misinformation cannot be disregarded. Moreover, the limited number of participants, which included the first individuals who responded to the invitation to participate, may constitute a risk of bias, as individuals responding first may potentially have a different degree of involvement in these issues and therefore potentially have a different gambling pattern or different opinions than others. Moreover, it should be kept in mind that the population assessed here was recruited from a single gambling operator, and although it operates in diverse areas, such as sports betting, poker gambling, and chance-based...
rapid online games (eg, casino slots and bingo), its profile as a state-owned gambling operator may potentially attract a somewhat different group of gamblers than certain other operators in the market.

A strength of the study is that it, quite uniquely, had the ability of addressing one operator’s clients with respect to their gambling at other operators, a type of data that cannot easily be obtained from other sources. The present group is also less likely to be examined in detail in larger population surveys, where the group makes up a small minority with extreme gambling patterns, but it could be assessed here. Moreover, the study had the advantage of being able to address a new COVID-19–specific intervention in relatively temporal proximity to the introduction of the intervention.

Conclusions
In a high-level gambling sample exposed to a government-imposed weekly deposit limit aiming to prevent potential COVID-19–related gambling issues, the acceptability of the intervention was relatively high and somewhat higher in problem gamblers, although many exposed individuals were not apparently aware of having been subject to the intervention. The challenges of a single-operator weekly deposit limit were obvious; many of these exposed individuals subsequently gambled at other operators, and in many cases, they gambled at many operators. Self-reported improvement from the intervention was common and self-reported negative effects were rare, but risk gamblers demonstrated a much higher rate of negative effects and, in particular, a high prevalence of online casino gambling at other operators after being limited by the imposed intervention at the operator studied here. Promising attitudes toward this kind of deposit-limit intervention were seen, but the study identified some difficulties, and it may inspire future development of further types of interventions addressing the overall problem of high-risk gamblers. High-level online gamblers constitute a group with great needs, and the gambling operator’s own monitoring may identify this group with potential for receiving harm-reducing and therapeutic interventions.
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Abstract

Background: During the COVID-19 pandemic, threats to mental health, psychological safety, and well-being are evident, particularly among the first responders and the health care staff.

Objective: This study aims to examine the prevalence and potential predictors of the likely stress, generalized anxiety disorder, and major depressive disorder among health care workers (HCWs).

Methods: A cross-sectional survey was used through a survey link sent to gather demographic information and responses on several self-report scales, including the Perceived Stress Scale, the Generalized Anxiety Disorder 7-item scale, and the Patient Health Questionnaire-9 among HCWs enrolled in the Text4Hope program.

Results: The result from this study suggests that during the COVID-19 pandemic, HCWs reported a high likelihood of moderate-to-high perceived stress (n=840, 81.2%), moderate-to-severe anxiety (n=369, 38.6%), and depression (n=317, 32.7%) symptoms. Nurses and other HCWs were significantly more likely to report depressive symptoms compared to physicians (F(2, 159.47)=15.89, 95% CI –5.05 to –2.04). Younger age groups of HCWs (≤30 years) were more prone to report likely stress, anxiety, and depressive symptoms compared to HCWs 41-50 and >50 years old (odds ratio [OR] 1.82-3.03). Similarly, females and those who reported a lack of social support (separated/divorced and single) among HCWs had a higher likelihood to report likely stress and depressive symptoms, respectively (OR 1.8 and 1.6, respectively).

Conclusions: This cross-sectional study explored a high level of mental health burdens during the COVID-19 pandemic among HCWs in Alberta. Levels of psychological symptoms were more noticeable in the female gender and the nursing profession.

(JMIR Form Res 2022;6(3):e27469) doi:10.2196/27469
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Introduction

Background

During pandemics, an exponential increase in the demand for health care services takes place. Several factors contribute to increased physical and mental health strain for health care workers (HCWs). This can include long work shifts, a lack of personal protective equipment, and limited resources to care for patients [1,2]. With a lack of PPE, HCWs can feel unprepared to deal with unknown viruses and bacteria. In addition, with pandemic demand–induced limits on resources, such as ventilators or general medical supplies, it can be difficult to care for patients.

In November 2019, a novel coronavirus disease caused by SARS-CoV-2, called COVID-19, was first reported in Wuhan, China. The disease rapidly spread throughout China and prevailed worldwide, resulting in a global health emergency [1]. On March 11, 2020, the World Health Organization declared the COVID-19 outbreak as a global pandemic [2].

Alberta Health Services (AHS) defines health care professionals/providers as “individuals that work in the health field and can include doctors, nurses (RNs, LPNs), dentists, psychologists, physiotherapists, pharmacists, and dieticians, etc” [3]. The nursing staff constitutes the largest health profession in Canada, followed by physicians and other regulated HCWs [4]. As of July 2020, the Canadian Institute for Health Information (CIHI) reported that 19.4% of all confirmed infections of COVID-19 cases were among HCWs in Canada, and in the province of Alberta, it was 8.8% [5]. HCWs are exposed to mental health stresses due to the nature of their work that usually involves trauma and vulnerability [6].

During the 2003 SARS outbreak, HCWs expressed immediate psychological distress manifested as fear and anxiety that exhibited a relative decrease during the early phases of the epidemic [1]. However, depression and posttraumatic stress symptoms emerged later during the epidemic and lasted for longer periods, affecting the long-term mental well-being of HCWs [1]. A greater psychological impact was coupled with the higher risk of exposure to the virus, especially among frontliners, who usually face both heavy workloads and a higher risk of infection [7,8]. One year after the SARS outbreak, HCWs who were in close contact with infected patients or virus material had elevated levels of stress, depression, and anxiety [9].

One study examining the psychological effects of COVID-19 on HCWs in Italy found that depression and posttraumatic stress symptoms are higher in HCWs caring for patients in COVID-19 wards compared to other HCWs caring for patients in other units [10].

Additionally, emotional impacts in terms of contagion fear and infecting loved ones, uncertainty, and stigma were documented among health care staff [11], leading to isolation from their families, changing routines, and a narrowing down of their social support network [12]. During the pandemic of COVID-19, health care professionals declared 5 main requests from their institutions [10]: “hear me, protect me, prepare me, support me, and care for me” [7]. Burnout is also an ongoing problem among physicians and other HCWs during the COVID-19 pandemic. It is characterized by “emotional exhaustion, depersonalization, and a feeling of low personal accomplishment” and attributed to many factors, including heavy workloads, that may exacerbate burnout and negatively impact the overall productivity of the health care system [13,14]. HCWs are predisposed to “moral injury” during the current pandemic, a term that can be defined as the psychological distress that results from actions, or the lack of them, which violate someone’s moral or ethical code. Although it is not a mental health condition, people with moral injury are more likely to experience negative thoughts about themselves or others, together with intense feelings of shame, guilt, or disgust [15].

During the COVID-19 pandemic, several studies have examined the impacts of the pandemic upon the psychological health and mental well-being of the general population. A number of studies have examined such impacts among HCWs, with many interesting findings; for example, the frontliners and those who have experienced physical symptoms, such as headache, throat pain, and lethargy are at more risk of developing stress, anxiety, and depressive symptoms during the pandemic compared to the other comparative groups [16,17].

In a systematic review assessing the impact of COVID-19 on HCWs’ mental health, the authors found that the prevalence of anxiety was estimated between 9 and 90% (median 24%) and depression between 5 and 51% (median 21%) [18]. In another systematic review and meta-analysis, Pappa et al [19] examined 13 research studies to compute the prevalence of anxiety, depression, and insomnia during the current pandemic. The authors reported 23.2% for anxiety and 22.8% for depression. Additionally, discrepancies of the prevalence or severity of such symptoms were reported among different demographic and occupational groups, such as in nurses, women, and frontliners who were usually reported to have more severe symptoms compared to other HCWs [19,20].

Aim and Objectives

This study aims to examine the psychological impacts of the COVID-19 pandemic among different groups of HCWs who were enrolled in the Text4Hope program.

The primary objectives are:

- Studying the demographic characteristics and the prevalence and mean scores of perceived stress, likely major depressive disorder (MDD), and likely generalized anxiety disorder (GAD) among HCWs.
- Studying the predictors of developing likely stress, MDD, and GAD among HCWs.

Methods

Study Design

A cross-sectional survey was used to explore mean differences in perceived stress, anxiety, and depression symptom scores of HCWs enrolled in Text4Hope.
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Recruitment

The study recruitment procedures and sample size estimations are described in a published study protocol [21]. The study participants are subscribers to the Text4Hope program, a daily supportive text message service, launched by the AHS on March 23, 2020, to help Albertans cope with the mental health effects of the COVID-19 pandemic. An online survey link was sent to subscribers who were enrolled during March 23 to May 2, 2020. Subscribers receive free daily supportive text messages, which are cognitive behavioral therapy–based messages created by a team of mental health professionals [22]. In addition to demographic information, clinical characteristics were assessed using self-report scales, including the Perceived Stress Scale (PSS-10; for moderate-to-high stress, PSS≥14) [23], the Generalized Anxiety Disorder 7-item (GAD-7) scale (for likely GAD, GAD-7≥10) [24], and the Patient Health Questionnaire-9 (PHQ-9; for likely MDD, PHQ-9≥14) [25]. The PSS-10 is a validated 10-item questionnaire used to assess the self-reported level of stress in the previous 1 month by assessing thoughts and feelings. Each item on the scale is scored from 0 (never) to 5 (very often). Higher scores on the scale denote higher levels of stress. The GAD-7 is a validated 7-item questionnaire used to assess the self-reported levels of anxiety in respondents in the 2 weeks prior to assessment. It is based on the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision (DSM-IV-TR) symptoms of anxiety. Each item on the scale is scored from 0 (not at all) to 4 (nearly every day). The PHQ-9 is a 9-item validated instrument used to diagnose and measure the severity of depression in general medical and mental health settings; it is the major depression module of the full Patient Health Questionnaire (PHQ). Each of the 9 items on the questionnaire is scored from 0 (not at all) to 3 (nearly every day). It may be used to plan and monitor treatment of depression. Participant consent was implied by submission of the subscribers’ survey responses.

Data Analysis

Data analysis was undertaken using the IBM Statistical Package for Social Sciences (SPSS) Statistics for Windows, version 25 [26]. Descriptive analysis illustrated the differences between the 3 categories of HCWs (physicians, nurses, and other) by their sociodemographic characteristics (ie, gender, age, ethnicity, education, relationship status, housing status, and self-isolation/quarantine status) and examined the prevalence of clinical characteristics (ie, moderate/high stress, likely GAD, likely MDD) among the 3 HCW groups.

One-way ANOVA with 2-tailed significance (P<.05) was performed to assess the statistical differences of mean scores on the PSS-10, GAD-7, and PHQ-9 among HCW groups. For variables that did not violate the assumptions of homogeneity of variance in the mean scores on the ANOVA test, we performed a Tukey posthoc test. For variables that violated the homogeneity of variance assumption, we used the nonparametric Welch F test and Games-Howell posthoc tests.

To examine potential predictors of the self-reported clinically meaningful symptoms of moderate-to-high perceived stress, likely GAD, and likely MDD, we entered all demographic predictors and self-isolation, along with HCW type, into a multivariate logistic regression model. Correlation analysis was performed before logistic regression analysis to rule out strong correlations among predictor variables. Odds ratios (ORs) from the binary logistic regression analysis were examined to determine the association between HCW type and the likelihood of respondents self-reporting symptoms of moderate-to-high stress, likely GAD, and likely MDD, controlling for the other variables in the model.

Results

Participant Characteristics

Of the 8267 subscribers who responded to the Text4Hope online survey in the first 6 weeks, 1414 (17.1%) self-identified as HCWs, while 1096 (13.3%) provided their specific occupation type. Of these 1096, 63 (5.7%) were physicians, 355 (32.4%) nurses, and 678 (61.9%) other HCWs (eg, occupational therapist, psychologist, dietitian, pharmacist, and first responder). The demographic and clinical characteristics of the respondents are shown in Table 1.

As presented in Table 1, most of the 1096 respondents were female (n=1006, 91.8%), aged 31-40 years (n=330, 30.1%), and Caucasian (n=919, 83.9%); had postsecondary education (n=1066, 97.3%); were married, cohabiting, or partnered (n=852, 77.7%); and owned their own home (n=836, 76.3%). Except for a few variables, nurses represented the highest percentage of these responses.
Table 1. Distribution of the demographic and clinical characteristics by HCW type.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Physicians (N=63)</th>
<th>Nurses (N=355)</th>
<th>Other (N=678)</th>
<th>Total (N=1096)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>17 (27.0)</td>
<td>10 (2.8)</td>
<td>55 (8.1)</td>
<td>82 (7.5)</td>
</tr>
<tr>
<td>Female</td>
<td>46 (73.0)</td>
<td>343 (96.9)</td>
<td>617 (91.1)</td>
<td>1006 (92.0)</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>1 (0.3)</td>
<td>5 (0.7)</td>
<td>6 (0.5)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤30</td>
<td>13 (21.0)</td>
<td>5 (16.8)</td>
<td>90 (13.5)</td>
<td>162 (15.0)</td>
</tr>
<tr>
<td>31-40</td>
<td>9 (14.5)</td>
<td>107 (30.4)</td>
<td>214 (32.2)</td>
<td>330 (30.6)</td>
</tr>
<tr>
<td>41-50</td>
<td>19 (30.6)</td>
<td>78 (22.2)</td>
<td>193 (29.0)</td>
<td>290 (26.9)</td>
</tr>
<tr>
<td>&gt;50</td>
<td>21 (33.9)</td>
<td>108 (30.7)</td>
<td>168 (25.3)</td>
<td>297 (27.5)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>48 (76.2)</td>
<td>309 (87.0)</td>
<td>562 (83.0)</td>
<td>919 (83.9)</td>
</tr>
<tr>
<td>Indigenous</td>
<td>1 (1.6)</td>
<td>6 (1.7)</td>
<td>24 (3.5)</td>
<td>31 (2.8)</td>
</tr>
<tr>
<td>Asian</td>
<td>10 (15.9)</td>
<td>15 (4.2)</td>
<td>44 (6.5)</td>
<td>69 (6.3)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (6.3)</td>
<td>25 (7.0)</td>
<td>47 (6.9)</td>
<td>76 (6.9)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school diploma</td>
<td>0</td>
<td>1 (0.3)</td>
<td>2 (0.3)</td>
<td>3 (0.3)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>0</td>
<td>1 (0.3)</td>
<td>16 (2.4)</td>
<td>17 (1.6)</td>
</tr>
<tr>
<td>Postsecondary education</td>
<td>63 (100.0)</td>
<td>351 (99.2)</td>
<td>652 (96.4)</td>
<td>1066 (97.5)</td>
</tr>
<tr>
<td>Other education</td>
<td>0</td>
<td>1 (0.3)</td>
<td>6 (0.9)</td>
<td>7 (0.6)</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting/partnered</td>
<td>51 (81.0)</td>
<td>291 (82.0)</td>
<td>510 (75.3)</td>
<td>852 (77.8)</td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>3 (4.8)</td>
<td>24 (6.8)</td>
<td>61 (9.0)</td>
<td>88 (8.0)</td>
</tr>
<tr>
<td>Widowed</td>
<td>0</td>
<td>3 (0.8)</td>
<td>3 (0.4)</td>
<td>6 (0.5)</td>
</tr>
<tr>
<td>Single</td>
<td>9 (14.3)</td>
<td>37 (10.4)</td>
<td>98 (14.5)</td>
<td>144 (13.2)</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>0</td>
<td>5 (0.7)</td>
<td>5 (0.5)</td>
</tr>
<tr>
<td><strong>Housing status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>49 (77.8)</td>
<td>287 (80.8)</td>
<td>500 (73.9)</td>
<td>836 (76.3)</td>
</tr>
<tr>
<td>Living with family</td>
<td>4 (6.3)</td>
<td>12 (3.4)</td>
<td>24 (3.5)</td>
<td>40 (3.7)</td>
</tr>
<tr>
<td>Renting</td>
<td>10 (15.9)</td>
<td>55 (15.5)</td>
<td>147 (21.7)</td>
<td>212 (19.4)</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>1 (0.3)</td>
<td>6 (0.9)</td>
<td>7 (0.6)</td>
</tr>
<tr>
<td><strong>Self-isolate/quarantine, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>41 (65.1)</td>
<td>273 (77.1)</td>
<td>540 (80.1)</td>
<td>854 (78.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>22 (34.9)</td>
<td>81 (22.9)</td>
<td>134 (19.9)</td>
<td>237 (21.7)</td>
</tr>
<tr>
<td><strong>Symptoms, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived stress (moderate to high)</td>
<td>41 (68.3)</td>
<td>279 (82.5)</td>
<td>520 (81.6)</td>
<td>840 (81.2)</td>
</tr>
<tr>
<td>Likely GAD</td>
<td>20 (36.4)</td>
<td>116 (37.4)</td>
<td>233 (39.4)</td>
<td>369 (38.6)</td>
</tr>
<tr>
<td>Likely MDD</td>
<td>9 (16.1)</td>
<td>99 (31.3)</td>
<td>209 (35.1)</td>
<td>317 (32.7)</td>
</tr>
<tr>
<td><strong>Clinical condition severity, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSS-10</td>
<td>18.07 (7.25)</td>
<td>19.25 (6.27)</td>
<td>19.35 (6.28)</td>
<td>19.25 (6.34)</td>
</tr>
</tbody>
</table>

ANOVA F(2, 1032)=1.13, P=.32
Variables | Physicians (N=63) | Nurses (N=355) | Other (N=678) | Total (N=1096)\textsuperscript{b}
--- | --- | --- | --- | ---
GAD-7\textsuperscript{b} | 4.46 (4.36) | 7.42 (5.17) | 8.01 (5.72) | 7.61 (5.53)
ANOVA F(2, 953) = 0.80, \( P = .45 \)
PHQ-9\textsuperscript{i} | 7.58 (5.25) | 8.18 (5.32) | 8.46 (5.58) | 8.32 (5.48)
Welch statistics F(2, 159.47) = 15.89, \( P < .001 \)
\textsuperscript{a}HCW: health care worker.
\textsuperscript{b}Data were reported according to the provided responses. The total percentages may not add up to 100%.
\textsuperscript{c}Multiple responses were possible.
\textsuperscript{d}Moderate-to-high stress was defined as PSS-10 score of \( \geq 14 \).
\textsuperscript{e}Likely GAD was defined as a GAD-7 score of \( \geq 10 \).
\textsuperscript{f}Likely MDD was defined as a PHQ-9 score of \( \geq 10 \).
\textsuperscript{g}PSS-10: Perceived Stress Scale.
\textsuperscript{h}GAD-7: Generalized Anxiety Disorder 7-item.
\textsuperscript{i}PHQ-9: Patient Health Questionnaire-9.

Among the 1096 respondents, 237 (21.7%) reported having self-isolated/quarantined during the pandemic time. Among those who reported their clinical symptoms, most respondents who self-reported moderate-to-high perceived stress were nurses (279/338, 82.5%), while those who self-reported likely GAD and likely MDD were other HCWs (233/591, 39.4%) and (209/596, 35.1%), respectively.

The mean scores for all HCWs were 19.25 (SD 6.34, n=1035) on the PSS-10 scale, 8.32 (SD 5.48, n=956) on the GAD-7 scale, and 7.61 (SD 5.53, n=968) on the PHQ-9 scale.

One-way ANOVA revealed a significant difference among the 3 groups of HCWs only in terms of their PHQ-9 mean scores. The Welch test and Games-Howell posthoc tests showed that physicians (mean=4.46, SD 4.36) scored significantly lower on the PHQ-9 scale compared to nurses (mean=7.42, SD 5.17, 95% CI −4.51 to −1.4, \( P < .01 \)) and to other HCWs (mean=8.01, SD 5.72, 95% CI −5.05 to −2.04, \( P < .001 \)).

### Logistic Regression

Spearman correlation analysis revealed no high collinearity among the suggested variables (\( r_s < 0.4 \)), so all the variables were entered into the multivariate regression model.

Table 2 presents data indicating that for moderate-to-high likely stress, the model containing the 8 predictors was statistically significant (\( \chi^2_{21} = 68.76, P < .001 \)). The model explained between 6.6% (Cox and Snell \( R^2 \)) and 10.6% (Nagelkerke \( R^2 \)) of the variance and correctly classified 80.8% of all cases. The type of HCWs did not significantly contribute to the likely stress model among all the HCWs. Controlling for all other factors in the model, age categories made a unique statistical contribution (Wald=34.24, \( P < .001 \)) to the likelihood that a respondent presented with moderate-to-high stress.
Table 2. Logistic regression predicting likelihood for the respondents among HCWs\(^a\) to present with moderate-to-high stress.

<table>
<thead>
<tr>
<th>Variables</th>
<th>B</th>
<th>SE</th>
<th>Wald</th>
<th>df</th>
<th>P value(^b)</th>
<th>OR(^c) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>.0725</td>
<td>.451</td>
<td>5.451</td>
<td>2</td>
<td>.07</td>
<td>—</td>
</tr>
<tr>
<td>Female</td>
<td>1.980</td>
<td>(1.115-3.515)</td>
<td>.02</td>
<td>20.241</td>
<td>2.041 (0.190-21.907)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2.041</td>
<td>(0.190-21.907)</td>
<td>.56</td>
<td>17.469</td>
<td>0.429 (0.234-0.787)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤30</td>
<td>—</td>
<td>—</td>
<td>34.244</td>
<td>3</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
<tr>
<td>31-40</td>
<td>0.567</td>
<td>0.330</td>
<td>2.956</td>
<td>1</td>
<td>.09</td>
<td>1.763 (0.924-3.366)</td>
</tr>
<tr>
<td>41-50</td>
<td>-.310</td>
<td>0.313</td>
<td>0.980</td>
<td>1</td>
<td>.32</td>
<td>0.733 (0.397-1.355)</td>
</tr>
<tr>
<td>&gt;50</td>
<td>-.845</td>
<td>0.309</td>
<td>7.469</td>
<td>1</td>
<td>.01</td>
<td>0.429 (0.234-0.787)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>—</td>
<td>—</td>
<td>0.548</td>
<td>3</td>
<td>.91</td>
<td>—</td>
</tr>
<tr>
<td>Indigenous</td>
<td>0.358</td>
<td>.644</td>
<td>0.309</td>
<td>1</td>
<td>.58</td>
<td>1.430 (0.405-5.052)</td>
</tr>
<tr>
<td>Asian</td>
<td>-.160</td>
<td>.368</td>
<td>0.189</td>
<td>1</td>
<td>.66</td>
<td>0.852 (0.414-1.753)</td>
</tr>
<tr>
<td>Other</td>
<td>-.070</td>
<td>.337</td>
<td>0.043</td>
<td>1</td>
<td>.84</td>
<td>0.933 (0.482-1.805)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school diploma</td>
<td>—</td>
<td>—</td>
<td>1.442</td>
<td>3</td>
<td>.69</td>
<td>—</td>
</tr>
<tr>
<td>High school diploma</td>
<td>1.430</td>
<td>1.661</td>
<td>0.741</td>
<td>1</td>
<td>.39</td>
<td>4.177 (0.161-108.342)</td>
</tr>
<tr>
<td>Postsecondary education</td>
<td>0.751</td>
<td>1.282</td>
<td>0.343</td>
<td>1</td>
<td>.56</td>
<td>2.118 (0.172-26.144)</td>
</tr>
<tr>
<td>Other education</td>
<td>-.043</td>
<td>1.597</td>
<td>0.001</td>
<td>1</td>
<td>.98</td>
<td>0.958 (0.042-21.934)</td>
</tr>
<tr>
<td><strong>Relationship status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting/partnered</td>
<td>—</td>
<td>—</td>
<td>1.239</td>
<td>4</td>
<td>.87</td>
<td>—</td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>-.090</td>
<td>0.300</td>
<td>0.089</td>
<td>1</td>
<td>.77</td>
<td>0.914 (0.508-1.646)</td>
</tr>
<tr>
<td>Widowed</td>
<td>-.362</td>
<td>0.885</td>
<td>0.167</td>
<td>1</td>
<td>.68</td>
<td>0.696 (0.123-3.948)</td>
</tr>
<tr>
<td>Single</td>
<td>.253</td>
<td>0.297</td>
<td>0.730</td>
<td>1</td>
<td>.39</td>
<td>1.288 (0.720-2.304)</td>
</tr>
<tr>
<td>Other</td>
<td>-.444</td>
<td>1.272</td>
<td>0.122</td>
<td>1</td>
<td>.73</td>
<td>0.641 (0.053-7.758)</td>
</tr>
<tr>
<td><strong>Housing status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>—</td>
<td>—</td>
<td>2.175</td>
<td>3</td>
<td>.54</td>
<td>—</td>
</tr>
<tr>
<td>Living with family</td>
<td>.743</td>
<td>0.656</td>
<td>1.285</td>
<td>1</td>
<td>.26</td>
<td>2.103 (0.582-7.599)</td>
</tr>
<tr>
<td>Renting</td>
<td>.296</td>
<td>0.265</td>
<td>1.244</td>
<td>1</td>
<td>.27</td>
<td>1.344 (0.799-2.261)</td>
</tr>
<tr>
<td>Other</td>
<td>20.278</td>
<td>15,888.453</td>
<td>0</td>
<td>1</td>
<td>.99</td>
<td>640,763,554.13 (0 to upper level)</td>
</tr>
<tr>
<td><strong>Self-isolate/quarantine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>-.108</td>
<td>0.204</td>
<td>0.281</td>
<td>1</td>
<td>.59</td>
<td>0.898 (0.602-1.339)</td>
</tr>
<tr>
<td><strong>HCW type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>—</td>
<td>—</td>
<td>2.874</td>
<td>2</td>
<td>.24</td>
<td>—</td>
</tr>
<tr>
<td>Nurses</td>
<td>.573</td>
<td>0.339</td>
<td>2.864</td>
<td>1</td>
<td>.09</td>
<td>1.774 (0.913-3.446)</td>
</tr>
<tr>
<td>Other</td>
<td>.474</td>
<td>0.321</td>
<td>2.180</td>
<td>1</td>
<td>.14</td>
<td>1.606 (0.856-3.012)</td>
</tr>
<tr>
<td><strong>Constant</strong></td>
<td>-.200</td>
<td>1.347</td>
<td>.022</td>
<td>1</td>
<td>.88</td>
<td>0.819 (—)</td>
</tr>
</tbody>
</table>

\(^a\)HCW: health care worker.
\(^b\)Significant P values are italicized.
\(^c\)OR: odds ratio.
HCWs who were >50 years old were less likely to report moderate-to-high stress during the COVID-19 pandemic compared to respondents who were ≤30 years old, when all other variables in the model were controlled (OR 0.43, 95% CI 0.23-0.79). Although the gender variable did not significantly contribute to the model, females were almost 2 times more likely to report moderate-to-high stress during the COVID-19 pandemic compared to males, when controlling for other variables (OR 2.0, 95% CI 1.12-3.52).

The data in Table 3 indicate that for likely GAD, the 8-predictor model was statistically significant ($\chi^2_{21}=70.82, \ p<.001$), explaining between 7.3% (Cox and Snell $R^2$) and 9.9% (Nagelkerke $R^2$) of the variance and correctly classified 64.9% of all cases. The type of HCWs did not significantly contribute to likely GAD among all the HCWs. Likewise, age categories made a unique statistical contribution (Wald=41.85, $P<.001$) to the probability that a respondent presented with likely GAD, after controlling for all other factors in this model. HCWs who were 41-50 years old and those who were >50 years old had a lower probability of reporting likely GAD symptoms during the COVID-19 pandemic compared to those who were ≤30 years old (OR 0.41, 95% CI 0.26-0.66 vs OR 0.33, 95% CI 0.2-0.53).
Table 3. Logistic regression predicting likelihood for the respondents among HCWs\(^a\) to present with likely GAD\(^b\).

<table>
<thead>
<tr>
<th>Variables</th>
<th>B</th>
<th>SE</th>
<th>Wald</th>
<th>df</th>
<th>P value(^c)</th>
<th>OR(^d) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>—(^e)</td>
<td>4.250</td>
<td>2</td>
<td>2</td>
<td>.12</td>
<td>—</td>
</tr>
<tr>
<td>Female</td>
<td>0.468</td>
<td>2.497</td>
<td>1</td>
<td>1</td>
<td>.11</td>
<td>1.597 (0.894-2.852)</td>
</tr>
<tr>
<td>Other</td>
<td>1.657</td>
<td>2.898</td>
<td>1</td>
<td>1</td>
<td>.09</td>
<td>5.243 (0.778-35.319)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤30</td>
<td>—</td>
<td>—</td>
<td>41.852</td>
<td>3</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
<tr>
<td>31-40</td>
<td>−0.045</td>
<td>0.224</td>
<td>0.040</td>
<td>1</td>
<td>.84</td>
<td>0.956 (0.616-1.483)</td>
</tr>
<tr>
<td>41-50</td>
<td>−0.887</td>
<td>0.243</td>
<td>13.344</td>
<td>1</td>
<td>&lt;.001</td>
<td>0.412 (0.256-0.663)</td>
</tr>
<tr>
<td>&gt;50</td>
<td>−1.121</td>
<td>0.250</td>
<td>20.131</td>
<td>1</td>
<td>&lt;.001</td>
<td>0.326 (0.200-0.532)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>—</td>
<td>—</td>
<td>2.910</td>
<td>3</td>
<td>.41</td>
<td>—</td>
</tr>
<tr>
<td>Indigenous</td>
<td>0.453</td>
<td>0.421</td>
<td>1.161</td>
<td>1</td>
<td>.28</td>
<td>1.574 (0.690-3.591)</td>
</tr>
<tr>
<td>Asian</td>
<td>−0.247</td>
<td>0.312</td>
<td>0.625</td>
<td>1</td>
<td>.43</td>
<td>0.781 (0.424-1.441)</td>
</tr>
<tr>
<td>Other</td>
<td>0.288</td>
<td>0.291</td>
<td>0.984</td>
<td>1</td>
<td>.32</td>
<td>1.334 (0.755-2.359)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school diploma</td>
<td>—</td>
<td>—</td>
<td>2.004</td>
<td>3</td>
<td>.57</td>
<td>—</td>
</tr>
<tr>
<td>High school diploma</td>
<td>−0.585</td>
<td>1.444</td>
<td>0.164</td>
<td>1</td>
<td>.69</td>
<td>0.557 (0.033-9.442)</td>
</tr>
<tr>
<td>Postsecondary education</td>
<td>−1.194</td>
<td>1.285</td>
<td>0.864</td>
<td>1</td>
<td>.35</td>
<td>0.303 (0.024-3.760)</td>
</tr>
<tr>
<td>Other education</td>
<td>−1.790</td>
<td>1.669</td>
<td>1.151</td>
<td>1</td>
<td>.28</td>
<td>0.167 (0.006-4.394)</td>
</tr>
<tr>
<td><strong>Relationship status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting/partnered</td>
<td>—</td>
<td>—</td>
<td>2.865</td>
<td>4</td>
<td>.58</td>
<td>—</td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>0.148</td>
<td>0.274</td>
<td>0.293</td>
<td>1</td>
<td>.59</td>
<td>1.160 (0.678-1.984)</td>
</tr>
<tr>
<td>Widowed</td>
<td>−0.673</td>
<td>1.110</td>
<td>0.367</td>
<td>1</td>
<td>.55</td>
<td>0.510 (0.058-4.498)</td>
</tr>
<tr>
<td>Single</td>
<td>0.293</td>
<td>0.220</td>
<td>1.768</td>
<td>1</td>
<td>.18</td>
<td>1.340 (0.870-2.064)</td>
</tr>
<tr>
<td>Other</td>
<td>−0.691</td>
<td>1.072</td>
<td>0.416</td>
<td>1</td>
<td>.52</td>
<td>0.501 (0.061-4.095)</td>
</tr>
<tr>
<td><strong>Housing status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>—</td>
<td>—</td>
<td>3.756</td>
<td>3</td>
<td>.29</td>
<td>—</td>
</tr>
<tr>
<td>Living with family</td>
<td>0.027</td>
<td>0.412</td>
<td>0.004</td>
<td>1</td>
<td>.95</td>
<td>1.028 (0.458-2.305)</td>
</tr>
<tr>
<td>Renting</td>
<td>0.028</td>
<td>0.196</td>
<td>0.020</td>
<td>1</td>
<td>.89</td>
<td>1.028 (0.699-1.510)</td>
</tr>
<tr>
<td>Other</td>
<td>2.323</td>
<td>1.200</td>
<td>3.748</td>
<td>1</td>
<td>.05</td>
<td>10.210 (0.972-107.273)</td>
</tr>
<tr>
<td><strong>Self-isolate/quarantine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>−0.236</td>
<td>0.172</td>
<td>1.879</td>
<td>1</td>
<td>.17</td>
<td>0.790 (0.563-1.107)</td>
</tr>
<tr>
<td><strong>HCW type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>—</td>
<td>—</td>
<td>0.400</td>
<td>2</td>
<td>.82</td>
<td>—</td>
</tr>
<tr>
<td>Nurses</td>
<td>−0.113</td>
<td>0.330</td>
<td>0.117</td>
<td>1</td>
<td>.73</td>
<td>0.893 (0.467-1.706)</td>
</tr>
<tr>
<td>Other</td>
<td>−0.019</td>
<td>0.318</td>
<td>0.003</td>
<td>1</td>
<td>.95</td>
<td>0.981 (0.526-1.831)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.848</td>
<td>1.351</td>
<td>0.394</td>
<td>1</td>
<td>.53</td>
<td>2.334 (—)</td>
</tr>
</tbody>
</table>

\(^a\)HCW: health care worker.

\(^b\)GAD: generalized anxiety disorder.

\(^c\)Significant P values are italicized.

\(^d\)OR: odds ratio.
The data displayed in Table 4 indicate that for likely MDD, the model containing the 8 predictors was statistically significant ($\chi^2 = 69.14, P < .001$). The model explained between 7.0% (Cox and Snell $R^2$) and 9.8% (Nagelkerke $R^2$) of the variance and correctly classified 68% of all cases. After controlling for all other factors in the model, the type of HCWs made a unique statistical contribution (Wald = 6.1, $P = .05$) to the likelihood that a respondent presented with moderate-to-high MDD. Nurses and other HCWs exhibited a 2 times greater probability of presenting with likely MDD during the pandemic compared to physicians (OR 2.32, 95% CI 1.06-5.10 vs OR 2.60, 95% CI 1.20-5.58). The variable of age categories made a unique statistical contribution (Wald = 24.54, $P < .001$) to the probability that a respondent presented with likely MDD. Like the previous (GAD) model, HCWs who were 41-50 and >50 years old had a lower OR to report likely GAD symptoms during the COVID-19 pandemic compared to those ≤30 years old (OR 0.55, 95% CI 0.34-0.90 vs OR 0.39, 95% CI 0.24-0.65). Although the relationship status variable did not contribute significantly to the model, separated/divorced and single respondents reported a higher likelihood of MDD compared to married/cohabiting/partnered respondents when controlling for other variables (OR 1.80, 95% CI 1.04-3.02 vs OR 1.60, 95% CI 1.07-2.52).

From the 3 models collectively, there was a trend for age, whereby HCWs who were below 40 years old appeared more likely to exhibit psychological clinical symptoms compared to older participants.
## Table 4. Logistic regression predicting likelihood for the respondents among HCWs\(^a\) to present with likely MDD\(^b\).

<table>
<thead>
<tr>
<th>Variables</th>
<th>B</th>
<th>SE</th>
<th>Wald</th>
<th>df</th>
<th>(P) value(^c)</th>
<th>OR(^d) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>—(^e)</td>
<td>—</td>
<td>0.619</td>
<td>2</td>
<td>.73</td>
<td>—</td>
</tr>
<tr>
<td>Female</td>
<td>0.031</td>
<td>0.294</td>
<td>0.011</td>
<td>1</td>
<td>.92</td>
<td>1.032</td>
</tr>
<tr>
<td>Other</td>
<td>0.714</td>
<td>0.918</td>
<td>0.606</td>
<td>1</td>
<td>.44</td>
<td>2.042</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\leq30)</td>
<td>—</td>
<td>—</td>
<td>24.539</td>
<td>3</td>
<td>(&lt;.001)</td>
<td>—</td>
</tr>
<tr>
<td>31-40</td>
<td>−0.025</td>
<td>0.227</td>
<td>0.012</td>
<td>1</td>
<td>.91</td>
<td>0.975</td>
</tr>
<tr>
<td>41-50</td>
<td>−0.590</td>
<td>0.247</td>
<td>5.703</td>
<td>1</td>
<td>.02</td>
<td>0.554</td>
</tr>
<tr>
<td>&gt;50</td>
<td>−0.934</td>
<td>0.258</td>
<td>13.111</td>
<td>1</td>
<td>(&lt;.001)</td>
<td>0.393</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>—</td>
<td>—</td>
<td>1.282</td>
<td>3</td>
<td>.73</td>
<td>—</td>
</tr>
<tr>
<td>Indigenous</td>
<td>0.046</td>
<td>0.427</td>
<td>0.011</td>
<td>1</td>
<td>.92</td>
<td>1.047</td>
</tr>
<tr>
<td>Asian</td>
<td>−0.075</td>
<td>0.321</td>
<td>0.054</td>
<td>1</td>
<td>.82</td>
<td>0.928</td>
</tr>
<tr>
<td>Other</td>
<td>0.319</td>
<td>0.295</td>
<td>1.168</td>
<td>1</td>
<td>.28</td>
<td>1.376</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school diploma</td>
<td>—</td>
<td>—</td>
<td>3.471</td>
<td>3</td>
<td>.32</td>
<td>—</td>
</tr>
<tr>
<td>High school diploma</td>
<td>−0.677</td>
<td>1.406</td>
<td>0.232</td>
<td>1</td>
<td>.63</td>
<td>0.508</td>
</tr>
<tr>
<td>Postsecondary education</td>
<td>−1.500</td>
<td>1.272</td>
<td>1.390</td>
<td>1</td>
<td>.24</td>
<td>0.223</td>
</tr>
<tr>
<td>Other education</td>
<td>−0.950</td>
<td>1.640</td>
<td>0.336</td>
<td>1</td>
<td>.56</td>
<td>0.387</td>
</tr>
<tr>
<td><strong>Relationship status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting/partnered</td>
<td>—</td>
<td>—</td>
<td>8.863</td>
<td>4</td>
<td>.07</td>
<td>—</td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>0.574</td>
<td>0.271</td>
<td>4.493</td>
<td>1</td>
<td>.03</td>
<td>1.776</td>
</tr>
<tr>
<td>Widowed</td>
<td>−0.273</td>
<td>1.109</td>
<td>0.060</td>
<td>1</td>
<td>.81</td>
<td>0.761</td>
</tr>
<tr>
<td>Single</td>
<td>0.495</td>
<td>0.219</td>
<td>5.107</td>
<td>1</td>
<td>.02</td>
<td>1.640</td>
</tr>
<tr>
<td>Other</td>
<td>−0.537</td>
<td>1.055</td>
<td>0.259</td>
<td>1</td>
<td>.61</td>
<td>0.584</td>
</tr>
<tr>
<td><strong>Housing status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>—</td>
<td>—</td>
<td>4.775</td>
<td>3</td>
<td>.19</td>
<td>—</td>
</tr>
<tr>
<td>Living with family</td>
<td>.356</td>
<td>.413</td>
<td>0.744</td>
<td>1</td>
<td>.39</td>
<td>1.428</td>
</tr>
<tr>
<td>Renting</td>
<td>.225</td>
<td>.195</td>
<td>1.326</td>
<td>1</td>
<td>.25</td>
<td>1.252</td>
</tr>
<tr>
<td>Other</td>
<td>2.195</td>
<td>1.201</td>
<td>3.340</td>
<td>1</td>
<td>.07</td>
<td>8.980</td>
</tr>
<tr>
<td><strong>Self-isolate/quarantine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>−0.114</td>
<td>0.177</td>
<td>0.418</td>
<td>1</td>
<td>.52</td>
<td>0.892</td>
</tr>
<tr>
<td><strong>HCW type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>—</td>
<td>—</td>
<td>6.076</td>
<td>2</td>
<td>.05</td>
<td>—</td>
</tr>
<tr>
<td>Nurses</td>
<td>0.843</td>
<td>0.402</td>
<td>4.396</td>
<td>1</td>
<td>.04</td>
<td>2.322</td>
</tr>
<tr>
<td>Other</td>
<td>0.952</td>
<td>0.391</td>
<td>5.932</td>
<td>1</td>
<td>.02</td>
<td>2.592</td>
</tr>
<tr>
<td>Constant</td>
<td>0.095</td>
<td>1.358</td>
<td>0.005</td>
<td>1</td>
<td>.94</td>
<td>1.099 (—)</td>
</tr>
</tbody>
</table>

\(^a\)HCW: health care worker.

\(^b\)MDD: major depressive disorder.

\(^c\)Significant \(P\) values are italicized.

\(^d\)OR: odds ratio.
Discussion

Principal Findings

Using self-reported data from the Text4Hope service, this study illustrates the different mental health impacts of the COVID-19 pandemic on HCWs, including physicians, nurses, and other HCWs. The study suggests that more than 4 in 5 HCWs expressed a likelihood of reporting moderate-to-high perceived stress rates, while around a third expressed a likelihood of reporting moderate-to-severe anxiety and depressive symptoms during the COVID-19 pandemic. In Muller et al's [18] systematic review, it was determined that the prevalence of mental health distress ranged from 7% to 97%, with a median of 37%. In our study, the prevalence of GAD and depression in HCWs was 38.6% and 32.7%, respectively, which was comparable to the medians reported in the aforementioned 2 systematic reviews [18,19].

In a survey of health care providers in Wuhan, the number of frontline health care providers with depressive symptoms was estimated to be 50.4%, with correlates of nursing profession and female gender [20]. This higher figure compared with the prevalence of depression in our study may be explained by the demographics of the population that study focused on, as most participants were female, nurses, of lower ages, and with a junior technical title that could be considered as elevating COVID-19 exposure risk factors for the development of depressive symptoms [20,27].

Physicians had the lowest prevalence of GAD and depression in this study (20/63 [36.4%] and 9/63 [16.1%], respectively), followed by nurses (116/355 [37.4%] and 99/355 [31.3%], respectively) and was highest in other HCW groups (233/678 [39.4%] and 209/678 [35.1%], respectively). Pappa et al [19] noted similar trends in the prevalence of depression and anxiety between physicians and nurses in their systematic review. Physicians had a lower prevalence of depression (25.4%) when compared with nurses (30.3%), and this was the case for GAD that was found in 21.7% of physicians, while 25.8% of nurses were affected [19].

Compared to the frontline physicians, first responder nurses are more likely to develop behavioral disengagement during similar epidemics, a result highly associated with aggravating levels of depression [28,29]. This may be due to stress and the fear of contracting the infection or spreading it to their families, along with the perceived stigma and sense of uncertainty [20]. Consistent with our research, where nurses were found to be more likely to report moderate-to-severe likely stress symptoms compared to the physicians, in a study carried out in Wuhan, China, nurses were also reported to experience higher levels of different psychological impacts, such as distress, anxiety, depression, and insomnia, when compared to their physician counterparts during the COVID-19 pandemic [20].

Females comprised most of our survey respondents (1006/1096, 92%) and showed a higher likelihood to report stress, GAD, and depressive symptoms compared to their male counterparts. However, this was statistically significant only for likely stress symptoms. This was consistent with other studies. For example, after pooling the prevalence from 6 studies that reported complete data for anxiety symptoms based on gender during the COVID-19 pandemic, Pappa et al [19] reported a lower prevalence of anxiety in males (20.9%) compared to females (29.1%). Conversely, they noted that the prevalence of depression was higher in males (26.9%) than in females (20.3%) [19]. Several studies have demonstrated that being a woman, getting exposed to patients with SARS-CoV-2 infection, and worrying about being infected are the most common risk factors associated with increased mental health problems in HCWs during the pandemic [18].

Younger HCWs were generally at a higher risk of developing likely stress, anxiety, and depression compared to other groups. This finding is aligned with other previous findings that consistently report a higher risk among younger ages during the pandemic [27,30,31]. This may be attributed to the longer duration the younger generation usually spends focusing upon the data of the pandemic or to the lack of experiencing similar stressful situations in their few years of experience compared to older groups, who possibly have passed by similar experiences [27,30].

In our study, the lack of a confiding relationship (separated/divorced and single) appeared to be a risk factor for HCWs to self-report likely depression. It is likely that HCWs who are in confiding relationships have better social supports that those who are single, divorced, or widowed. This finding appears clearly in the literature, where social, family, and friend support is found to be the most commonly reported protective factor associated with a reduction in mental health problems among HCWs [18,32].

Not surprisingly, the younger age group of HCWs expressed a higher likelihood to show likely stress, GAD, and MDD symptoms compared to the other older groups. Additionally, the likelihood to report the 3 clinical conditions of focus in our study seemed to decrease with age, where HCWs who were ≤30 years old were at a higher risk of developing likely stress, GAD, and MDD during the pandemic compared to those who were 41-50 and >50 years old (OR 1.82-3.03). This aligns with previous research that reported the same finding among all subscribers of Text4Hope [27,33]. Relatively little experience and the lack of exposure to similar epidemics in the younger age group could predispose younger people to a greater likelihood of developing maladjustment and mental distress in this context [27,34].

Other researchers are examining COVID-19-related measurements among HCWs across Canada, including exposure to the virus and other mental health parameters [13]. Preliminary results from the other study suggests that there are high COVID-19 infection rates among HCWs and that physicians are more likely than other HCWs to develop mental health symptoms. These results differ from the findings of our study, which suggest that physicians are less likely to develop mental health symptoms during the COVID-19 pandemic compared to nurses and other HCWs. Observed differences between each
study’s results could be attributed to differences in data collection periods (eg, early pandemic, during a wave), differences in COVID-19 positivity rates and R values, or even differences in the level of resource strain (eg, bed capacity, worker shortages) on the health care system. Although our data were collected during the early phase of the pandemic, when the health system was not strained, data from an ongoing Canadian study were collected at a later stage of the pandemic, when infection rates were higher and health care systems across Canada were under greater strain.

During the COVID-19 pandemic, some digital initiatives took place to mitigate psychological distress among health care professionals; these included a digital support package on psychological well-being provided for HCWs in the United Kingdom. The package was easily delivered and reached the target group, with a high rate of usage and accepted cost [7]. In a recent review of the literature demonstrating the mental health problems that HCWs are facing during the COVID-19 pandemic, the authors concluded that health authorities need to build multidisciplinary mental health teams in order to mitigate mental health and psychological consequences of the pandemic on both patients and HCWs. It was suggested that electronic media through web apps could be used for this purpose [6]. In Alberta, Canada, the AHS launched a supportive text message program (Text4Hope). The service aims to support the mental health of Albertans during the COVID-19 pandemic and is presented as a feasible and reliable medium for wide-scale data collection for epidemiological research, as illustrated by this report.

Limitations
This study had several limitations. The data were obtained via an online request sent to all subscribers of the Text4Hope service, and there was a risk of selection bias, where the HCWs who responded may have been more interested in the service and not necessarily representative of all HCWs in Alberta. Females also showed overrepresentation in our cohort, which may limit the generalization of the provided results. Additionally, as self-report scales were used in this study and participants were not clinically assessed or confirmed, the results need to be interpreted carefully.

Finally, this was a cross-sectional study with no established baseline prevalence or a control group to compare with. It cannot draw any inferences about the impact of the pandemic on HCWs’ mental health; thus, the presented findings may need further similar studies across different timepoints into the pandemic to validate our results.

Conclusion
This cross-sectional study explored the impact of the COVID-19 pandemic on the mental health and well-being of HCWs in Alberta. Overall, we highlighted the prevalence of the psychological distress symptoms in the early phase of the COVID-19 pandemic. Nurses were observed to be at high risk for developing stress, depression, and anxiety during the pandemic. Tracking such symptoms through digitally supported means is highly emphasized, particularly during pandemics where physical contact is not a viable option. Usually, digitally provided programs may yield high fidelity in relation to their acceptability and engagement [35]. Such services are impactful and cost-effective and fulfill essential social distancing requirements with remote delivery.

In the light of time progression and the development of the knowledge around the pandemic and the available vaccination, we aim to examine the changes in these symptoms and their timely progress among the health care providers after 1 year of the initiation of the Text4Hope service. From the literature, positive impacts of similar interventions were reported, in terms of reducing depressive symptoms and increasing the abstinence duration in alcohol use disorder, after 3 months of receiving daily supportive text messages in the community settings [36,37]. The availability of the texting service on most cell phones, and the lack of required software or app downloads to function, rendered text messaging services significantly advantageous over similar technologies (eg, email or messaging apps) [36].
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Abstract

Background: The COVID-19 pandemic prompted safety-net health care systems to rapidly implement telemedicine services with little prior experience, causing disparities in access to virtual visits. While much attention has been given to patient barriers, less is known regarding system-level factors influencing telephone versus video-visit adoption. As telemedicine remains a preferred service for patients and providers, and reimbursement parity will not continue for audio visits, health systems must evaluate how to support higher-quality video visit access.

Objective: This study aimed to assess health system–level factors and their impact on telephone and video visit adoption to inform sustainability of telemedicine for ambulatory safety-net sites.

Methods: We conducted a cross-sectional survey among ambulatory care clinicians at a hospital-linked ambulatory clinic network serving a diverse, publicly insured patient population between May 28 and July 14, 2020. We conducted bivariate analyses assessing health care system–level factors associated with (1) high telephone adoption (4 or more visits on average per session); and (2) video visit adoption (at least 1 video visit on average per session).

Results: We collected 311 responses from 643 eligible clinicians, yielding a response rate of 48.4%. Clinician respondents (N=311) included 34.7% (n=108) primary or urgent care, 35.1% (n=109) medical, and 7.4% (n=23) surgical specialties. Our sample included 178 (57.2%) high telephone adopters and 81 (26.05%) video adopters. Among high telephone adopters, 72.2% utilized personal devices for telemedicine (vs 59.0% of low telephone adopters, P=.04). Video nonadopters requested more training in technical aspects than adopters (49.6% vs 27.2%, P<.001). Primary or urgent care had the highest proportion of high telephone adoption (84.3%, compared to 50.4% of medical and 37.5% of surgical specialties, P=.001). Medical specialties had the highest proportion of video adoption (39.1%, compared to 14.8% of primary care and 12.5% of surgical specialties, P<.001).

Conclusions: Personal device access and department specialty were major factors associated with high telephone and video visit adoption among safety-net clinicians. Desire for training was associated with lower video visit use. Secure device access, clinician technical trainings, and department-wide assessments are priorities for safety-net systems implementing telemedicine.
telemedicine; safety-net hospitals; health care delivery; ambulatory care; vulnerable populations; COVID-19; survey; vulnerable; telehealth; hospital; safety; delivery; video; implementation; health system

Introduction

The COVID-19 pandemic catalyzed a dramatic increase in telemedicine care, prompted by the need for physical distancing and Medicare and Medicaid reimbursement changes enabling parity in coverage for telemedicine [1-3]. Many safety-net and public health systems serving primarily publicly insured, low-income populations [4,5], implemented ambulatory telemedicine with little prior preparation or experience [6,7]. Most safety-net sites provided mainly audio-only telephone visits, in contrast to non–safety-net sites that had prior video visit infrastructure [8]. Video visits have higher patient satisfaction than telephone consultations [9], and policy briefs [10] predict that telephone-only visits will not be reimbursed at parity with video after the pandemic abates [11,12]. As telemedicine becomes integrated into ambulatory care, safety-net health networks must explore factors affecting audio versus video telemedicine visits to maintain reimbursement parity with in-person visits.

Prior studies have found older adults, those insured by Medicaid, or low-income [13] and racial and ethnic minorities receive fewer video visits [14-16]. This has been hypothesized to be due to patient-facing barriers, such as a lower digital literacy and lack of patient access to video-enabled smartphone and internet [17,18] and, to some degree, clinician-specific factors. However, a recent analysis of telephone and video visit variation found that practices (38%) and clinicians (26%) drove more of the variation in video visit use than patient-level factors (9%) [18]. System workflows are emphasized as influential for telemedicine implementation in rural sites [19]. Since much of the current literature has focused on patient-level telemedicine barriers to explain differences in telephone versus video visit uptake in the safety-net [9,18,20], we sought to assess other system-level factors influencing telephone and video visit implementation at a large urban public hospital during the first 6 months of the COVID-19 pandemic. Examination of system-level implementation factors during the early transitional phase of telemedicine can inform the adoption and sustainability of video visit use at safety-net sites [13].

Methods

Study Setting

Our study setting was a large, hospital-linked ambulatory clinic network serving an ethnically diverse, publicly insured patient population. This network had limited telemedicine visit capacity prior to the COVID-19 pandemic and began providing telemedicine care on March 3, 2020, with support and infrastructure primarily for telephone visits. Departments and clinicians could provide video visits on an ad hoc basis. All clinic and charting rooms had landlines and access to local area network–connected client computers without webcams. The network developed a standardized electronic health record (EHR) visit type and video visit workflow on June 15, 2020. Details of EHR implementation for telemedicine during the COVID-19 pandemic in this network are published elsewhere [21].

Ethical Considerations

This quality improvement study was exempt from institutional review board review.

Study Participants

We invited all 643 clinicians providing ambulatory telemedicine care to participate via email, with prompts from specialty-specific study champions. We aimed for a response rate greater than 40% given the challenges of surveying clinicians during the COVID-19 pandemic.

Study Instrument

We conducted a cross-sectional anonymous survey via the cloud-based platform Qualtrics. We developed our survey on the basis of key constructs from validated implementation science and telemedicine surveys such as the Telehealth Usability Questionnaire [22-25] and discussions with clinical leaders in the network. The full survey is provided in Multimedia Appendix 1. We conducted pretesting of the instrument at 2 clinical sites from April 20 to May 18, 2020. We distributed the finalized survey from May 28 to July 14, 2020. Reminders were sent by department-specific champions during June 2020.

Primary Outcome Variables: Phone and Video Visit Adoption

To assess telemedicine adoption, we asked respondents, “On average, how many telemedicine visits do you complete per half-day session? Think back to the last month of ambulatory care.” Answer options were 0, 1-3, 4-6, 7-9, or ≥10. We dichotomized responses for our two distinct outcomes of interest: (1) high telephone visit adoption (defined as 4 visits per half day or more on average in the last month) and (2) video visit adoption (defined as at least 1 video visit on average per half day in the last month at the telemedicine clinic). We defined “high telephone adopter” as 4 visits or more because telemedicine was still a novel innovation for the delivery system at this time, with almost none prior to March 2020. In June 2020, ambulatory providers had 2-12 visits total per day across specialties (mean 5 visits per day); 4 visits comprise a majority of a day’s visits and therefore fits our definition of substantial use. The half day distinction is because of the high proportion of part-time clinicians in this network. For video visits, there was extremely low uptake (<1%) of video visit use across the network [26]; therefore, even experience with 1 video visit per half day on average would signify adopters of video visits. We excluded residents and trainees as they rotated through multiple sites and had inconsistent experiences with telemedicine during this period.
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Individual-Level Clinician Characteristics

We assessed demographic characteristics including age, gender, and clinical specialty. Respondents reported their age range (<30 years, 30-49 years, etc.), which we collapsed to a binary variable of <50 versus >50. We categorized gender as male and nonmale (combining female, nonbinary or nonconforming, and transgender entries to minimize identifiability without excluding sexual or gender minorities [27]). We grouped clinical specialty as “primary/urgent care,” “medical specialty,” or “surgical specialty” (see Table 1 and Multimedia Appendix 2 for all specialty categories included in this survey).
Table 1. Clinician characteristics and self-reported telemedicine use (N=311).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>7 (2.25)</td>
</tr>
<tr>
<td>30-39</td>
<td>47 (15.1)</td>
</tr>
<tr>
<td>40-49</td>
<td>42 (13.5)</td>
</tr>
<tr>
<td>50-59</td>
<td>50 (16.1)</td>
</tr>
<tr>
<td>60-69</td>
<td>43 (13.8)</td>
</tr>
<tr>
<td>≥70</td>
<td>52 (16.7)</td>
</tr>
<tr>
<td>Missing or not disclosed</td>
<td>70 (22.5)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>181 (58.2)</td>
</tr>
<tr>
<td>Male</td>
<td>51 (16.4)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td>Transgender</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Missing or not disclosed</td>
<td>76 (24.4)</td>
</tr>
<tr>
<td><strong>Clinician role</strong></td>
<td></td>
</tr>
<tr>
<td>Faculty or attending physician</td>
<td>144 (46.3)</td>
</tr>
<tr>
<td>Nurse practitioner or physician assistant</td>
<td>51 (16.4)</td>
</tr>
<tr>
<td>Licensed counselor, social worker, or marriage family therapist</td>
<td>9 (2.9)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;a&lt;/sup&gt;</td>
<td>36 (11.5)</td>
</tr>
<tr>
<td>Missing or not disclosed&lt;sup&gt;a&lt;/sup&gt;</td>
<td>71 (22.8)</td>
</tr>
<tr>
<td><strong>Specialty</strong></td>
<td></td>
</tr>
<tr>
<td>Primary care and urgent care (total)</td>
<td>108 (34.7)</td>
</tr>
<tr>
<td>Family medicine</td>
<td>47 (15.1)</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>32 (10.3)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>23 (7.4)</td>
</tr>
<tr>
<td>Other primary care&lt;sup&gt;a&lt;/sup&gt;</td>
<td>6 (2.2)</td>
</tr>
<tr>
<td>Medical specialty (total)</td>
<td>115 (37.0)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>33 (10.6)</td>
</tr>
<tr>
<td>Obstetrics, gynecology, or midwifery</td>
<td>26 (8.4)</td>
</tr>
<tr>
<td>Oncology</td>
<td>9 (2.9)</td>
</tr>
<tr>
<td>Other medical specialty&lt;sup&gt;a&lt;/sup&gt;</td>
<td>47 (15.1)</td>
</tr>
<tr>
<td>Surgical specialty (total)</td>
<td>24 (7.7)</td>
</tr>
<tr>
<td>Orthopedics</td>
<td>9 (2.9)</td>
</tr>
<tr>
<td>General surgery and trauma</td>
<td>5 (1.6)</td>
</tr>
<tr>
<td>Neurosurgery</td>
<td>2 (0.6)</td>
</tr>
<tr>
<td>Other surgical specialty&lt;sup&gt;a&lt;/sup&gt;</td>
<td>8 (2.6)</td>
</tr>
<tr>
<td>Not disclosed</td>
<td>64 (20.6)</td>
</tr>
<tr>
<td><strong>Telephone visits per half day</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>38 (12.2)</td>
</tr>
<tr>
<td>1-3</td>
<td>96 (30.6)</td>
</tr>
<tr>
<td>4-6</td>
<td>100 (32.1)</td>
</tr>
</tbody>
</table>
Characteristics | Participants, n (%) |
--- | --- |
7-9 | 61 (19.6) |
≥10 | 17 (5.5) |

Video visits per half day

<table>
<thead>
<tr>
<th></th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>230 (73.9)</td>
</tr>
<tr>
<td>1-3</td>
<td>71 (22.8)</td>
</tr>
<tr>
<td>4-6</td>
<td>7 (2.3)</td>
</tr>
<tr>
<td>7-9</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>≥10</td>
<td>3 (0.9)</td>
</tr>
</tbody>
</table>

Device used (smartphone, landline telephone, desktop, laptop, or tablet)

<table>
<thead>
<tr>
<th>Device Used</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Institutional only</td>
<td>77 (24.8)</td>
</tr>
<tr>
<td>At least one personal device</td>
<td>163 (52.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>71 (22.8)</td>
</tr>
</tbody>
</table>

*See Multimedia Appendix 2 for all specialty categories included in this survey.

System-Level Variables

System-level factors included the following: perceived workload of telemedicine compared to in-person consultations (more, same, or less), estimated time spent helping patients navigating their telemedicine visit (dichotomized to <5 or ≥5 minutes), ease of interpreter use during telemedicine (Likert scale of 1-4 points, dichotomized to more or less difficult than in-person consultations), desire for additional telemedicine training (with respect to conducting technical aspects of visits, supporting patients with low digital literacy, gathering clinical information, developing an assessment or plan, or teaching trainees), and adequacy of audio or video quality of telemedicine encounters (yes or no). We asked what devices were used for telemedicine encounters; respondents could select smartphone, landline phone, desktop, laptop, or tablet device and specify if these were personal devices or institutional (work-provided) devices; we dichotomized this to “any personal device use” versus “only institutional device use.”

Statistical Analysis

We conducted bivariate chi-square tests to assess if individual-level characteristics and system-level variables were associated with high telephone adoption, and, separately, video visit adoption. We conducted a sensitivity analysis including only respondents who had completed ≥50% of the survey for a “complete case” analysis. There were no major differences in including all responses versus “complete case” analysis; therefore, we report all responses available.

Statistical analysis was conducted in SAS software (version 9.4). This was a voluntary study encompassing the entire source population; no power calculation was attempted given the lack of prior reference data on telemedicine during a pandemic to extrapolate to the analysis.

Results

We collected 311 responses from 643 eligible clinicians, which resulted in a response rate of 48.4%. Full demographic characteristics of respondents are listed in Table 1. Primary and urgent care clinicians comprised 34.7%, medical specialists comprised 37.0%, and surgical specialists comprised 7.7% of the participant pool. Of clinicians, 57.2% (178/311) reported ≥4 telephone visits per half day on average. There were 81 of 311 (26.1%) clinicians who reported at least 1 video visit per half day on average. Most respondents (163, 52.4%) used ≥1 personal device (either smartphone, landline phone, laptop, desktop, or tablet device) for telemedicine encounters; 77 (24.8%) physicians used exclusively work-provided, institutional devices.

On bivariate analysis, we found that personal device use was associated with high telephone adoption (Figure 1A; Table 2). Among high telephone adopters, 72.2% (117/163) utilized at least one personal device for telemedicine encounters (P=.04). Personal device use was higher among video visit nonadopters than among video visit adopters, but this was not significant (71.2%, 126/177 vs 58.7%, 37/63, P=.07).

Many video adopters as well as nonadopters expressed interest in many training domains, especially supporting patients with low technical literacy, technical aspects of the visit, and teaching trainees telemedicine (Figure 2). Desire for training in conducting technical aspects of a telemedicine visit was statistically significantly higher for video nonadopters (49.6%) than for video adopters (27.2%, P<.001).

We found that clinical specialty was significantly associated with high telephone adoption and video adoption (Figure 1B). Primary or urgent care clinicians had the highest proportion of high telephone adoption (84.3%, 91/108), compared to 50.4% (58/115) of medical and 37.5% (9/24) of surgical specialties (P<.001). Medical specialties had the highest proportion of video adoption (39.1%, 45/115), compared to 14.8% (16/108) of primary care and 12.5% (3/24) of surgical physicians (P<.001).

We did not find associations between telemedicine adoption and workflow-specific challenges (Table 2). The perceived workload of telemedicine relative to in-person visits, the
estimated average time spent helping set up a patient for a telemedicine visit, and the perceived difficulty of working with an interpreter in a telemedicine encounter were not significantly different between telephone high-adopters or video adopters versus low or nonadopters. Few clinicians reported inadequate audio quality during telephone visits (16/166, 9.9% for high-adopters and 9/91, 12.0% for low adopters). Of video visit adopters, 8 of 70 (13.6%) found audiovisual quality inadequate.

**Figure 1.** Association between clinician and system-level factors with self-reported high telephone use and any video use, comparing adopters to nonregular/nonadopters. Experience with 4 completed telephone visits in a half day session implies a high telephone adopter, and <4 implies a low telephone visit adopter. 1 video visit per half day on average signifies a video visit adopter. (A) Using at least one personal device is associated with being a high telephone adopter (72.2%, 117/162), compared to 59.0% (46/78) among low telephone adopters ($\chi^2 = 4.24, P=.04$). Personal device use was higher among video nonadopters than for video visit adopters, but this was not significant (58.7%, 37/63 vs 71.2%, 126/177; $\chi^2 =3.31; P=.07$). (B) Primary or urgent care specialty had the greatest high telephone adoption (84.3%, 91/108) compared to medical (50.4%, 58/115) and surgical (37.5%, 9/24) specialties ($\chi^2 =35.7, P<.001$). Medical specialties had the highest proportion of video adoption (39.1%, 45/115) compared to primary care (14.8%, 16/108) and surgical (12.5%, 3/24) ($\chi^2 =19.64, P<.001$).
Table 2. Association of system-level factors with self-reported high telephone use and any video use, the latter 2 being independent outcomes and calculated separately.

<table>
<thead>
<tr>
<th>System-level factors (N=311)</th>
<th>Telephone visits per half day</th>
<th>Video visits per half day</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>≥4 visits (n=178), n/n (%)</td>
<td>≤3 visits (n=133), n/n (%)</td>
</tr>
<tr>
<td>Perceived workload (compared to in-person visits)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less or same workload</td>
<td>143/166 (86.1)</td>
<td>71/91 (78.0)</td>
</tr>
<tr>
<td>More workload</td>
<td>23/166 (13.9)</td>
<td>20/91 (22.0)</td>
</tr>
<tr>
<td>Time helping patients navigate (minutes)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤4</td>
<td>131/154 (85.1)</td>
<td>69/81 (85.2)</td>
</tr>
<tr>
<td>≥5</td>
<td>23/154 (14.9)</td>
<td>12/81 (14.8)</td>
</tr>
<tr>
<td>Ease of interpreter services (compared to in-person visits)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somewhat or much more difficult</td>
<td>88/134 (65.7)</td>
<td>34/51 (66.7)</td>
</tr>
<tr>
<td>Somewhat or much easier</td>
<td>46/134 (34.3)</td>
<td>17/51 (33.3)</td>
</tr>
<tr>
<td>Audio and video quality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not adequate</td>
<td>17/161 (10.6)</td>
<td>12/75 (16.0)</td>
</tr>
<tr>
<td>Adequate</td>
<td>144/161 (89.4)</td>
<td>63/75 (84.0)</td>
</tr>
<tr>
<td>Device</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only institution-provided devices</td>
<td>45/162 (27.8)</td>
<td>32/78 (41.0)</td>
</tr>
<tr>
<td>At least one personal device used</td>
<td>117/162 (72.2)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>46/78 (59.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Significant at P<.05.
<sup>b</sup>N/A: not applicable.
Figure 2. Clinician-identified training needs for conduct of telemedicine, comparing adopters to low/nonadopters. Experience with 4 completed telephone visits in a half day session implies a high telephone adopter, and <4 visits implies a low telephone adopter. Experience with 1 video visit per half day on average implies a video visit adopter. *A higher proportion of video nonadopters stated a desire for training on the technical aspects of a telemedicine visit, compared to video adopters (49.6%, 57/115 vs 27.2%, 28/103; \(P<.001\)).

**Discussion**

**Principal Findings**

Our investigation is one of the few studies assessing system-level factors that might influence multispecialty clinicians’ telephone and video visit adoption at a safety-net site in the early phase of the COVID-19 pandemic. Like many safety-net clinics, our telemedicine services were largely telephone-based [8].

We found that many clinicians utilize their personal devices to provide both telephone and video visits. A study of family planning clinicians found high personal smartphone use for telemedicine care during the COVID-19 pandemic, despite respondents’ preference for work-issued devices [28]. This raises equity concerns, as not all clinicians will have the same access to high-quality video and audio via their smartphone, tablet device, or computer. In our network, departments variably distributed laptops with video capacity. Privacy and security are concerns if personal devices are used for encounters without appropriate encryption, 2-factor authentication, or HIPAA (Health Insurance Portability and Accountability Act)–approved software [29]. Our system supports a server-based thin client computing environment where most computers are run from a central server. Widespread use of hardware peripherals such as webcams for video visits on such devices increases risk for network instability. This will limit safety-net clinicians who practice on site to reliably use video visits without using or compromising the security of their personal devices [30,31].

We also observed higher personal device use among video nonadopters than video adopters, although this was not significant. This may be due to clinician reluctance to access clinical or HIPAA-relevant video through their personal device, which may be an additional barrier to video visit adoption that warrants further investigation.

Desire for more training in telemedicine was high for video visits, with almost half of video nonadopters requesting training in the conduct of the technical aspects of the visit. The extent and capacity to which clinicians have been trained in telemedicine modalities have been variable throughout the COVID-19 pandemic, and standardized trainings may influence adoption [32].

Although we could not statistically compare telephone adopters against video adopters, we see that barriers such as increased workload, greater time spent supporting the patient, difficulty with the interpreter, and poor audiovisual quality were more common for video adopters than high telephone adopters. In this network, clinicians must provide their own time and support necessary to allow patients to engage in video visits. Direct patient supports, through patient orientations or external services assisting patients in logging into video visits and contacting an interpreter, would drastically reduce these barriers.

Neither perceived workload of telemedicine (compared to in-person care), nor length of time spent supporting a patient to enter a telemedicine visit were associated with telemedicine adoption. Interpreter challenges were not associated with adoption, although this has been endorsed as a barrier by
Although safety-net patients may experience access barriers to bandwidth or adequate audio, audio quality was not associated with telemedicine adoption. Our sample size may have been too small to detect a relationship with these factors. Another interpretation is that clinicians using telemedicine during the COVID-19 pandemic were willing to surmount significant patient-level barriers to provide care. As telemedicine continues, it will be important to assess if later adopters will have different responses to these workload-related challenges.

Within this network, there was wide variation in infrastructural support for video visits by department. Some surgical specialties may have needed in-person evaluation rather than virtual visits. These factors likely explain specialty-specific differences in our findings.

Since our survey, telemedicine has become integrated into ambulatory care and is likely “here to stay,” both owing to ongoing pandemic surges because of new variants, as well as patient and provider preference for the convenience and access enabled by virtual visits. For example, in this network, telemedicine volume appears to be approaching a plateau of 20%-30% of primary and specialty care, although video visit uptake remains low (internal data). Learning health systems serving vulnerable populations must assess the first years of implementation to optimize video visit delivery for the long term. Without system-level investments, disparities in video visit access may worsen disparities in the safety-net [34]. First, safety-net leaders should assess telemedicine utilization patterns by department to perceive variation in audio-only versus video visits. Reliance on personal device use should be surveyed; future research should query what devices are key for high-quality telemedicine interactions [35,36]. Third, further research should explore facilitators and barriers to video visits in safety-net settings, and identify what skills and trainings are most helpful to support telemedicine practice. Clinician ability to provide video visits will remain a priority in a shifting reimbursement policy landscape.

**Limitations**

We almost reached a 50% response rate for this voluntary survey among diverse clinicians. Although this was greater than our prespecified target, participants may have differed in their experience of telemedicine compared to nonparticipants. There was high variation in the completeness of survey responses; this was likely owing to the survey burden early during the pandemic. However, we observed no differences in results when comparing all participants to complete case analysis. Owing to survey missingness, we could not generate a multivariable model nor assess for variable interactions. As findings are based on bivariate analysis, they are exploratory and hypothesis-generating for system-level factors that may be related to safety-net telemedicine implementation. As telemedicine workflows were evolving during the survey period, some telemedicine practices may have changed during our assessment; this may have confounded some of our findings regarding specialty-specific differences. However, although a specific workflow was disseminated in June 2020, the same video visit software was available to clinicians over the entire survey period. While our definitions of “high telephone adoption” and “video adoption” were appropriate when we conducted the survey, telemedicine volume will continue to shift and evolve. Comparing the proportion of telemedicine visits to that of in-person visits may be an alternative definition for future studies; qualitative work should also assess how varying specialties choose to optimize their ambulatory schedules between virtual and in-person visits.

**Conclusions**

Clinical specialty type, personal device use, and desire for technical training were major factors associated with telephone and video visit adoption among safety-net clinicians. Department-level support, assessment of use of personal devices, and clinician training are priorities for safety-net systems.
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Abstract

Background: Since the pandemic, more Canadians have reported poorer mental health. A vital group experiencing a high level of stressors consists of health care providers (HCPs) caring for COVID-19 patients, carrying out public health responses, or working with vulnerable populations. The mental health of HCPs is negatively affected by the pandemic, not only at work but also at home and in the community. Intersecting stressors at multiple levels contribute to HCPs’ experiences of fatigue, insomnia, anxiety, depression, and posttraumatic stress symptoms.

Objective: The aim of this qualitative study was to explore the pandemic stressors experienced by HCPs at work, at home, and in the community before participating in the Pandemic Acceptance and Commitment to Empowerment Response (PACER) online intervention.

Methods: Informed by a social ecological approach, we used a qualitative reflective approach to engage 74 HCPs in diverse roles. Data were collected during the first 2 waves of the COVID-19 pandemic (June 2020 to February 2021) in Canada.

Results: Informed by a social ecological framework, 5 overarching themes were identified in our thematic analysis: (1) personal level stressors that highlight HCPs’ identities and responsibilities beyond the workplace; (2) interpersonal level stressors from disrupted social relationships; (3) organizational stressors that contributed to unsettled workplaces and moral distress; (4) community and societal stressors attributed to vicarious trauma and emotional labor; and (5) the multilevel and cumulative impacts of COVID-19 stressors on HCPs’ health.

Conclusions: COVID-19 is not merely a communicable disease but also a social and political phenomenon that intensifies the effects of social inequities. Current understanding of pandemic stressors affecting HCPs is largely partial in nature. Although workplace stressors of HCPs are real and intense, they need to be explored and understood in the context of stressors that exist in other domains of HCPs’ lives such as family and community to ensure these experiences are not being silenced by the “hero” discourses or overshadowed by professional demands.
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Introduction

In Canada, the COVID-19 pandemic has claimed over 31,000 lives [1]. It has profoundly affected the lives of Canadians, particularly their mental health and well-being. Although everyone is affected by the pandemic, the degree of COVID-19 impact varies across groups and communities. Since the pandemic, more Canadians have reported poorer mental health, particularly women, individuals with chronic illnesses or disabilities, racialized persons, immigrants, and Indigenous peoples [2,3]. A vital group experiencing a high level of stressors consists of health care providers (HCPs) directly involved in caring for COVID-19 patients, carrying out public health responses, or working with vulnerable populations. Emerging evidence in Canada and elsewhere indicates that the mental health of HCPs is negatively affected by the pandemic. HCPs have reported sleep disturbances, fatigue, and episodes of insomnia [4,5] as well as increased prevalence of anxiety [6,7], depressive symptoms [8,9], suicide ideation [8], and posttraumatic stress symptoms triggered by repeated intense stressful experiences and reduced social life [5,10].

During a pandemic, the popular image of HCPs is often limited to individuals in personal protective equipment (PPE) and saving lives. However, behind the masks and full PPE gear, HCPs are people with many social identities, roles, relationships, responsibilities, emotions, and needs. There is relatively limited qualitative research on the experiences of stress and challenges that negatively affect the mental health of Canadian HCPs, particularly those that extend beyond their professional identities and roles. A study with 20 Canadian nurses identified uncertainty, inadequate access to PPE, repeated witnessing of patient deterioration and death, and experience with social isolation as key sources of stress [11]. Two other studies found that HCPs experience increased stressors related to rapidly changing policy, unclear or lack of leadership communication, anxiety about safety for self and family, and tension between meeting the needs of their patients and pandemic protocols [9,12]. Studies in other countries also revealed similar multilevel stressors that affect HCPs’ mental health. Additional stressors include caring for and losing one’s own infected colleagues to COVID-19, inconsistent guidelines on COVID-19 testing and treatment, ineffective staff redeployment, and staff shortages [13–15]. All these intersecting challenges also contribute to moral distress, which can be defined as the emotional, psychological, and physical suffering that HCPs experience when they carry out their responsibilities in ways that are inconsistent or contradictory to the ethical values, principles, or commitments that they hold deeply [16].

Current understandings of pandemic stressors affecting HCPs are largely partial in nature. Since the beginning of the COVID-19 pandemic, HCPs (especially nurses) have been hailed as “unsung heroes” by politicians, the mass media, and the general public. In their poststructural analysis of over 70 documents in mass media and social media on “nurses as heroes,” Mohammed and colleagues [17] argued that the hero discourse positions nursing as “model citizens” and “a necessary sacrifice,” whereby heroism is the reward. When taken together, the hero discourse imposes a new form of subjectivity and normalizes nurses’ exposure to workplace risks. We further argue that the hero discourse has created a spotlight that solely focuses on the professional identity and roles of HCPs, negating the multiple identities that constitute their “holistic self” and their everyday lived experiences that are inseparable and indistinguishable in their intertwined home-work-community life. Thus, while workplace stressors of HCPs are real and intense, they need to be explored and understood in the context of stressors that exist in other domains of HCPs’ lives. In the context of a pandemic, stressors can be understood as an ever-present condition that threatens the health or well-being of individuals [18].

To date, an overwhelming majority of empirical studies on pandemic-related stressors among HCPs are quantitative in nature and report specific measurable aspects of stressors that are often decontextualized. Qualitative research on this topic is needed to provide insights on the multilevel contexts of how HCPs experience and are impacted by COVID-19 stressors. In this paper, we report on the qualitative data collected from HCPs who self-identified as experiencing a high level of stress and wished to enroll in an online stress-reduction intervention designed for HCPs and affected communities. The results presented contribute to addressing the gaps in our current understanding of pandemic stressors experienced by HCPs in the Canadian context.

Methods

Study Setting: The PACER Intervention

The Pandemic Acceptance and Commitment to Empowerment Response (PACER) intervention [19] is an evidence-informed 6-week online training based on the Acceptance and Commitment to Empowerment (ACE) model. ACE is an innovative integration of the mindfulness-based Acceptance and Commitment Therapy (ACT) [20] and the social justice-based Group Empowerment Psychoeducation (GEP) [21]. It has been applied effectively in previous in-person interventions to reduce stigma and promote resilience. Recognizing the growing mental health needs of frontline HCPs and constrained by pandemic lockdowns, we developed the PACER intervention, which consists of 6 weekly online self-guided learning modules, each lasting 1 hour, accompanied by weekly 90-minute facilitated online group video-conferencing sessions. Prior to engaging in the first online learning module and first group sessions, participants were invited to complete a sociodemographic survey and questionnaires that consisted of both quantitative and qualitative questions (see the Procedure section).
Ethical Review

This study was reviewed and approved by the Research Ethics Boards at Ryerson University (2020-123), University Health Network (20-5210), and York University (2020-096).

Participants

We used convenience and snowball sampling, supported by targeted outreach and recruitment via circulations of e-flyers through our collaborators, nursing professional associations, hospital bulletins, community networks, and social media. The participation criteria were self-identifying as 18 years of age or older, being a service provider in the health care sector, experiencing high levels of stress related to the COVID-19 response, and interested in joining the PACER training. HCP participants in this study included registered nurses (RNs), registered practical nurses (RPNs), personal support workers, physicians, medical residents, social workers, counsellors, therapists, and other clinical or community-based personnel.

A total of 74 HCPs enrolled and took part in PACER between June 2020 and February 2021: 63 (85%) self-identified as female, 10 (14%) self-identified as male, and 1 (1%) self-identified as transgender. Most participants were under 40 years of age: 20-29 years: 10/74, 14%; 30-39 years: 38/74, 51%; 40-49 years: 14/74, 19%; 50-59 years: 9/74, 12%; and 60-69 years: 3/74, 4%. When asked about the ethnocultural communities they identified with, about one-half of the participants (38/74, 51%) indicated that they identified with the Canadian community, while the other one-half (36/74, 49%) identified with multiple communities including African, American, Chinese, Filipino, Haitian, Irish, Hong Kong, Taiwan, Jewish, and Latinx. Participants came from a wide range of health and social care professional backgrounds and roles such as primary care, psychiatry, nursing, social work, public health, community health practitioners, therapists/counsellors, administrative staff, environmental service staff, and volunteers.

Procedure

Before data collection, online informed consent was obtained from all participants. Once enrolled, participants were invited to complete a pre-intervention questionnaire that consisted of sociodemographic questions and measures on general mental health distress, psychological flexibility, and resilience. These measures were repeated immediately post- and 3 months postintervention. In addition, prior to Session One of the intervention, we used qualitative open-ended questions to explore participants’ self-identities and experiences with pandemic stressors. Specifically, we invited participants to describe “who you are” and “the impact of COVID-19 on your work and your life—what has been challenging for you.”

Analysis

The focus of this paper was on the pandemic-related stressors reported by participants in the qualitative questions before they engaged in the 6-week online intervention and online group sessions. Responses from the online questionnaires were downloaded, and pseudonyms are used in this paper to protect participants’ identities. Our thematic analysis was informed by the social ecological framework [22], which allowed us to examine the sources of stressors experienced by HCPs at multiple interconnected levels [23]: personal (identity, social position), interpersonal (family, relationships, social networks), organizational (operational characteristics, formal and informal rules), community contexts (relationships among organizations and institutions), and societal (local, provincial, and national guidelines and policies) [24]. This approach enabled us to make sense of how different synergistic factors and contexts intersect to shape the experiences with pandemic stressors among HCPs. The first 4 authors, under the guidance of the last author, conducted thematic analysis [25] using both inductive and deductive approaches. First, we engaged in repeated readings of the participant responses to gain a broad understanding of the data. Second, we identified and developed thematic codes inductively based on the ideas and perspectives articulated by the participants (ie, data-based coding). Third, guided by our research purpose and the social ecological framework, we applied deductive analysis that enabled us to connect the data to the sociocultural contexts and structural conditions that shaped the experiences of the participants [26,27]. Fourth, the team engaged in multiple rounds of interpretive discussions to arrive at the agreed themes presented in this paper. In the last round of thematic interpretation, all authors took part to discuss the nuances and contexts of the narratives under each theme to arrive at a holistic interpretation.

Results

Informed by a social ecological framework, 5 overarching themes were identified in our thematic analysis: (1) personal-level stressors that highlight HCPs’ identities and responsibilities beyond the workplace, (2) interpersonal-level stressors from disrupted social relationships, (3) organizational stressors that contributed to unsettled workplaces and moral distress, (4) community and societal stressors attributed to vicarious trauma and emotional labor, and (5) the multilevel and cumulative impacts of COVID-19 stressors on HCPs’ health.

Personal Stressors: Identities and Responsibilities Beyond the Workplace

Stressors at the personal level emphasize the identities and responsibilities of HCPs above and beyond the workplace that participants encountered in their day-to-day lives. Many participants expressed fear and worries about bringing the SARS-CoV-2 virus home to their elderly family members or loved ones with existing health problems.

My husband had been undergoing intensive chemotherapy and radiation treatment at [a cancer care hospital], and was halfway through a year of treatment... I was very scared that I might contract the virus at work and bring it back to our house... and impact his access to his next treatment. [Sharon, 30-39 years, female, children’s rehab coordinator, Canadian]

It is also important to note that HCPs are not only service providers; some relied on accessing services to meet their own health needs or the needs of their family members. Hence, service disruptions are not only felt professionally but also personally at home or in their communities.
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As the parent of a child with dual diagnosis I already feel isolated from society. My son is not capable of wearing a mask and as a result we have not been to any activities together since the first lockdown... My son does not understand the restrictions and has been suffering from lack of social interaction and engagement in his community. [Kathy, 30-39 years, female, behavior therapist, Canadian]

To meet the demands of their multiple roles and responsibilities, some participants had to make use of available resources to mitigate some of these struggles. Sun, an RN, had to rely on her elderly in-laws to care for her toddler while she was at work. Meanwhile, she also expressed her concerns:

[We] fear the potential transmission of COVID-19 to my in-laws as they are of higher risk from pre-existing medical conditions and advanced age.” [Sun, female, 30-39 years, RN and case manager, Chinese-Canadian, Hong Kong]

Sun’s fear was echoed by other HCPs living in multigenerational households comprised of vulnerable elderly adults and young children.

**Interpersonal Stressors: Disrupted Social Relationships**

Similar to all Canadians, many participants identified disruptions to routines and structures in their personal life as stressors. Social distancing and quarantine measures had heightened participants’ sense of isolation and loneliness where social relationships are vital resources in fostering HCPs’ resiliency. For participants with many demands and responsibilities, travelling is not merely a leisure activity but a coping strategy to reduce stress. Andrew, who had to manage demands from school, work, and family, indicated that his once-a-year vacation was “a breather” from his stressful life. He further explained:

The vacation time is my only chance to see my family, who lives in the Philippines. As the pandemic unfolds, all my plans are put on hold.” [Andrew, male, 30-39 years, RPN in retirement facility, Filipino-Chinese]

For participants with transnational family and social ties, pandemic travel restrictions resulted in prolonged separation and disconnection from their families. Those with elderly or sick family members felt additional challenges.

The biggest issue was, my mother is in advanced Alzheimer’s back in India and her health had started to decline. Prior to [the] COVID-19 outbreak, I had booked a flight for India, which of course got cancelled. [Priya, female, 40-49 years, RPN in geriatric care facility and BScN student, South Asian]

Furthermore, while the pandemic had forced many participants to put their plans on hold, it had not stopped other critical events from taking place around the world. Participants with families and loved ones in Iran, India, and the United States expressed a sense of powerlessness and worries due to the pandemic situation worldwide.

I have felt very helpless while watching the effects of COVID tear through the U.S., on top of all the other crises that the country is currently facing. I spend a lot of time worrying about my parents and I have had difficulty focusing on my schoolwork. [Adam, male, 20-29 years, graduate student in clinical psychology, American]

Participants’ sharing illustrated that, in addition to their demands as frontline HCPs, they also shouldered many demands similar to the general population, even though these stressors were overshadowed by discourses of their professional demands.

**Organizational Stressors: Unsettled Workplace and Moral Distress**

Not surprisingly, HCP participants encountered many workplace stressors, ranging from increased health risks related to direct exposure to COVID-19, changes in work routines and workloads, and the need to wear PPE all day. At the beginning of the pandemic, uncertainty about COVID-19 created a lot of fear among HCPs, particularly those with less formal biomedical or health care training. Matthew, an environment service staff member in a hospital, expressed tremendous fear toward COVID-19.

When I was assigned to clean rooms where there were patients with COVID-19... I was too scared to communicate with the patients. I limit our conversation by just answering yes or no. I feel very guilty because of my fear, I am working again tomorrow, I hope I will not encounter a patient with COVID.” [Matthew, male, 30-39 years, environmental service staff, Filipino]

For some HCPs, their fear was not limited to personal safety but extended to the uncertainty and demands of keeping their staff and patients or vulnerable service users safe.

At times I feel overwhelmed that my support is not sufficient in supporting a large team. Stressed by the ongoing changes, angry at the impact it’s having on the homeless community and the lack of acknowledgement frontline staff in shelters and homelessness services receive. [Tracy, female, 40-49 years, community practitioner, Canadian]

The rapid changes in the workplace routines and structures also led to considerable distress that altered or strained participants’ interpersonal relationships with their patients, colleagues, and other staff. For Kathy, a behavior therapist working with children diagnosed with autism spectrum disorder, it was difficult to carry out her work with PPE:

I miss being able to high five my clients and look into their eyes unobstructed by PPE in order to read the small changes in their expressions. [Kathy, female, 30-39 years, behavior therapist, Canadian]

Other HCPs were concerned about access to safe PPE due to previous experience of receiving defective PPE.

Many participants identified deployment as a major source of stress. One RN experienced anger and resentment “when colleagues were redeployed to other areas of the hospital,” but her team was “expected to maintain the same caseload with less human resources” [Sun, female, 30-39 years, RN, Chinese-Canadian, Hong Kong].
Marianna, who was deployed to work in nursing homes, recalled the stress and exhaustion:

“It was a bit stressful to learn 3 different positions within 3 months... I often worked overtime and weekends, so it left long stretches of very little time for myself and my family.” [Marianna, female, 40-49 years, RN, Portuguese Canadian]

In addition to deployment and increased workload, some HCPs experienced moral distress when their efforts to provide safe and quality care to their vulnerable patients were compromised by the rapidly changing policies at work, as Giselle explained:

“Most of our patients have a history with mental health challenges and trauma. While my workplace is based on a harm reduction philosophy, it felt like we were also re-traumatizing our patients due to the new COVID-related policies.” [Giselle, female, 20-29 years, RN, Filipino]

Similarly, Ariana expressed her moral struggles and dilemma in attending to the special needs of families in her clinic.

“Families... having their kids with behavior and mood challenges at home with them, much reduced access to in-person and out-of-home respite and other services... I am the point person for families... Ethical dilemma of having to medicate children to keep everyone sane and safe when we know it’s the circumstances brought about by COVID-19 restrictions that is making things worse.” [Ariana, female, 50-59 years, clinical nurse, Canadian, Welsh]

Other participants expressed concerns about workplace opacity and suggested that their employers had used pandemic emergency protocols to implement “different priorities” without consulting staff and patients. When participants’ concerns about safety and accountability toward patient care were dismissed, they were left feeling undervalued and disempowered.

“When feedback was provided to management in regards to concerns about safe practice and lack of proper transfer of accountability between teams... I was met with ridicule and publicly humiliated, which caused me to feel insignificant, with feelings of powerlessness.” [Sun, female, 30-39 years, RN and case manager, Chinese-Canadian, Hong Kong]

As the HCP participants encountered stressors of an unsettled workplace, many also struggled with the moral distress of weighing the quality of care they could realistically provide to their patients or service users. Other stressors included guilt for minimizing interactions with clients for fear of contracting the virus, the impact of services on staff and clients working with vulnerable populations, or feeling dismissed when concerns about workplace policies and practices are brought to the attention of administrators.

**Community and Societal Stressors: Vicarious Trauma and Emotional Labor**

Another stressor faced by HCPs during the pandemic is the intensified emotional labor placed on them at work. There seemed to be a collective resonance of vicarious trauma expressed by participants who witnessed the suffering of their patients or service users.

“Witnessing the impact of Covid-19 on seniors and feeling helpless has a negative impact on my own mental health. One lonely senior passed away and one senior's cat was missing, that especially hit hard on mental health.” [Margaret, female, 50-59 years, community health promoter, Chinese-Canadian, Mainland China]

Amy, who witnessed and experienced the collective suffering, expressed her feelings of sadness:

“Clients are dying alone or with the touch of a gloved hand; loved ones are not able to say their goodbyes; and questions are not always answered... makes me feel drained emotionally and physically... and it has made me feel guilty.” [Amy, female, 30-39 years, RN and NP student, African-Canadian]

As caregivers, HCPs often carried the emotional “burdens” of suppressing their own feelings while supporting and reassuring their loved ones, colleagues, patients, and service users who were in distress. Some of them also experience vicarious trauma as they witnessed the inequities and social oppressions experienced by individuals, families, and communities they worked with.

“It has been devastating to see the inequality and injustice around, who has been most impacted by the pandemic, and this is evident in the families I support. Community resources are stretched and limited so there are less options for support. This has resulted in higher demands on our service. All of this combined has left me feeling more depleted and less hopeful.” [Julia, 40-49 years, social worker of children living with disabilities, Canadian]

Peggy, a Chinese-Canadian, described the pain in witnessing the most marginalized in the Asian Canadian community be further marginalized during the pandemic, due to “loss of income, mental health deterioration from social isolation, school closures, and experiences of anti-Asian racism” [female, 30-39 years, youth mental health clinician].

The demands of pandemic challenges were also felt by participants in management positions. Some of them felt inadequate when they were faced with concerns about the psychological and physical safety of both their staff and patients. This emotional labor could be difficult to bear when their efforts were met with abusive behaviors from the service users, as Louisa indicated:

“Over the course of the past several months, I have been subject to ongoing verbal abuse by patients and families, who disagree with the COVID-19 related precautions that have been implemented.” [Louisa, female, 30-39 years, hospital clinical manager, Canadian]

Other HCPs reported experiencing overwhelming feelings of anger, frustration, worry, sadness, confusion, loneliness, helplessness, and burnout. Sun, who worked as a case manager, recalled:
Despite the overwhelming emotional demands and sense of uncertainty, some participants were also inspired by a sense of collectivism. Many commented on the strength they received from sharing a strong sense of team spirit that brought value and meaning to their work.

Other HCPs derived their sense of strength and optimism by focusing on “being part of a team working toward a greater goal, that we are all in this together, and a shared understanding of what it is to be a front-line worker during a pandemic” [Kamal, female, 30-39 years, intensive care unit nurse and critical care research coordinator, Canadian, Indian]. Hence, despite all the challenges encountered by HCPs, there were factors and contexts that promoted a sense of togetherness and connection with others, which can help foster resilience.

The Multilevel and Cumulative Impact of COVID-19 Stressors on Health

As highlighted in the previous themes, participants experienced multiple ongoing and compounding pandemic stressors in the domains of work, home, and society that undoubtedly impacted their physical, psychological, and emotional health and well-being. These impacts can also be considered stressors in and of themselves because dealing with the impact of these challenges simultaneously contributes to secondary stressors.

COVID-19 and the quarantine process has led to a collective trauma, even those whose physical health is functioning, but they are impacted emotionally... I have had moments of wanting to end my life back in April. [Jess, gender-fluid, 30-39 years, health discipline student, Canadian, Hong Kong]

Others described a range of physical problems from feeling drained, tired, burned out, concerns regarding sleep, poor concentration, and feeling tension and pain in their bodies. In some cases, individuals had pre-existing health conditions that worsened during the pandemic.

I am currently undergoing physiotherapy because I suffered a hip injury two years ago. Closure of the facility where I receive physiotherapy services has been a significant factor why I experience pain while I work. I only rely on my daily stretches and pain medications to cover-up the anticipated pain that I will experience at work. [Matthew, male, 30-39 years, environmental service staff, Filipino]

For some HCPs, deployment and workplace chaos had taken a toll on their mental health, yet they felt guilty and blamed themselves.

When I was redeployed to an entirely new department my anxiety intensified, to the point that I needed to seek accommodation to work from home. During this time I had negative thoughts about myself, including thoughts that I was weak, that I was letting my colleagues down, or that I should be able to handle this better. [Julia, 40-49 years, female, social worker in field of disabilities, Canadian]

Other HCPs prioritized the needs of others, sometimes to their own detriment because they neglected their own emotional and psychological needs.

I felt like I lived ten years. I felt like I was in a war for a long time. I stayed up till 3:30 in the morning for almost 2 months. I slept about 2 or 3 hours then went to work. I had to do 14 shifts straight without a day off due to staff shortage... I feel powerless to control my own life. [Lynn, 50-59 years, RN in long-term care (LTC) home, Chinese Canadian]

For Grace, the mother of an adult son with developmental disabilities, the pandemic made her feel anxious about the future of her son.

COVID has also highlighted painful thoughts about what would happen to my son if anything should happen to me... COVID has made me think more about my own mortality and how much work is still left to be done to prepare my son [who is an adult with developmental disabilities]. [Grace, female, 60-69 years, parent advisor in developmental disability sector, Canadian]

Participant responses in this section illustrate the multilevel and cumulative impact of pandemic stressors experienced by HCPs that were often intrinsically connected to pre-existing sociocultural contexts and structural conditions of their lives, as in caring for children with disabilities or managing new and existing psychological distress.

Discussion

Principal Findings

In this paper, we applied a social ecological approach to make visible the complex synergistic stressors experienced by HCPs at home, at work, and in the community. The main findings of the study highlighted 5 key pandemic-related stressors experienced by HCPs that manifested at the personal, interpersonal, organizational, community, and societal levels. Taken together, the findings contribute to a more holistic understanding of the stressors and impacts experienced by HCPs during the first 2 waves of the COVID-19 pandemic in Canada.

Many of these stressors were shaped by pre-existing structural conditions. Although many of the workplace-related stressors for HCPs (eg, fear of getting infected, anxiety related to uncertainty, rapid changes in protocols, deployment, staff shortage) identified in this study are consistent with what has been reported in the emerging literature and news reports [13-15], this study offers insights drawn from participants’ qualitative reflections to contextualize and illustrate how workplace stressors interact with other stressors in the everyday
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lives of HCPs to negatively affect their physical, emotional, and mental health. We also illustrate how the experiences of individual HCPs are nested in organizational practices, which are shaped by structural influences and power relations in society.

At the personal and interpersonal levels, most of the participants were also caregivers before and after work, as daughters and caregivers of elderly family members, mothers of young children, or caregivers of loved ones living with special needs, disabilities, or serious illnesses. Yet, their personal life was intricately connected to their professional life and shaped by structural conditions. With or without the pandemic, unpaid and unrecognized caregiving in both the public and private realm is well recognized to be “invisible labor” that is also gendered and racialized [28,29]. In 2020, women made up over 80% of all workers in health care and social services in Canada [30]. Racialized immigrants, particularly adults from the Caribbean, Africa, and Southeast Asia, are overrepresented in nursing and health care support occupations, and over 58% of these adult immigrants with international training were overqualified for their employment [30]. Reflective of the statistics on the Canadian health care workforce, 85% of our 74 HCP participants self-identified as female, and about 50% identified as belonging to diverse ethnocultural communities beyond English and French. Most of the participants were nurses, social workers, LTC activity aides, counsellors, and therapists.

At the personal and professional levels, the hero discourse has posed many psychological dilemmas for HCPs. They are expected to be strong, invincible, all-enduring, and willing to sacrifice their personal well-being for the common good. When faced with the challenges of sustained long work hours, workplace chaos, physical and emotional exhaustion, and frequent experiences of vicarious trauma, this glorified expectation of self-sacrifice discourages HCPs from recognizing and embracing their limitations, leading to negative self-judgment, feelings of guilt, and a sense of incompetence that further compromise their mental health. In addition to workplace demands, they also have to attend to the physical, psychosocial, and spiritual needs of their family members and loved ones at home. When the hero discourse creates a spotlight solely on the professional identities and roles of HCPs, little attention is afforded to the multiple interdependent identities, experiences, and mental health needs of HCPs beyond their workplace. The results of this study enable us to highlight the seldom explored research gap of understanding the experiences of HCPs as both service providers and service users.

HCPs living with elderly family members or family members with weakened immune systems often function as protective agents as well as caregivers at home. During pandemic lockdowns, HCPs who are family caregivers of children or adults living with disabilities and special needs have to carry out specialized care, and the boundary between family caregiving and service provision becomes blurred. The required efforts to perform specialized care at home have created a double-bind paradox in which they have become unpaid service providers in their personal lives, while also having to maintain their highly demanding health care provision role at work. The multilevel intersecting stressors had taken a toll on the physical and mental health of HCPs, resulting in sleep disturbance, bodily pain, anxiety, anger, emotional exhaustion, burnout, and even suicidal ideation. Indeed, the Registered Nurses Association of Ontario (RNAO) Work and Wellness Survey [31] showed that 60% of respondents reported very high to high level of stress.

At the organizational level, the hero discourse has also created additional challenges for HCPs. Expressions of concern about workplace pandemic protocols, staff deployment, and shortage of protective equipment as well as questions about organization transparency may be dismissed as unimportant or a sign of individualistic selfishness. As indicated by some study participants, the hero discourse does not address HCPs’ frustration and distrust toward policy makers and institutions. Decades of neoliberal practices of austerity, decentralization, privatization, underfunded regulatory regimes, a culture focused on financial efficiency, and increasing controlled and standardized care work in the health and social care sectors have contributed to this distrust [28,32], which is heightened by the chaos, uncertainty, and unprecedented demands of the pandemic. Furthermore, despite making up over 80% of the health care workforce, there are disproportionately fewer women and racialized HCPs in leadership and decision-making positions within the health care system [33]. These structural inequities may help to explain the distrust and the sense of powerlessness expressed by participants. In addition, although established evidence shows that empowerment work environments and meaningful engagement of staff in decision-making are critical mitigating strategies to reduce burnout among HCPs [34,35], policy makers within the health care system have failed to address the challenge of burnout, leaving HCPs at increased vulnerability to burnout and distress during the pandemic [36]. Indeed, 13% of RNs aged 26 years to 35 years reported in the RNAO Work and Wellness Survey that they were very likely to leave the profession after the pandemic [31].

At the community level, many HCPs also experience moral distress [37] associated with a collective visceral resonance of fear, grief, empathy, stress, and anger as they witnessed the devastating impact of COVID-19 (death, loss, social isolation, xenophobia, and racism) on their patients, service users, co-workers, as well as vulnerable groups in the community. For some HCPs, the experience of moral distress intensified during the pandemic lockdowns when medicating children with behavioral challenges (attention deficit hyperactivity disorder, autism spectrum disorder) seemed to be the only viable option to prevent mental health crises of the affected families. For others, the frequent witnessing of patients “dying alone” and having to comfort them with “the touch of a gloved hand” are poignant reminders that the pandemic is not merely a communicable disease that threatens life and brings death; it is an unprecedented phenomenon that disrupts our taken-for-granted sociocultural values and desired practices of dying with dignity, surrounded by loved ones, and comforted by human connections of touch. The witnessing and partaking in these difficult situations left some participants with a sense of helplessness. The so-called pandemic new normal is anything but normal when services are shaped by the fast-changing protocols across the education, community care, and public health sectors, in which care work is deeply rooted in shared
humanity between the care providers and care recipients [38,39].

At the societal or public policy level, the contributions of HCPs were not valued. During the COVID-19 pandemic, HCPs (especially nurses) have been hailed as “unsung heroes” by politicians, the mass media, and the general public [17]. Although the hero discourse has raised public recognition of the important contributions of HCPs, it has not amounted to anything to improve the well-being and pay equity of HCPs. Since November 2019, HCPs in Ontario had been calling the government to repeal Bill 124 without any success. Bill 124 restricts the wages of HCPs (who are mostly women) to a maximum of 1% even though the inflation rate has been over 2% over a decade, and other frontline professionals such as police and firefighters (who are mostly men) are not subject to this bill [17]. Bill 124 illustrates that the hero discourse is merely an empty rhetoric that does not provide any support needed by HCPs. In the Work and Wellbeing Survey of over 2100 nurses, conducted by the RNAO in early 2021, 81% of the respondents reported receiving very poor to fair support from the government, and 59% reported receiving very poor to fair support from their employers [31].

Amid the challenges and demands at work, some participants expressed their desire and commitment to ensure quality care for their patients and service users. For some, the workplace struggles served as a catalyst in strengthening their interpersonal connections with colleagues. The “we are all in this together” spirit seemed to have provided them with a sense of stability amid all the chaos and struggles. Indeed, many participants expressed a deep sense of altruism or responsibility to provide instrumental, psychological, and emotional support to their peers and those affected by the pandemic. This altruistic desire to help others seemed to help give meaning to their stressful work. Thus, the hero discourse is paradoxical in that it functions both as a stressor and a protective anchor. However, altruistic contributions and sustained stressors are often accompanied by adverse health consequences as indicated in the previous paragraphs.

Implications for Policy and Practice
Consistent with the results of this study, 2 decades of research on large-scale epidemics and pandemics have shown persistent and pervasive negative personal impacts on the mental health of HCPs, including increased anxiety, burnout, and posttraumatic stress symptoms [40-42]. In addition, there is established evidence to show that organizational factors like staffing shortage, high workload demands, high work stress, low teamwork, low supervisor support, and work-life imbalance contribute to burnout and high rates of turnover [43-45]. In the fourth quarter of 2020, the job vacancy rate in health and social care increased to 4.7% [46]. The negative impact of COVID-19 on the mental health of HCPs has likely intensified the job vacancy rate. Thus, during a pandemic, it is imperative for health and social care organizations to attend to the mental health and emotional needs of HCPs.

Since the mental health of HCPs during the pandemic was influenced by complex and dynamic interplay of personal, interpersonal, organizational, community, and societal factors, a multiprong approach is necessary to mitigate these complex stressors. The RNAO Work and Wellness Survey [31] showed that, while 60% of respondents reported very high to a high level of stress, only 8.6% used mental health support through their employers, and only 1.1% used the provincial helpline. Instead, 49.6% sought support from their spouse, family, and friends, and 28.5% sought support from their colleagues. These results suggest that structured peer support programs at work may be an important strategy to maintain mental health of HCPs during a pandemic. Other organizational support such as flexible scheduling, destigmatization of help-seeking, and free programs that support HCPs to develop self-awareness of stress, self-care, and stress reduction are important. Free programs that apply mindfulness, music therapy, relaxation techniques, online workout, peer support, and one-on-one counselling have been found to be effective in stress reduction [47-49].

Additionally, providing timely and effective multiway communication and feedback can enhance social relationships and foster strong social support networks for HCPs within their organizations. Frequent timely communication of accurate, clear, and accessible information about the pandemic with HCPs of all levels is critical. At the same time, mechanisms for HCPs to report concerns, ask questions, and provide feedback to changing protocols are critical. Organizations may benefit from the real-time insights and feedback from the staff to refine their changing protocols. Although it is often impossible for organizations to adopt all suggestions from all staff, thoughtful responses to questions and concerns can be constructive in building and maintaining a collective vision, especially during a period of uncertainty and rapid change. Using peer liaison leaders in every department can enhance effective communication, build trust, and promote a sense of belonging among staff.

Finally, at the societal or public policy level, pandemic preparedness needs to be underpinned by the principles of social justice and equity. Across Canada, over 80% of the COVID–19-related deaths occurred in LTC homes [50]. Low wages, scarce sick benefits, and part-time employment meant that many LTC staff were working in multiple LTC homes, and some might have continued to work while they were ill [50,51]. Thus, existing inequitable distribution of resources within the health care system (eg, hospital vs LTC facilities), inadequate regulation of LTC homes, pay inequity for nursing staff, and the lack of access to full-time employment experienced by racialized staff in the lower ranks of the HCP hierarchy must be addressed.

Limitations
In this study, we engaged participants who are reflective of the HCP workforce in Canada (ie, 85% self-identified as female), as well as ethnoracially diverse participants reflective of the Greater Toronto Area (close to 50% self-identified as belonging to visible minority groups). We have drawn on the qualitative reflection of participants to provide insights on the multilevel, intersecting sources of stressors experienced by HCPs amid a global pandemic. However, there are some study limitations. Since we used convenience and snowball sampling in recruitment, the range of HCP participants we engaged with...
might be limited. Furthermore, the self-reflective method did not allow us to engage in more in-depth exploration of specific phenomena that might have emerged from follow-up questions. As this is a qualitative component of the study, we did not generalize our findings. Rather, we have provided important contexts about the sources of stressors in the different domains of the participants’ lives, which are useful to guide follow-up research, programs, and policies in the postpandemic period.

To reduce possible biases of the researchers toward a particular perspective, we have presented our theoretical framework, engaged team members with different disciplinary perspectives, and kept an audit trail of our analysis process including transcripts of responses, coding, and notes or recordings documenting decisions made in this study.

In addition, this paper reports only on the results of the qualitative component of a broader intervention study. It focuses on the sources and contexts of stressors experienced by HCPs during the first 2 waves of the pandemic. It does not include results on the feasibility and outcomes of PACER, which are beyond the scope of this paper. However, the evaluation protocols of PACER have been published elsewhere [19]. The evaluation of PACER is currently underway to examine the effectiveness of PACER in reducing the psychological impact of stress, improving mental health outcomes, and promoting resilience but is beyond the scope of this paper.

Conclusion
Insights from this study demonstrate that COVID-19 is not merely a communicable disease but is also experienced as a social and political phenomenon. The reflections of HCP participants based on their lived experiences were situated within a social ecological perspective to provide a broader, more holistic understanding that reveals how personal and interpersonal experiences are shaped by power relations at organizational and societal or policy levels. Applying a socioecological lens allows for multilevel analysis that provides a deeper awareness of pre-existing challenges in the health and social care systems that become magnified during the pandemic. From a public health standpoint, it is critical for government and policy makers to engage HCPs in postpandemic discussion and also respond to pre-existing structural issues that contribute to the mental health stressors of HCPs. Finally, interventions from the individual to public policy levels to address the identified stressors must extend beyond the workplace identities and roles of HCP but to also include multidimensional aspects of their lives and consider home, community, and societal contexts. Thus, areas for future research could explore stressors according to the different types of jobs among HCPs, as well how stressors are experienced by HCPs from different identities, for example, deeper exploration of the stressors on HCPs from racialized or gendered identities and how they are impacted by these stressors.
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Abstract

Background: People who inject drugs are disproportionately impacted by SARS-CoV-2 and COVID-19, yet they do not frequently accept vaccination against SARS-CoV-2 when offered.

Objective: This study aimed to explore why people who inject drugs decline free vaccines against SARS-CoV-2 and how barriers to vaccination can potentially be addressed.

Methods: We conducted semistructured qualitative interviews with 17 unvaccinated adult persons who inject drugs during August and September 2021 at a New York City syringe service program, where approximately three-fourth of participants identified as Latino (55%) or African American (22%). Interviews lasted roughly 20 minutes. The interview guide examined reasons for declining vaccination, participants’ understanding of COVID-19 risks, and how messages could be developed to encourage vaccine uptake among people who inject drugs.

Results: Participants acknowledged that they faced increased risk from SARS-CoV-2 owing to their injection drug use but feared that long-term substance use may have weakened their health, making them especially vulnerable to side effects. Fears of possible side effects, compounded by widespread medical mistrust and questions about the overall value of vaccination contributed to marked ambivalence among our sample. The desire to protect children and older family members emerged as key potential facilitators of vaccination.

Conclusions: Community-developed messages are needed in outreach efforts to explain the importance of vaccination, including the far greater dangers of COVID-19 compared to possible unintended side effects. Messages that emphasize vaccines’ ability to prevent inadvertently infecting loved ones, may help increase uptake. Community-focused messaging strategies, such as those used to increase HIV and hepatitis C virus testing and overdose prevention among people who inject drugs, may prove similarly effective.
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Introduction

People who inject drugs face drastically increased risk of exposure to SARS-CoV-2, the virus that causes COVID-19, and are far more likely to experience severe complications, including death, if they develop COVID-19 [1]. Because COVID-19 principally targets the lungs, it can be especially harmful to individuals who experience respiratory toxicity due to opioids [2,3] (this includes overdose-related respiratory depression) [3] and presents additional risk to polysubstance users who inject opioids and smoke tobacco, cannabis, crack cocaine, or other drugs.

People who inject drugs are frequently homeless [4] or living on streets or in unhygienic settings that severely limit their access to clean water and handwashing [5]. Many also experience crowded, poorly ventilated conditions in shelters and group living settings that make social distancing impossible [5]. The close personal contact required to obtain drugs introduces additional risks of SARS-CoV-2 infection [6], which further increases if people share drugs or equipment. Moreover, to reduce the risk of overdose, People who inject drugs are frequently advised not to inject alone because if something went wrong, no one would be around to help them. Unfortunately, while this prevents overdose deaths, it can cause additional COVID-19 risk.

At the same time, owing to stigma [7,8], lack of access to health care [5], and widespread medical mistrust [9] rooted in a history of discrimination and systemic racism, many people who inject drugs, who are most at risk, are highly unlikely to get vaccinated. Prior research indicates that before the current pandemic, people who inject drugs frequently avoided testing and treatment for hepatitis C virus (HCV) because they feared inappropriate or disrespectful treatment from medical staff [9]. Likewise, although hepatitis B virus (HBV) infections are frequently attributed to injection drug use, people who inject drugs are less likely to vaccinate against HBV compared to those who do not inject drugs [10], and among persons who inject drugs who do vaccinate against HBV, two-thirds of individuals do not complete the 3-dose vaccination series [11].

A recent study shows nearly half of individuals with substance use disorders (SUDs) are unwilling to vaccinate against COVID-19 [12], underscoring the critical need for new messaging and enhanced outreach to this population.

For African American and Latino people who inject drugs, the disproportionate impact of COVID-19 can be especially deadly [1,5]. COVID-19 has been concentrated in African American and Latino communities nationwide [13,14] since the start of the pandemic, and the effects are clearly visible in New York City [15-17], where this study was conducted. In parts of the South Bronx and East Harlem—New York City areas with mostly African American and Latino populations—COVID-19 deaths per 100,000 people reached roughly 10 times those in majority White areas of Manhattan [16]. Nonetheless, in a survey published in late 2020, fewer than half of African American respondents and fewer than two-thirds of Latino respondents indicated that they would receive COVID-19 vaccines if they were available free of charge [18]. In a 2021 study, 60% of White respondents said that they would get vaccinated against COVID-19, but only 36% of African Americans indicated that they would [19]. A 2021 nationwide study of vaccination rates by race, ethnicity, and state found that although numbers are improving among underrepresented groups, relative uptake rates of COVID-19 vaccination among White adults were higher by a median factor of 1.3 times compared to African American adults and by a median of 1.3 times compared to Latino adults as well, highlighting the need to promote vaccine equity [20].

There is a rich history of messaging guided by evidence-based theories of behavior change (eg, Social Cognitive Theory [21] and the Information, Motivation, Behavioral Skills Model [22]). This includes studies examining how messages can be tailored for, and evaluated among, specific groups (eg, underserved populations who attend church [23]; African American and Latino adolescents [24]). In the course of multiple National Institutes of Health–funded studies designed to encourage health behavior change among underserved populations, our team has developed a methodology focused on community members’ expertise. We first conduct in-depth qualitative interviews to understand barriers to, and facilitators of, specific health behaviors among members of a selected population, and then iteratively develop technology-based interventions in response. We have used this methodology to increase HIV testing among emergency department patients [25,26], to increase HIV and HCV testing and overdose prevention among people who inject drugs [27], and to encourage people who inject drugs to carry naloxone kits to reverse overdose events [28]. Accordingly, to inform technology-based intervention messaging aimed at encouraging African American and Latino people who inject drugs to vaccinate against SARS-CoV-2, our team conducted qualitative interviews to examine why people who inject drugs in low-income, historically disadvantaged communities in New York City choose not to get vaccinated. This study describes our initial findings.

Methods

Overview

A purposive sample of unvaccinated people who inject drugs (n=17) was recruited in August and September 2021 from individuals receiving services at a community-based syringe service program (SSP) with a participant base of mostly African American and Latino people who inject drugs in New York City. Staff from the SSP recruited participants in a drop-in-center at SSP headquarters. Participants were recruited from the population of people who come to the organization for a host of services on a weekly or daily basis. Eligibility criteria for interviewees included injection drug use within the past 90 days, and not having received a vaccination against COVID-19, both assessed via self-report. Once it was determined they were eligible, they were referred to members of our research team who explained details of the study. To ensure both anonymity and to prevent duplicate responses, we used program participants’ existing SSP anonymous identifiers as their study identification. After participants provided verbal informed consent, 1 of 2 project staff members—who are
coauthors of the current paper—conducted interviews on site in private rooms at the SSP. Interviews lasted approximately 15-30 minutes and were audio-recorded and transcribed verbatim by a third-party service. Participants received US $20 cash at the end of the interview as compensation for their time.

Interviews were conducted in English and Spanish by project staff, using an interview guide developed by the principal investigator (PI) with input from the full project team, including members of the partnering organization. Preliminary interview topics were developed from an exhaustive literature review on vaccine hesitancy and COVID-19. Two members of the study team who were experienced qualitative interviewers and researchers conducted semistructured interviews that explored both barriers to and facilitators of COVID-19 vaccination including the following: COVID-19 knowledge, sources of information, perceptions of vaccine risk, vaccine uptake, vaccination settings, stigma, medical mistrust, and policy-related barriers to and facilitators of vaccination. As part of the discussion of potential facilitators, interviewers asked participants to suggest messages our team could share with other people who inject drugs to increase vaccination rates. The study team also collected demographics from study participants, including race and ethnicity, gender, and primary language spoken at home.

Transcripts were analyzed through thematic analysis. Following completion of each audio-recorded interview, the digital file was promptly transcribed by external transcription services: REV.com for English language interviews and Datagain Services for interviews conducted in Spanish. The PI made sure interview files did not contain any identifying data before submitting them for transcription. Coding was conducted using MAXQDA qualitative analysis software.

Our team met weekly to conduct preliminary analysis of the interview transcripts to identify broad thematic categories addressed in each interview and to discuss these identified thematic categories which consisted of both a priori constructs (based on the aims of the study and the interview guide) and emerging themes (that were related to the study aims but not specifically anticipated). An initial code list was developed from the interview guide and project aims. To expand this preliminary code list, a small subset of interviews was jointly analyzed by 3 team members, and codes and coding strategies were then discussed by the larger team.

Three team members, including 2 who also conducted interviews, used an inductive or deductive approach to analyzing the interviews using a combination of a priori and emergent code categories to identify some of the barriers to and facilitators of COVID-19 vaccination [29]. Additional codes were added during discussions with community partners at the SSP. Codes were compared for thematic consistency and discrepancies were processed during regular team meetings to ensure intercoder reliability. Two authors then independently coded the remaining 15 transcripts, frequently meeting with the study team after coding sets of five interviews to discuss and resolve any coding discrepancies by consensus.

To characterize the range of reasons for declining a vaccination and the most salient ones, we calculated the frequency with which themes were endorsed by study participants. This is not to imply that our qualitative data can be generalized to larger populations of people who inject drugs or to vaccine decliners, but to better characterize the range of themes that emerged among a population of people who inject drugs in New York City. As other qualitative studies have suggested, infrequently endorsed themes can be as important for designing public health interventions as frequently endorsed ones [30]. Once we reached a point where no new thematic areas were identified in newly conducted interviews, we determined by consensus that saturation had been reached; at this point, we completed scheduled interviews and stopped recruiting new interviewees. This process resulted in a total of 17 interviews.

**Ethical Considerations**

All procedures, including the interview guide, were approved by a single governing institutional review board, BRANY (protocol number 21-039-524), and the study participants provided informed consent.

**Results**

**Participant Characteristics**

Seventeen people who reported injection drug use in the past 90 days and had not been vaccinated were interviewed for this study. Participants identified as male (n=11, 64.7%) and female (n=6, 35.3%). The majority of participants identified as Hispanic or Latino (n=11, 64.7%), 5 (29.4%) identified as Black non-Hispanic, and 1 (5.9%) identified as White non-Hispanic. A chief goal of our research was to keep interviews brief and focused on why participants declined vaccination and how potential barriers to vaccination could be addressed. An additional important goal was to protect the privacy of respondents. As a result, we did not include questions about participants’ backgrounds beyond self-reported race and gender.

**Barriers to Vaccination**

Participants described multiple reasons for not getting vaccinated, ranging from a fear of side effects (both known and as of yet undiscovered), to misinformation and medical mistrust, as well as questions about whether the vaccines were even needed. Participants also reported understanding they faced increased risk of SARS-CoV-2 exposure because of their injection drug use, but said they feared long-term drug use could have weakened their immunity and overall physical condition, rendering them especially vulnerable to negative vaccine side effects. Details of related findings, accompanied by specific quotes illustrating each emerging theme, appear below.

**Side Effects (Endorsed by 17 of 17 Interviewees)**

This fear of side effects included not only immediate reactions, but also reports of people who took the vaccine and within days or weeks developed other health problems or died. These fears appear compounded by concerns the vaccine was released only a short time after the first cases of COVID-19 were reported: “six months later, we got a vaccine. How did they do that?” [Interviewee 6, Hispanic man]. Accordingly, a number of participants reported a desire to wait and see if additional negative effects would emerge over time.
HIV—such as only using new syringes and not sharing injection equipment—would protect them from COVID-19 just as well as vaccination:

“I've been doing good with my own regimen. You know, washing my hands, eating right, so on and so on. I've been doing good so far and I figure I don't need it.” [Interviewee 15, Non-Hispanic Black man]

Other participants recognized that the close contact of social interactions related to drug use made them increasingly vulnerable to COVID-19 and therefore required additional safeguards. At the same time, some within our sample questioned whether the toll that years or decades of drug use had taken on their physical health made them even more susceptible to potential vaccine side effects.

Especially as drug users … it attacks us first. Because we come in contact with all different kind of people and they be high and they don't take care they life … They don't take, medicate, nothing … So we are high risk. So therefore as, as us being high risk, we should be at the door, knocking at the door like bang, bang, bang, let me in. [Interviewee 13, Non-Hispanic Black woman]

Well I've been a drug user for a lot of years, number of years, and I don't know if my body will be able to take- I'm not- I'm not sure about catching certain side effects that can be detrimental to my life. You know? … I'm scared of that fact that I don't know what to expect. I mean I know I have a better chance at surviving from getting at if I am vaccinated. However … if I do take the vaccination I'm not sure what might happen to me. You know? I'm not sure if I might get a side effect … or die. Die from it because of my drug use over the years. [Interviewee 7, Hispanic man]

Facilitators

Interviews with our sample of unvaccinated people who inject drugs also established a number of potential vaccination facilitators. Participants spoke of wanting to protect family members from inadvertent exposure, especially children who were too young to receive vaccination and older adults who, in general, faced greater risk from COVID-19. Participants also reported that simply discussing the increased risk of COVID-19 exposure among substance users might facilitate vaccination uptake, if handled correctly. Interview data underscore the value of phrasing intervention messages in positive terms (eg, “getting vaccinated will help you because…”), and the importance of not making intervention recipients feel as though vaccination is being forced upon them.

Protecting Family and Members of One's Social Network (Endorsed by 5 of 17 Interviewees)

Children, mothers, and grandmothers all emerged as potential facilitators of vaccination among our sample. As noted earlier, participants expressed a strong desire to protect their families. In addition, participants noted that mothers could prove to be excellent messengers for and models of vaccination uptake.

“I would tell them to do it, that they should think about their children, they wouldn’t want that to happen to...
their children, or anybody else. [Interviewee 1, Hispanic man]

If my mother tells me. She has told me so many times too. She is vaccinated too. My mom. Thank God. And she is fine. ... And my grandma. Thank God, they are already fine, and they are vaccinated. [Interviewee 16, Hispanic man]

Importance of Vaccination for People who Inject Drugs (Endorsed by 9 of 17 Interviewees)

Similar to concerns about vaccination among people who inject drugs, which emerged among our sample, themes about messages that would facilitate vaccination among people who inject drugs emerged as well. These included messaging about the increased dangers of injection drug use during the pandemic, which again underscore the risks stemming from the close personal contact associated with injection drug use:

I recommend vaccination to any person using drugs on the streets. They should be vaccinated, because they are on the streets, and they don’t know who they may infect if they are infected. You don’t know ... When you use drugs, you interact with many people, and you may infect many people. So, I would tell them to get vaccinated as soon as possible. That’s what I say. [Interviewee 17 Hispanic man]

Importance of Positive Message Tone (Endorsed by 17 of 17 Interviewees)

Suggested methodologies to increase vaccination among people who inject drugs also included simple reassurance as a facilitator, including telling people that they would not be left alone in their time of need.

Something like that, “If you’re afraid, I’ll go with you.” Yeah … just to encourage them by saying that it does- I, I, it doesn’t hurt, you know. Only take a couple of seconds, and, and it’s over. And you’re good. [Interviewee 9, Hispanic man]

Lastly, although our sample only included people who had not vaccinated against COVID-19, some participants indicated that the process of discussing their resistance to vaccination during study interviews and describing how they might explain the importance of vaccination to someone else left them more likely to accept a vaccination if one were offered.

I would say, “Listen ... with me, myself, I never got the vaccine.” I will try ’cause, you know, really, I’m scared, but ... I’m sitting here with you, so that’s why I’m try- I would like to get the vaccine. [Interviewee 11, Hispanic woman]

Discussion

Principal Findings

In many ways, our sample may be described as more “vaccine ambivalent” than “vaccine hesitant” or “vaccine resistant.” Interview data show participants are clearly aware of their increased risk of COVID-19 exposure, and that participants understand the importance of vaccination to prevent illness. At the same time, participants expressed concerns about the vaccines’ safety, and whether a possible weakening of their bodies owing to injection drug use has intensified the danger of possible vaccine side effects. In addition, participants in our sample, like others in our society, describe a seemingly endless stream of social media misinformation, often repeated by close friends and family members, which actively discourages vaccination. Together, these issues have left our participants unsure what steps they should take to protect themselves and what sources of information they can trust.

This ambivalence becomes more important to address as the danger of COVID-19, specifically among substance users, is increasingly well documented. According to a large, nationwide study conducted by the National Institutes of Health and researchers at Case Western Reserve University [31], risk of hospitalization and death from COVID-19 is strongest among those recently diagnosed with opioid use disorder (OUD), which includes heroin injectors. Further, among individuals recently diagnosed with OUD, risks are significantly stronger among African American people who use opioids than among White people who use opioids (risk among Hispanic or Latino people who use opioids was not specifically analyzed by the study) [31]. Thus, given the composition of our sample in which the majority of participants were by far African American or Latino, it would be logical to expect that an understanding of these risks would in itself encourage vaccination. Nonetheless, interview data indicate that barriers to vaccination described above, and in particular those related to potential side effects, strongly discouraged participants from getting vaccinating even when they clearly understood their increased risk from COVID-19 and expressed a desire to protect themselves and people close to them.

Participants repeatedly mentioned that they feared their history of drug use would exacerbate the dangers of potential side effects, possibly to the point that vaccination might prove deadly. These concerns may be particularly difficult to dispel among people who inject drugs, who are contemplating vaccination and, in fact, appear to have scientific merit. Clinical trials for the approved COVID-19 vaccines did not explicitly include participants with SUD, and there are no current systematic studies examining the real-world effectiveness of COVID-19 vaccines among SUD or populations of people who inject drugs [32]. Additionally, a large nationwide analysis published in October 2021 indicates that fully vaccinated people who were diagnosed with SUD are at significantly higher risk for breakthrough infection than fully vaccinated people who have not been diagnosed with SUD [32]. Thus, although it is completely understandable when an interviewee says they want to wait 5 years to see if vaccination is worthwhile and safe, curtailing the spread of COVID-19 among people who use drugs and others at the highest risk of infection requires far more immediate action.

Some interviews suggest participants became more amenable to vaccination during their discussions with our team. This may indicate that simply allowing interviewees to voice their concerns about vaccination without being judged or silenced encouraged participants to consider the benefits of vaccination and left them feeling empowered to make positive decisions...
about protecting themselves. A similarly supportive and noncoercive approach could potentially encourage vaccination—and health care utilization in general—on a wider scale among people who inject drugs and other members of marginalized, high-risk populations, especially if paired with messaging designed to address known barriers to vaccination and emphasize facilitators (eg, “No matter what you do we want you to be safe, and the best way to keep yourself, your kids, and people you care about safe from COVID is to vaccinate”). This type of strategy, rooted in the idea of low-threshold access to health care via harm reduction services [33,34], could prove particularly valuable if vaccine mandates are shown ineffective among our target population. Not all the people who inject drugs in our sample have jobs; hence, employer mandates might not fully increase vaccination rates. Similarly, many people in our sample might not seek to dine at restaurants or visit museums; hence, related vaccination requirements may similarly have little effect.

Next Steps

Building upon our team’s participatory methodology, we now plan to create a series of digitally delivered intervention messages based on the aforementioned findings, including short videos and SMS text messages to encourage vaccination among people who inject drugs, who initially decline. All steps of intervention development and evaluation will include continued involvement among people who inject drugs, including ongoing monthly meetings with a community advisory board who we have consulted since August 2021.

Limitations

This study is not without limitations, the first one related to the generalizability of a fairly small sample recruited at a New York City SSP. Owing to the relative saturation of area harm reduction services, participants may feel less stigma and may therefore be more open to discussing substance use and related health issues, including decisions to decline vaccination. This may also be a strength of our study, as interviews conducted in a supportive SSP environment may have resulted in more detailed, and possibly more honest, participant responses. Additionally, our analyses show the themes discussed in this study emerged among a number of interviews. This suggests current data may represent larger topics of concern among people who inject drugs in the New York City area. Further research is warranted to examine whether similar themes would be present among additional populations of people who inject drugs nationwide.

Conclusions

Effectively encouraging vaccination among people who inject drugs remains a public health priority. If members of populations of people who inject drugs, who are generally already greatly underserved by health care, do not get vaccinated in adequate numbers, SARS-CoV-2 can continue to spread and mutate into potentially more dangerous variants. Appeals to protect the health of loved ones and the safety of the larger community have been successfully employed to encourage important health behaviors among populations of people who inject drugs, such as HIV or HCV testing and prevention along with overdose prevention and reversal. Developing intervention materials that depict trusted community members (eg, recognizable peer educators and individuals with compelling personal stories) delivering clear, nonjudgmental messages may prove especially helpful now. Similarly, organizations that currently offer services to people who inject drugs, including SSPs or other community-based organizations, can facilitate vaccination by offering easy access to vaccines on site (people may be more likely to accept a vaccine offer from someone they already know and trust, especially if they do not have to travel to an additional location).

Importantly, data from this study show that people who inject drugs often remain reluctant to get vaccinated even when they understand the dangers posed by COVID-19, and the increased safety vaccines can offer to them and their families. Given historic vaccine hesitance and medical mistrust among people who inject drugs, combined with pervasive concern about possible side effects, interventions are urgently needed to effectively offer vaccines in ways those most in need will actually accept them.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBV</td>
<td>hepatitis B virus</td>
</tr>
<tr>
<td>HCV</td>
<td>hepatitis C virus</td>
</tr>
<tr>
<td>OUD</td>
<td>opioid use disorder</td>
</tr>
<tr>
<td>PI</td>
<td>principal investigator</td>
</tr>
<tr>
<td>SSP</td>
<td>syringe service program</td>
</tr>
<tr>
<td>SUD</td>
<td>substance use disorders</td>
</tr>
</tbody>
</table>
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Abstract

Background: How do health systems in the United States view the concept of merger and acquisition (M&A) in a post-COVID 19 “new normal”? How do new entrants to the market and incumbents influence horizontal and vertical integration of health systems? Traditionally, it has been argued that M&A activity is designed to reduce inequities in the market, shift toward value-based care, or enhance the number and quality of health care offerings in a given market. However, the recent history of M&A activity has yielded fewer noble results. As might be expected, the smaller the geographical region in which M&A activity is pursued, the higher the likelihood that monopolistic tendencies will result.

Objective: We focused on three types of competition perceptions, external environment uncertainty–related competition, technology disruption–driven competition, and customer service–driven competition, and two integration plans, vertical integration and horizontal integration. We examined (1) how health system characteristics help discern competition perceptions and integration decisions, and (2) how environment-, technology-, and service-driven competition aspects influence vertical and horizontal integration among US health systems in the post-COVID-19 new normal.

Methods: We used data for this study collected through a consultant from a robust group of health system chief executive officers (CEOs) across the United States from February to March 2021. Among the 625 CEOs, 135 (21.6%) responded to our survey. We considered competition and integration aspects from the literature and ratified them via expert consensus. We collected secondary data from the Agency for Healthcare Research and Quality (AHRQ) Compendium of the US Health Systems, leading to a matched data set for 124 health systems. We used inferential statistical comparisons to assess differences across health systems regarding competition and integration, and we used ordered logit estimations to relate competition and integration.

Results: Health systems generally have a high level of the four types of competition perceptions, with the greatest concern being technology disruption–driven competition rather than environment uncertainty–related competition and customer service–driven competition. The first set of estimation results showed that size, teaching status, revenue, and uncompensated care burden are the main contingent factors influencing the three competition perceptions. The second set of estimation results revealed the relationships between different competition perceptions and integration plans. For vertical integration, environment uncertainty–related competition had a significant positive influence ($P<.001$), while the influence of technology disruption–driven competition was significant but negative ($P<.001$). The influence of customer service–driven competition on vertical integration was not evident. For horizontal integration, the results were similar for environment uncertainty–related competition and technology disruption–driven competition; however, the significance of technology disruption–driven competition was weak ($P=.05$). The influence of customer service–driven competition in the combined model was significant and negative ($P<.001$).

Conclusions: Competition-driven integration has subtle influences across health systems. Environment uncertainty–related competition is a significant factor, with underlying contingent factors such as revenue concerns and leadership as the leading causes of integration plans. However, technology disruption may hinder integrations. Undoubtedly, small- and low-revenue health systems facing a high level of competition are likely to merge to navigate the health care business successfully. This trend should be a focus of policy to avoid monopolistic markets.
post-COVID-19; health system; competition; vertical integration; horizontal integration; COVID-19; integration; cross-sectional; survey; United States; characteristic; perception; decision

Introduction

Background

The COVID-19 pandemic in 2020 transformed several aspects of the health care industry. Across the United States, health systems had to activate emergency plans, and cancel elective procedures, patient visits, and many nonessential activities, all while adopting remote and virtual communication care delivery models. As a result of the pandemic, providers have faced many new challenges and opportunities. Some of the financial and operational challenges have led to integrations among health systems to survive in the postpandemic “new normal,” with several health systems planning mergers and acquisitions (M&A) involving billions of dollars.

The rise in health care M&A is not entirely new; indeed, it has been increasing over the last decade, with total deals amounting to US $200 billion [1,2]. In 2020-2021 alone, several mergers worth billions of dollars have been in the spotlight. Recent announcements of UnitedHealth’s US $13 billion acquisition of Change Healthcare, Centene’s US $2.2 billion purchase of Magellan Health, Anthem’s deal for MMM Holdings in Puerto Rico, and Cigna’s acquisition of the urgent care telehealth provider MDLIVE exemplified both horizontal and vertical integration progressions in the US health care industry in 2021.

M&A reflects two underlying phenomena in the health care business: (1) competitive dynamics and struggle for survival, and (2) integration to solve competitive threats. This study focuses on relating competition perceptions and health systems’ integration plans, using data reported by chief executive officers (CEOs) in early 2021.

The objective of this study was two-fold. First, we sought to examine how health system characteristics lead to competition perceptions among health systems, as reported by CEOs in 2021. We assessed the differences between environment-, technology-, and service-driven competition perceptions in health systems with different characteristics, including size, region, ownership status, teaching status, revenue, number of physicians, and number of hospitals, among other factors.

The second objective of this study was to examine how these three types of competition perceptions influence vertical and horizontal integrations of US health systems in the post-COVID-19 new normal. Delineating competition perceptions and integration plans will help guide strategies and policies in health care.

Competition Perceptions and Integration Plans

Beyond the recent disruptions due to COVID-19, health systems have been facing at least three types of competitive threats over the last decade, driving integrations more than ever before. First, uncertainties stemming from scientific developments have kept some health systems at the forefront of treatment, while others follow the developments [3]. For example, Detroit-based Henry Ford Health System and East Lansing–based Michigan State University partnered (as an integration, but not a merger) in 2020 to establish a fully integrated cancer program [4]. Similarly, fueled by expanding scientific horizons to care delivery, Atrium Health and Wake Forest Baptist Health merged to form a next-generation academic health system [5].

Second, technological developments have led to new solutions, which have led to new startups in the health care space, such as recently emerging remote and virtual care delivery firms and technology-enabled homecare delivery models (eg, DispatchHealth). The mergers of GigCapital2, UpHealth, and CloudBreak Health as a unified telemedicine solution provider, and Teladoc’s acquisitions of several other technology-enabled models such as Livongo and InTouch Health, exemplify the competition and subsequent mergers due to technological imperatives [6].

Third, capturing a more significant share of patients’ care choices across the disease and life continuum increases revenue prospects. In other words, patient-service scope and scale have emerged to fuel competition among health systems. Salt Lake City–based Cimarron Healthcare’s acquisition of Ascent Behavioral Health Services, Monroe Capital, and Veronis Suhler Stevenson to expand into therapy and wellness areas is an example [7]. Similarly, the joint venture between Kindred Healthcare of Kentucky and Landmark Medical Center in Rhode Island (a subsidiary of Prime Healthcare Services from California) to own and operate a rehabilitation hospital showcases service expansion competition and integration imperatives [8].

Thus, attempts to adapt and change with innovation, while resisting specialized new generations of competitors on the one hand and the legacy burden of high-cost conglomerate structures to provide everything from high-level intensive care units to quick clinics colocated in drugstores as patient services on the other hand, have aggravated the competitive landscape for health systems [9]. Several very large health systems can bind or lock patients into their ecosystem, with a goal to emerge as a one-stop shop for the entirety of a patient’s health care needs and encounters “from the cradle to the grave;” in turn encouraging patients to think of the health system for all their health care needs [10]. Some of the examples we provide also reflect that competition has become more asymmetric and is expanding to organizations that are not in health care, such as technology, supply chain, or logistics firms [11].

Ignoring competition looming on the horizon will perish any health system, although managing the problem is not easy. Structural, operational, and strategic issues have only compounded the concerns. Health systems cannot move away from being all things to consumers. Competing in the health care business while lowering costs and improving efficiency
may be possible, but only if health system leaders are innovative and proactive in integrating both high- and low-acuity care options into an effective strategy that seeks to capture a more significant share of patients’ health care service continuums and drive subsequent revenue opportunities. Two broad strategies help facilitate these goals: vertical and horizontal integrations.

**Vertical integration** expands the business by acquiring another company that operates before or after the acquiring company in the value chain. In contrast, horizontal integration is when a business grows by acquiring a similar company in their industry at the same value chain point [12]. Often, vertical integration is also done to increase network size and geographic coverage to mitigate risk in contracting, and to achieve market power over buyers and suppliers [13]. Small health systems or physician groups, which align with nonphysician partners such as hospitals, universities, medical schools, and health plans in health care, are touted as vertical integrations. In contrast, merging large or small health systems with similar expertise is an example of horizontal integration [14].

**Horizontal integration** might lead to enhanced operating efficiencies and economies of scale, improved coordination and quality of patient care, more in-house all-inclusive services, and higher-revenue services (eg, outpatient surgeries, imaging services) [15]. Through megamergers between large health systems, horizontal integration can thwart leaner niche competitors. Integration is challenging in any form because monitoring, coordination, and creating a cohesive culture across the integrated entities are always tricky. In addition, scope economies either do not exist or worsen the integrated organization’s dynamics.

The US health care industry has been characterized by different aspects of horizontal and vertical M&A. Such consolidations have changed the structure of US health care markets over time. Care integration has been an emerging solution to improve health quality and reduce costs, especially for a growing population of chronically ill patients in the United States [16]. More specifically, horizontal consolidation occurs when hospitals or physician groups merge, enabling the combined entity to increase its market share. Mergers reduce competing hospitals in a market, and vertical consolidations through acquisition of physician practices by a hospital reduce competition by reducing physicians vying for patients [17].

More structurally integrated organizations may manage care, coordinate across the care continuum, and exploit economies of scale and scope; such capabilities should, in theory, improve health care quality and lower costs. Practitioners and policymakers have therefore made investments in horizontal and vertical integrations. Vertical integration has been associated with better quality and is often framed as optimal care for specific conditions. Stakeholders perceive the positive impacts of consolidation on the long-term viability of health care facilities and their ability to adopt new care models, enhanced competition in health insurance, the creation of foundations, and pioneering medical research and innovation [18]. Stakeholders also believe that consolidation has changed geographic access to care; how physicians make referrals; and how educated patients are about care, the advertising environment, and economies in surrounding neighborhoods [19]. Market concentration also provides some benefits such as influencing utilization or readmissions and other potential health benefits [20].

Approaches to improve health system performance have been implemented to address care coordination problems and physician burnout. A widely advocated solution is the development of more integrated health delivery systems. While uncertainty remains about the drivers of organizational changes, these changes have led to health care organizations becoming more extensive and more financially integrated [21]. Horizontal and vertical integrations of hospitals and physicians have occurred rapidly for more than two decades. The COVID-19 pandemic may have exacerbated integration plans. Financial sustainability challenges because of declines in utilization and revenue emerged during COVID-19; the economic incentives for hospitals to merge, acquire physician practices, and employ more physicians are increasing. The financial and operational challenges faced during COVID-19 may incentivize health care organizations to make timely decisions for survival. Health systems might gain more significant market power through integration, resulting in greater competitive advantages [17].

**Theoretical Framework on Competition and Integration**

Transaction cost economics theory has been applied in the health care context, and can plausibly explain the nuances associated with competition and integration dynamics [22]. Anchoring to the transaction costs perspective, this study proposes hazards exchange, transaction efficiency, and cost leadership as the three mechanisms behind the pathway from competition perceptions to integration plans. First, prior literature reveals that the transaction cost perspectives mostly have a focus on exchange hazards and can be used to explain the contracting between hospital groups [22], which forms the competition perceptions of a health system against another one, especially in uncertain environments. Second, transaction cost perspectives consider the efforts and costs required to complete the exchange and contracting activities [22]. Advanced information technologies such as cloud computing can significantly change the operation efficiency and cost, thus changing the economic paradigm and the relationship between collaborative parties [23]. This leads to the consideration of technology disruption–driven competition. Third, as health care is a service-based industry, the application of transaction cost perspectives in the health care context should consider the factor of customer service when perceiving the relationship with partners [24]. The competitive advantage framework proposed in extant research [25] considers three generic strategies: low-cost leadership, differentiation, and focus. This framework reveals the connection between transaction cost economics principles and competition categories, and highlights the significance of the target market or customer to sustain superior performance. This is consistent with customer service–driven competition. In other words, the needs of exchanging hazard in the external environment uncertainty–relevant competition results in integration, the efforts of improving transaction efficiency in the technology disruption–driven competition lead to integration, and the
strategy of cost leadership in the customer service–driven competition causes integration.

More specifically, from the transaction cost economics perspective, vertical integration is about the economies of scope and horizontal integration is about the economies of scale [15]. In order to respond to the potential competition risks and change the competitive status, health systems are seeking either hospital-hospital mergers or hospital-physician integration [26]. Through the acquisitions of physician groups, health systems can expand the scientific horizons to care delivery [5]. Through the mergers of hospitals with similar focus, physicians in health systems can collaborate with similar expertise on a specific program [4]. Both integrations can reduce the hazards caused by uncertain environment–related competition. With higher perception, health systems will seek more unified solutions through vertical integration [6] and change the care delivery model through horizontal integration (eg, DisPatchHealth). The underlying mechanism for both cases is the improvement of transaction efficiency. However, such an outcome may cause even higher perception of technology-driven competition. Prior research suggests a positive relationship between CEO competition perceptions and integration, which arguably needs to be revisited given the recent post-COVID-19 “normal” contexts addressed in this study [27]. The perceptions of competition by CEOs of hospitals include the external market competition, and the integration considers the cost of information sharing. Strategic priorities in a health care system also propose the integrated framework of competition and collaboration, with discussions on competition around information technology [28]. Furthermore, the influence of customer service–driven competition on horizontal integration through the mechanism of cost leadership is reflected in the service niche [15]. The outcome of vertical integration when facing customer service–driven competition comes through the one-stop shop service to achieve cost leadership [10]. Details of these three mechanisms are summarized in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Mechanisms from competition perceptions to integration plans.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transaction cost economics theory</strong></td>
</tr>
<tr>
<td><strong>Competition reasons</strong></td>
</tr>
<tr>
<td>Uncertain environment</td>
</tr>
<tr>
<td>Technology disruption</td>
</tr>
<tr>
<td>Customer service</td>
</tr>
</tbody>
</table>

**Methods**

**Data Collection**

The effort to assess the linkage between competition and integration prospects of health systems is part of a broad project undertaken by the Health Administration Research Consortium at the Business School of the University of Colorado Denver [29]. The project involves an annual and broad study on health systems and collects insights via a survey of health system CEOs. The insights will help policymakers, practitioners, and academic stakeholders as they collaborate to create strategies to help the industry respond to the pandemic and prepare for the next crisis.

A survey questionnaire was developed in December 2020 to collect data from health systems and to study the environment that health systems face scientifically. The survey items came from prior literature, with questions reworded to fit the health systems context. Inputs were taken from researchers, consultants, and executives with appropriate expertise to design the questions. The survey was validated using a scientific process of expert evaluations and was pilot-tested with five top executives from the Health Administration Program Advisory Board. The survey questionnaire was revised and finalized in January 2021.

A contact list of CEOs was compiled from 624 health systems across the United States using data from multiple sources, contacts, professional networks, websites, and annual reports. The survey instrument was implemented in a professional survey platform and was mapped emails to the platform to create unique, trackable links for each health system. Email and phone solicitations were made in multiple rounds between January 25 and March 2, 2021. A total of 148 responses from the 624 CEOs contacted, representing a 23.7% response rate, out of which 13 incomplete responses could not be used, leaving 135 final usable responses.

The 135 health systems represented in this survey varied from 1 to 18 hospitals with 176 to 75,000 employees. The annual revenue in 2020 of the health systems ranged from US $0.7 million to US $14 billion. The health systems aggregated represented US $300 billion in revenues and 1.1 million employees across the United States.

We then matched the survey data set with secondary data collected from the Agency for Healthcare Research and Quality (AHRQ) compendium to glean a complete picture of the health systems. Finally, we had data from 124 health systems located across the United States. We analyzed this combined data set, which yielded several important insights.

**Ethics Consideration**

An ethics review was not applicable for this study. The data used was received through a leading professional consulting firm that anonymizes and provides secondary firm-level data for research and analysis to draw insights.

**Variables and Measures**

Table 2 describes the variables used in this study. The main variables in this study are vertical integration (VINT), horizontal integration (HINT), external environment uncertainty–related competition (EEUC), technology disruption–driven competition (TDDC), and customer service–driven competition (CSCD).
These variables were measured using 7-point Likert scales for relevant items. We tested the internal-consistency reliability of these multi-item variables using Cronbach $\alpha$. The four $\alpha$ values were close to or greater than the recommended acceptable threshold of .70 for exploratory research.

### Table 2. Description of variables, including survey questions and coding scheme.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Integration plans</strong></td>
<td></td>
</tr>
<tr>
<td>VINT$^a$</td>
<td>Develop through vertical integration</td>
</tr>
<tr>
<td>HINT$^b$</td>
<td>Develop through horizontal integration</td>
</tr>
<tr>
<td><strong>Competition perceptions</strong></td>
<td></td>
</tr>
<tr>
<td>Main question</td>
<td>What is needed for your health system to compete in today’s post-COVID-19 economy?$^c$</td>
</tr>
<tr>
<td>EEUC$^d$</td>
<td>External environment uncertainty–relevant competition (Cronbach $\alpha=.84$); focus on services in which you excel, reevaluate the business you are in, anticipate policy issues and be ready for that</td>
</tr>
<tr>
<td>TDDC$^e$</td>
<td>Technology disruption–driven competition (Cronbach $\alpha=.73$); transform through digital technologies, keeping current with technologies, new entrants disrupting the business model</td>
</tr>
<tr>
<td>CSDC$^f$</td>
<td>Customer service–driven competition (Cronbach $\alpha=.67$); loyalty of customers, develop a mix of talent, quality of services, and patient satisfaction</td>
</tr>
<tr>
<td><strong>Contingent variables</strong></td>
<td></td>
</tr>
<tr>
<td>SIZE_B-SMALL, SIZE_B-MEDIUM, SIZE_B-LARGE</td>
<td>The three size variables of the health system are measured using the total beds managed by the health system across all hospitals, reported by the AHRQ$^g$ Hospital Compendium: SIZE_B-SMALL, $&lt;$100 beds; SIZE_B-MEDIUM, 100-400 beds; SIZE_B-LARGE, $&gt;$400 beds</td>
</tr>
<tr>
<td>REGION-NE, REGION-MW, REGION-SOUTH, REGION-WEST</td>
<td>The four region variables of the health systems are coded based on their primary location in the United States, following the Census Bureau categorization: REGION-NE, Northeast; REGION-MW, Midwest; REGION-SOUTH, South; REGION-WEST, West</td>
</tr>
<tr>
<td>TEACHING-NON, TEACHING-MINOR, TEACHING-MAJOR</td>
<td>The three teaching variables are coded based on the teaching status of a health system: TEACHING-NON, nonteaching; TEACHING-MINOR, minor teaching; TEACHING-MAJOR, major teaching</td>
</tr>
<tr>
<td>REVENUE-LOW, REVENUE-MEDIUM, REVENUE-HIGH</td>
<td>The three revenue variables of the health systems are measured using the health system’s annual revenue across all hospitals: REVENUE-LOW, $&lt;$US $2$ billion; REVENUE-MEDIUM, US $2$-$5$ billion; REVENUE-HIGH, $&gt;$US $5$ billion</td>
</tr>
<tr>
<td>HIGH-DSH-HOSP</td>
<td>The health system includes at least one high DSH$^b$ patient percentage hospital (1=yes, 0=no)</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>Health system–wide uncompensated care burden flag (1=yes, 0=no)</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>The health system includes at least one high uncompensated care burden hospital (1=yes, 0=no)</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>Predominantly investor-owned hospitals (1=yes, 0=no)</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>The number of physicians in the health system, measured by the number of physicians reported by the AHRQ Hospital Compendium</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>Number of hospitals the health system has reported by the AHRQ Hospital Compendium</td>
</tr>
</tbody>
</table>

$^a$VINT: vertical integration.

$^b$HINT: horizontal integration.

$^c$All questions are measured using a 7-point Likert scale; 1=strongly disagree to 7=strongly agree.

$^d$EEUC: external environment uncertainty–related competition.

$^e$TDDC: technology disruption–driven competition.

$^f$CSDC: customer service–driven competition.

$^g$AHRQ: Agency for Healthcare Research and Quality.

$^h$DSH: discharge level.

The influencing factors examined in this study represent several categories: size, region, teaching status, revenue, and several other system characteristics. These variables are coded (see Table 2) to reflect the characteristics of a health system that may influence its competition perception and integration preference. Three size variables measure the number of beds across a health system (SIZE_B-SMALL, SIZE_B-MEDIUM, and SIZE_B-LARGE), four region variables reflect the location of a health system (REGION-NE, REGION-MW, REGION-SOUTH, and REGION-WEST), three teaching status–related variables assess the extent to which a health system is associated with a teaching program (TEACHING-NON, TEACHING-MINOR, and TEACHING-MAJOR). Three revenue variables measure the
annual revenue of a health system (REVENUE-LOW, REVENUE-MEDIUM, REVENUE-HIGH). In addition, we included variables to capture the discharge levels of patients (HIGH-DSH-HOSP), uncompensated care burden (HIGH-BURDEN-SYS and HIGH-BURDEN-HOSP), ownership status (OWNERSHIP), number of physicians (PHYSICIANS), and number of hospitals (HOSPITALS).

Sample Statistics

The descriptive statistics and pairwise correlations among the key variables used in this study appear in Table 3 and Multimedia Appendix 1, respectively. As shown in Table 3, health systems have a relatively high perception of TDDC compared with EEUC and CSDC. Furthermore, horizontal integration seems to be more popular for health systems than vertical integration.

In addition, to check for nonresponse bias, we compared the characteristics of responding and nonresponding health systems. Detailed comparisons are shown in Table 4. The t test results for all comparisons indicated no significant difference between respondents and nonrespondents.

Table 3. Summary statistics (N=124).

<table>
<thead>
<tr>
<th>Variablea</th>
<th>Mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>EEUC</td>
<td>5.10 (1.39)</td>
<td>1.67-7.00</td>
</tr>
<tr>
<td>TDDC</td>
<td>5.63 (0.94)</td>
<td>2.67-7.00</td>
</tr>
<tr>
<td>CSDC</td>
<td>5.12 (1.21)</td>
<td>2.00-6.67</td>
</tr>
<tr>
<td>VINT</td>
<td>4.51 (1.85)</td>
<td>1.00-7.00</td>
</tr>
<tr>
<td>HINT</td>
<td>4.97 (1.53)</td>
<td>1.00-7.00</td>
</tr>
<tr>
<td>SIZE_B-SMALL</td>
<td>0.09 (0.28)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>SIZE_B-MEDIUM</td>
<td>0.37 (0.49)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>SIZE_B-LARGE</td>
<td>0.54 (0.50)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>REGION-NE</td>
<td>0.22 (0.42)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>REGION-MW</td>
<td>0.24 (0.43)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>REGION-SOUTH</td>
<td>0.35 (0.48)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>REGION-WEST</td>
<td>0.18 (0.38)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>TEACHING-NON</td>
<td>0.30 (0.46)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>TEACHING-MINOR</td>
<td>0.48 (0.50)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>TEACHING-MAJOR</td>
<td>0.22 (0.41)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>REVENUE-LOW</td>
<td>0.61 (0.49)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>REVENUE-MEDIUM</td>
<td>0.23 (0.43)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>REVENUE-HIGH</td>
<td>0.15 (0.35)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>HIGH-DSH-HOSP</td>
<td>0.33 (0.47)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>0.20 (0.40)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>0.30 (0.46)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>0.02 (0.13)</td>
<td>0.00-1.00</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>1.84 (0.80)</td>
<td>1.00-3.00</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>1.50 (0.77)</td>
<td>1.00-3.00</td>
</tr>
</tbody>
</table>

aSee Table 2 for a description of variable codes.
Table 4. Characteristics of responding and nonresponding health systems.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Respondents (n=124), n (%)</th>
<th>Nonrespondents (n=511), n (%)</th>
<th>t test (633)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Size</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small (6-99 beds)</td>
<td>11 (8.9)</td>
<td>42 (8.2)</td>
<td>−0.19</td>
</tr>
<tr>
<td>Medium (100-399 beds)</td>
<td>45 (36.3)</td>
<td>212 (41.3)</td>
<td>−0.56</td>
</tr>
<tr>
<td>Large (≥400 beds)</td>
<td>68 (54.8)</td>
<td>257 (50.3)</td>
<td>1.41</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>27 (21.8)</td>
<td>117 (22.9)</td>
<td>0.07</td>
</tr>
<tr>
<td>Midwest</td>
<td>30 (24.2)</td>
<td>133 (26.0)</td>
<td>0.55</td>
</tr>
<tr>
<td>South</td>
<td>45 (36.3)</td>
<td>169 (33.1)</td>
<td>−0.48</td>
</tr>
<tr>
<td>West</td>
<td>22 (17.7)</td>
<td>92 (18.0)</td>
<td>−0.12</td>
</tr>
<tr>
<td><strong>Physicians</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small (51-199 physicians)</td>
<td>50 (40.3)</td>
<td>189 (37.0)</td>
<td>−0.74</td>
</tr>
<tr>
<td>Medium (200-999 physicians)</td>
<td>41 (33.1)</td>
<td>204 (39.9)</td>
<td>−0.69</td>
</tr>
<tr>
<td>Large (≥1000 physicians)</td>
<td>33 (26.6)</td>
<td>118 (23.1)</td>
<td>1.53</td>
</tr>
<tr>
<td><strong>Hospitals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small (1-3 hospitals)</td>
<td>83 (66.9)</td>
<td>337 (65.9)</td>
<td>−1.27</td>
</tr>
<tr>
<td>Medium (4-6 hospitals)</td>
<td>20 (16.1)</td>
<td>67 (13.1)</td>
<td>−0.02</td>
</tr>
<tr>
<td>Large (≥7 hospitals)</td>
<td>21 (16.9)</td>
<td>107 (20.9)</td>
<td>0.81</td>
</tr>
<tr>
<td><strong>Ownership status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investor-owned</td>
<td>3 (2.4)</td>
<td>15 (2.9)</td>
<td>−0.85</td>
</tr>
<tr>
<td>Noninvestor-owned</td>
<td>121 (97.6)</td>
<td>496 (97.1)</td>
<td>0.85</td>
</tr>
<tr>
<td><strong>Teaching status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major teaching</td>
<td>29 (23.4)</td>
<td>138 (27.0)</td>
<td>−0.15</td>
</tr>
<tr>
<td>Minor teaching</td>
<td>58 (46.8)</td>
<td>225 (44.0)</td>
<td>−0.61</td>
</tr>
<tr>
<td>Nonteaching</td>
<td>37 (29.8)</td>
<td>148 (29.0)</td>
<td>0.85</td>
</tr>
</tbody>
</table>

*aThe number of physicians and hospitals are presented in this table in different categories for easy comparison across respondents and nonrespondents.

Statistical Analysis

To answer the two research questions stated earlier, we performed two sets of analyses. We used ordered logit regressions to estimate (1) the relationship of the three competition perceptions to specific hospital characteristics and (2) the relationship between competition perceptions and integration plans. The integration variables are ordinal (with a sequentially higher value), thus driving the decision for ordered logit regressions. The ordered logit approach does not assume equal intervals between levels in the dependent variable and is thus a preferred estimation than ordinary least square estimation processes that assumes equal linear intervals. The ordered logit model is as follows:

\[ Y_i^* = \beta X_i + e_i, \]

where \( Y_i^* \) represents respondents’ propensity to indicate higher levels of the dependent variables (ie, EEUC, TDDC, CSDC, VINT, and HINT), \( X_i \) is a set of explanatory variables, \( \beta \) is a vector of parameters, and \( e_i \) are disturbances.

We did not observe \( Y_i^* \). Instead, we observed the ordinal dependent variable \( Y_i \) depending on the values of thresholds or cut-off points \( \tau_{m-1} \) and \( \tau_m \). The probability distribution of \( Y_i \) is given as follows:

\[ \Pr(Y_i=m|X_i=F(\tau_m-X_\beta)-F(\tau_{m-1}-X_\beta)) \]

Results

Estimation Outcomes

Table 5 shows the results of the ordered logit model estimation that describe the relationship between contingent factors and each of the three types of competition perceptions. One teaching variable had a significant, negative association with EEUC. The major teaching health systems variable showed high statistical significance (\( P<.001 \)). This suggests that major teaching health systems tend to have lower perceptions of EEUC. Based on the marginal-effects analysis, we found a 1.1% decrease in the probability of perceiving EEUC among major teaching health systems compared with nonteaching health systems.
There was also a significant negative relationship between high revenue and EEUC ($P<.001$), indicating that high-revenue health systems tend to perceive less EEUC than low-revenue health systems. The marginal-effects analysis suggested a 0.71% decrease in the probability of perceiving EEUC among high-revenue health systems than low-revenue health systems. A high-burden system had a significant positive impact on EEUC ($P<.001$), while a high-burden hospital had a significant negative impact. These results indicate that (1) a health system with a system-wide high uncompensated care burden tends to perceive EEUC, while (2) a health system with no high uncompensated care burden hospital is less likely to perceive EEUC. We also examined the marginal effects of these two variables. The results indicated a 0.52% increase in the probability of perceiving EEUC by a health system with a system-wide high uncompensated care burden and a 1.32% decrease by a health system with at least one high uncompensated care burden hospital.

For TDDC, there was a significant negative relationship between this perception and both medium size ($P<.001$) and large size ($P=.04$), indicating that smaller-sized health systems are more likely to have a higher level of TDDC. The marginal-effects analysis showed that the probability changes for these two factors are 3.08% and 2.13%, respectively.

Region had significant effects on the perception of TDDC. For example, health systems in the south ($P<.001$) have a higher TDDC perception than those in the northeast. The change in the marginal effects was 0.92%. Similarly, there was a significant positive relationship between high revenue and TDDC ($P<.001$). This result indicates that high-revenue health systems tend to perceive more TDDC than low-revenue health systems. The marginal effect of this change was 0.93%.

The relationship between a high system-wide burden and TDDC and the relationship between total hospitals in a health system and TDDC were both significant and negative ($P<.001$). These results suggest that health systems without a system-wide high uncompensated care burden and those with fewer hospitals are more likely to perceive TDDC. The marginal effects for these two variables were 1.14% and 0.59%, respectively.

For CSDC, compared with small-sized health systems (ie, those with a fewer number of beds), medium- and large-sized health systems ($P<.001$) are less likely to perceive CSDC. These results reveal the strong influence of health systems’ size on their competition perceptions regarding customer service provision. More specifically, marginal-effects analysis indicated a 1.11% and 0.49% decrease in the probability of perceiving CSDC for medium- and large-sized health systems, respectively.

### Table 5. Influence of contingent factors from the ordered logit model estimation.<a>

<table>
<thead>
<tr>
<th>Variables</th>
<th>EEUC&lt;sup&gt;b&lt;/sup&gt;</th>
<th>TDDC&lt;sup&gt;c&lt;/sup&gt;</th>
<th>CSDC&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (SE)</td>
<td>P value</td>
<td>Coefficient (SE)</td>
</tr>
<tr>
<td>SIZE-MEDIUM</td>
<td>−.379 (.122)</td>
<td>.002</td>
<td>−1.789 (.184)</td>
</tr>
<tr>
<td>SIZE-LARGE</td>
<td>.463 (.358)</td>
<td>.20</td>
<td>−1.673 (.826)</td>
</tr>
<tr>
<td>REGION-MW</td>
<td>.046 (.261)</td>
<td>.86</td>
<td>.011 (.277)</td>
</tr>
<tr>
<td>REGION-SOUTH</td>
<td>.292 (.099)</td>
<td>.003</td>
<td>.824 (.118)</td>
</tr>
<tr>
<td>REGION-WEST</td>
<td>1.210 (.717)</td>
<td>.09</td>
<td>.210 (.570)</td>
</tr>
<tr>
<td>TEACHING-MINOR</td>
<td>−.575 (.548)</td>
<td>.29</td>
<td>.304 (.183)</td>
</tr>
<tr>
<td>TEACHING-MAJOR</td>
<td>−1.348 (.068)</td>
<td>&lt;.001</td>
<td>−.081 (.211)</td>
</tr>
<tr>
<td>REVENUE-MEDIUM</td>
<td>−.702 (.449)</td>
<td>.12</td>
<td>.932 (.359)</td>
</tr>
<tr>
<td>REVENUE-HIGH</td>
<td>−.961 (.162)</td>
<td>&lt;.001</td>
<td>1.056 (.130)</td>
</tr>
<tr>
<td>HIGH-DSH-HOSP</td>
<td>.431 (.848)</td>
<td>.61</td>
<td>.639 (.282)</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>1.434 (.056)</td>
<td>&lt;.001</td>
<td>−.739 (.116)</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>−1.668 (.129)</td>
<td>&lt;.001</td>
<td>.241 (.169)</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>.333 (.552)</td>
<td>.55</td>
<td>−1.644 (1.337)</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>.224 (.107)</td>
<td>.04</td>
<td>−.022 (.643)</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>.004 (.028)</td>
<td>.88</td>
<td>−.482 (1.125)</td>
</tr>
<tr>
<td>Pseudo $R^2$</td>
<td>0.057</td>
<td>_&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.036</td>
</tr>
</tbody>
</table>

---

<sup>a</sup>The results of the cut-off points are omitted for brevity.

<sup>b</sup>EEUC: environment uncertainty–related competition.

<sup>c</sup>TDDC: technology disruption–driven competition.

<sup>d</sup>CSDC: customer service–driven competition.

<sup>e</sup>not applicable.
There was a significant negative relationship between major teaching health systems and CSDC \((P<.001)\), indicating that compared with nonteaching health systems, those with a teaching focus tend to perceive less CSDC. The marginal-effects analysis indicated a 0.78\% decrease in the probability of perceiving CSDC among major teaching health systems than among nonteaching health systems.

In addition, there was a significant negative relationship between CSDC and medium revenue \((P<.001)\), suggesting that health systems with a midrange revenue may not favor perceived CSDC. The marginal-effects analysis showed a 0.13\% impact for this revenue variable.

Table 6 and Table 7 display the estimation results for the second set of models, illustrating the relationship between competition perceptions and vertical and horizontal integration, respectively.

The results in Table 6 show different relationships between the three types of competition perceptions and vertical integration. Models 1-3 demonstrate the direct relationships of EEUC, TDDC, and CSDC with VINT, respectively, while model 4 is the combined model, which includes all three competition perceptions. The results indicated a significant positive relationship \((P<.001)\) between EEUC and VINT, and a significant negative relationship \((P<.001)\) between TDDC and VINT. The relationship between CSDC and VINT was not significant. More specifically, the results suggest that health systems with higher EEUC perceptions tend to choose vertical integration plans. The marginal-effects analysis showed a value of 4.64\% for this variable. However, health systems with a higher level of TDDC are less likely to opt for vertical integration. The probability change, according to the marginal-effects analysis, was 4.11\% for TDDC.

Similarly, the results in Table 7 display the different direct (models 1, 2, and 3) and combined (model 4) effects of the three types of competition perceptions on horizontal integration. The most significant relationship was the impact of EEUC on HINT \((P<.001)\). This significant and positive relationship is consistent in both the direct and combined models, indicating that health systems with higher EEUC perceptions tend to choose horizontal integration plans.
systems with higher EEUU perceptions have a higher probability of following horizontal integration plans. The negative relationship between TDDC and HINT was significant ($P = .05$) in the combined model. This result suggests a lower probability of adopting horizontal integration for health systems with higher TDDC perceptions. Finally, although the direct relationship between CSDC and HINT was not significant in the direct model, the combined model showed a highly significant negative relationship ($P < .001$) between these variables. This result indicates that health systems that perceive a higher level of CSDC are more likely to pursue a horizontal integration approach.

Table 7. Ordered logit model estimation results for competition types and horizontal integration.a

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1 (SE)</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4 (combined)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>$P$ value</td>
<td>Coefficient</td>
<td>$P$ value</td>
</tr>
<tr>
<td>EEUU$^b$</td>
<td>.619 (.036)</td>
<td>&lt;.001</td>
<td>.538</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TDDC$^d$</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>——</td>
</tr>
<tr>
<td>CSDC$^e$</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>——</td>
</tr>
<tr>
<td>SIZE</td>
<td>.395 (.422)</td>
<td>.35</td>
<td>.305 (.258)</td>
<td>.24</td>
</tr>
<tr>
<td>REGION</td>
<td>.199 (.230)</td>
<td>.39</td>
<td>.359 (.097)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>.712 (.913)</td>
<td>.71</td>
<td>.666 (1.375)</td>
<td>.63</td>
</tr>
<tr>
<td>TEACHING</td>
<td>.152 (.696)</td>
<td>.83</td>
<td>.041 (.774)</td>
<td>.96</td>
</tr>
<tr>
<td>REVENUE</td>
<td>.138 (.274)</td>
<td>.61</td>
<td>.222 (.263)</td>
<td>.39</td>
</tr>
<tr>
<td>HIGH-DISH$^f$-HOSP</td>
<td>.653 (.317)</td>
<td>.04</td>
<td>.334 (.227)</td>
<td>.14</td>
</tr>
<tr>
<td>HIGH-BURDEN-$SYS^h$</td>
<td>.947 (.395)</td>
<td>.02</td>
<td>1.241 (.490)</td>
<td>.01</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>.199 (.513)</td>
<td>.70</td>
<td>.710 (.454)</td>
<td>.12</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>.177 (.165)</td>
<td>.28</td>
<td>.224 (.313)</td>
<td>.47</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>.219 (.507)</td>
<td>.67</td>
<td>.193 (.468)</td>
<td>.68</td>
</tr>
<tr>
<td>Pseudo $R^2$</td>
<td>.102</td>
<td>N/A$^i$</td>
<td>.080</td>
<td>N/A</td>
</tr>
<tr>
<td>Mean VIF$^j$</td>
<td>1.78</td>
<td>N/A$^i$</td>
<td>1.73</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aThe results of the cut points are omitted for brevity.
bEEUC: environment uncertainty–related competition.
cNot included in model.
dTDDC: technology disruption–driven competition
eCSDC: customer service–driven competition.
fDSH: dispatch.
hHOSP: hospital.
hSYS: system.
iN/A: not applicable.
jVIF: variance inflation factor.

**Discussion**

**Principal Findings**

This study explored the differences of three competition perceptions of health systems in the United States, contingent on their characteristics. The study further examined how competition aspects are related to the different integration plans. The main findings are two-fold. For the first set of explorations on the main factors that influence health systems’ competition perceptions, asking about the similarities and differences of such influences and their implications, we found that size, teaching status, revenue, and burden are the four main factors influencing health systems’ competition perceptions.

First, the results indicate that small-sized health systems will perceive a higher level of all three types of competition perceptions. Therefore, a driving reason for integration plans among small-sized health systems may be to mitigate competition. The influences of size on all three competition perceptions were consistent.

Second, compared with nonteaching health systems, major teaching health systems perceive less EEUU and CSDC. A potential reason is an emphasis on major teaching health
systems; they are less bothered by the external environment and customer service provision changes.

Third, the results indicate that revenue has opposite influences for TDDC perceptions and EEUC and CSDC perceptions. On the one hand, the results suggest that high-revenue health systems perceive a higher level of TDDC. On the other hand, health systems with more revenue (both medium and high revenue) perceive lower EEUC and CSDC. These results demonstrate the nuanced influences of revenue on competition perceptions, and imply that the role of revenue should be examined more carefully in relevant decision-making.

Fourth, according to prior research (AHRQ), there are two types of uncompensated care burdens: a system-wide burden and hospital-level burden. This study employed two variables, high-burden system and high-burden-hospital, to capture these two types of burdens. The results showed that they have different influences on different competition perceptions. For example, health systems with a system-wide burden are more likely to perceive EEUC, while those with at least one high-burden hospital are less likely to perceive EEUC.

For the second set of examinations, we found a consistent significant positive relationship between EEUC and both vertical and horizontal integration; a consistent negative relationship, with changing significance, between TDDC and the two integration plans; and a negative relationship between CSDC and horizontal integration (see Table 8).

The results suggest the following. First, the strongest motivation for integration or an M&A is EEUC perceptions. When there is external environment uncertainty, organizations tend to pool their efforts to overcome the difficulties. Second, counterintuitively, TDDC perceptions hinder integrations. Data, privacy, and intellectual property issues may be the underlying reasons for such findings. For example, Internet of Things (IoT) technology can bring in a privacy threat in the process of integration. There will be data acquisition, aggregation, and integration in an IoT ecosystem where different systems build the linkage [30]. Third, to provide better customer services, health systems may not pursue a vertical integration strategy (it is unclear in this study), but they will not pursue horizontal integration. Organizations may not think they can gain better customer services by acquiring a similar company.

Table 8. Summary of findings: relationship between competition and integration.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Vertical integration</th>
<th>Horizontal integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>EEUC(^a)</td>
<td>Positive***</td>
<td>Positive***</td>
</tr>
<tr>
<td>TDDC(^b)</td>
<td>Negative***</td>
<td>Negative*</td>
</tr>
<tr>
<td>CSDC(^c)</td>
<td>N/A(^d)</td>
<td>Negative***</td>
</tr>
</tbody>
</table>

\(^a\)EEUC: environment uncertainty–related competition.
\(^b\)TDDC: technology disruption–driven competition.
\(^c\)CSDC: customer service–driven competition.
\(^d\)P < .001, * P < .05

Implications

The findings of this study have several practical and policy implications. First, this study sheds light on the influence of the characteristics of health systems on competition perceptions. Medium size, major teaching status, high revenue, and having at least one uncompensated care burden hospital lead to lower perceptions of EEUC. Health systems with a high system-wide burden of uncompensated care feel a stronger sense of competition due to external environment uncertainty. Such differences support our definition and understanding of EEUC perceptions. In other words, external environment uncertainty is considered at the health-system level. Furthermore, the system-wide burden has an opposite influence on EEUC and TDDC. Health systems with a system-wide burden tend to perceive a higher level of external environment–driven competition but a lower level of technology-driven competition. This is a meaningful finding. The implication is that a system-wide burden motivates or even forces health systems to worry about external environment uncertainty, including changes in Medicare policy. Health systems with a system-wide uncompensated care burden may not think technological disruption can solve their problems. The main takeaway is that even in the post-COVID-19 era, where technologies such as telehealth dominate and change the health care industry, other organizational factors are still critical for competition.

Recent research provides a rationale in the technology context. For example, digital orientations of smaller and less complex health systems are not aspirational [31]. This study also implies that medium size, system-wide burden, and more hospitals in a system can have negative influences on TDDC, while health systems in the south and those with high revenue perceive TDDC negatively at an even higher level. In other words, health systems with such characteristics should leverage the technologies for their organizations. Furthermore, revenue from customer services may not be equally important for all health systems when examining the influence of CSDC. This supports the prior literature on competitive markets [32,33]. Thus, policies designed to reform the delivery system must consider the diversity in system characteristics [17].

Second, the critical implication of this study is related to how EEUC, TDDC, and CSDC perceptions influence vertical and horizontal integration plans by the leaders of health systems. We found that the EEUC perception is influential on both vertical and horizontal integration plans. This finding indicates that in unstable markets and situations such as the COVID–19–relevant financial disruptions, there may be more
M&As. As a result, policymakers and practitioners may want to get ready for the changes in the post-COVID-19 new normal.

Regarding the influence of TDCC perceptions on vertical and horizontal integration, we found that technology-based competition drives less vertical integration. Given that health systems have recently aspired to accommodate remote- and virtual-care delivery options using technology, this is surprising. Plausibly, rather than acquiring firms, they may be focusing on developing in-house expertise. Indeed, a few telehealth M&As have been at the technology provider level rather than at the health system level. This may signal that health systems are preparing to develop technological expertise rather than making an excuse for quick buyouts or mergers.

In addition, customer services should be an essential parameter for all health systems. However, whether it drives integration decisions remains an open question. We found that CSDC perceptions are not a strong driver of integration, although the external environment and technological uncertainties do affect horizontal integration. In other words, in a highly competitive market that includes external-, technological-, and customer service–relevant competitions, health systems will pursue horizontal integration strategies through mergers. This reflects an opportunistic behavior to monopolize markets and lock customers into one system.

There are a few other findings relevant to the contingent factors that influence integrations. For example, we found that health systems in specific regions and those with high revenue and high burden have a higher propensity for vertical integration, with slight variations in these findings for horizontal integration. We do not tease out many implications from these findings, except that they suggest that M&A decisions are influenced by a set of factors other than simply competition aspects.

There are strong indications that external uncertainty is a significant cause for thinking about integration. Perhaps policy interventions for fiscal assurance are a way to help suffering health systems survive the pandemic. The aspirations of some healthy and large health systems to take advantage of this situation to buy out weaker ones and emerge as the key dominant player in a region need to be kept in check.

**Limitations and Directions for Further Research**

This study has a few limitations that future studies may be able to address. Focusing on internal issues (eg, management and coordination, value-chain dynamics) and demand-driven integration plans may be other perspectives to explore for health systems. Furthermore, opportunities for and barriers to integration may be studied in greater detail. Recent studies have shown that hospital M&As are associated with decreased patient experience measures, along with no evidence of quality improvement with the change in ownership of health entities [20]. Studies on the association between structural changes have yielded mixed results on cost, quality, and patient experience outcomes, indicating that the structural integration of health care organizations is conceptually distinct from integrated care delivery. Structural integration may or may not lead to integrated care, and providers and policymakers should focus on the conditions and strategies that enable structurally integrated organizations to capitalize on their ability to deliver more integrated care [16].

There are also concerns that integrated systems may increase prices and cost of care without commensurate improvements in quality and outcomes. The vertical integration approach showed no differences or lower efficiencies, as measured by utilization, spending, and prices [34]. Some evidence indicates that higher levels of integration are associated with higher levels of health care spending and increasing prices [35]. Other evidence shows mixed results, suggesting no significant effects or effects dependent on insurance type. While increased efficiencies may be possible, emerging research raises concerns about anticompetitive behavior, spending increases, and uncertain effects on quality. Vertical integration poses a threat to the affordability of health services and merits special attention from policymakers and antitrust authorities [13].

Reviews of hospital markets have found that concentrated markets are associated with higher hospital prices, with price increases often exceeding 20% after mergers. Of even more significant concern, reviews find that these price increases do not improve quality. In some cases, higher hospital concentration is associated with higher mortality rates. The higher concentration is associated with higher physician prices across a range of services. Despite evidence of associated price increases with no significant quality or efficiency improvements, both vertical and horizontal integration approaches have proceeded unchallenged. Health care consolidation concerns policymakers and regulators because market concentration can harm patients by increasing prices and premiums without accompanying improved care quality.

We also recognize that integration is not insufficiency by itself, although we acknowledge that our underlying tone in this study has been to avoid overly integrated monopolistic endeavors. Future work might investigate M&As with outcomes, as done in prior work [9,26]. It is also worth noting that increases in the market concentration of health care providers and insurers have been examined nationally, and that increases in market concentration are associated with increases in prices and premiums. However, local markets for health care can differ dramatically. At the state level, laws and regulations, and the mix of providers and insurers, make markets in each state vastly different [36].

Another limitation of this study is that we used the cross-sectional data set to examine the relationships between variables. Future studies are planned to collect and use multiple years of data from health systems to address this limitation and provide causal inferences.

**Conclusions**

Disruptions in health care are an emerging challenge and stem from a variety of sources. Recently, the COVID-19 pandemic has been a significant factor. In addition, technological disruptions and demands from empowered customers have put enormous pressure on health systems to shape different strategies for survival. Integration is one such strategy. However, understanding why leaders plan for integration is an essential insight for the health care sector. This study unravels
competition-integration dynamics, and relates external environment uncertainty, technological competition, and customer services–driven competition to vertical and horizontal integration plans. Almost all health systems have some plans for integrations [37]; however, we found that environmental uncertainty drives integration more than other competitive factors. In addition, health systems with heavy competition dynamics will opt for mergers to alleviate survival challenges. Competition-driven integration is unavoidable. However, overly integrated markets may lead to monopolistic entities and behavior, and that potential needs to be carefully managed and avoided with policy-level interventions. While interventions in the US health care sector are achieved through laws and regulations, proactively managing competition is an essential aspect of shaping policy interventions, and requires broader discussion and action.
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Abstract

Background: Although telehealth appears to have been accepted among some obstetric populations before the COVID-19 pandemic, patients’ receptivity and experience with the rapid conversion of this mode of health care delivery are unknown.

Objective: In this study, we examine patients’ prenatal care needs, preferences, and experiences during the COVID-19 pandemic, with the aim of supporting the development of successful models to serve the needs of pregnant patients, obstetric providers, and health care systems during this time.

Methods: This study involved qualitative methods to explore pregnant patients’ experiences with prenatal health care delivery at the onset of the COVID-19 pandemic. We conducted in-depth interviews with pregnant patients in the first and second trimester of pregnancy who received prenatal care in Cleveland, Ohio, from May to July 2020. An interview guide was used to probe experiences with health care delivery as it rapidly evolved at the onset of the pandemic.

Results: Although advantages of telehealth were noted, there were several concerns noted with the broad implementation of telehealth for prenatal care during the pandemic. This included concerns about monitoring the pregnancy at home; the need for additional reassurance for the pregnancy, given the uncertainties presented by the pandemic; and the ability to have effective patient-provider discussions via a telehealth visit. The need to tailor telehealth to prenatal health care delivery was noted.

Conclusions: Although previous studies have demonstrated that telehealth is a flexible and convenient alternative for some prenatal appointments, our study suggests that there may be specific needs and concerns among the diverse patient groups using this modality during the pandemic. More research is needed to understand patients’ experiences with telehealth during the pandemic and develop approaches that are responsive to the needs and preferences of patients.

(JMIR Form Res 2022;6(3):e32791) doi:10.2196/32791
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**Introduction**

Telehealth is a rapidly evolving approach to the delivery of health care, and significant strides have been made in its use for the delivery of prenatal care [1-4]. The appeal of telehealth is growing, as it provides not only a convenient and cost-effective way to deliver prenatal care, but also a way to improve patient experience [1,5-7]. Although telehealth was incrementally implemented before the emergence of COVID-19 across different patient populations and specialties of medicine, the pandemic radically altered both the timeline and the trajectory of its use to prevent the spread of the virus among health care providers, patients, and communities.

Preventing the spread of COVID-19 has been a particular priority in delivering prenatal care, because prior infectious disease threats, such as H1N1 and Zika, have had major implications for pregnant patients and infants [8-10]. In addition, as there is limited information about the impact of SARS-CoV-2 on pregnant women and newborns, health care institutions made tremendous efforts to ensure social distancing and infection prevention among this population [11-15]. Consequently, there has been rapid adoption of telehealth across diverse obstetric patient populations and health care systems [3].

As a result of initial efforts to implement telehealth in prenatal care, it was possible to begin to operationalize telehealth strategies that allowed patients to continue accessing health care during the pandemic, while eliminating the exposure risks of presenting to an outpatient center or hospital setting. Yet, this required instituting widespread acceptance of this approach among obstetric patient and provider populations who otherwise might not have embraced this type of visit before. For example, some providers either may not have used or elected to use telehealth prior to the pandemic. In addition, some patients may have had limited access to the equipment, internet services, or other resources needed to use telehealth; such issues have often been observed among patients from minority or low-socioeconomic groups [16,17]. Moreover, some patients may not have had an insurance plan that would cover the cost of a telehealth visit, while others may have elected not to use telehealth services because of a preference for in-person visits.

Consequently, although telehealth appears to have been accepted among some obstetric populations before the pandemic, patients' receptivity and experience with the rapid conversion to telehealth are unknown. Furthermore, it is unknown how patients will respond to telehealth visits for obstetric management amidst all the uncertainties presented by the pandemic. It is critical to understand not only patients' experiences with this mode of prenatal health care delivery during the pandemic but also how those experiences may influence health care delivery in the future. Therefore, we conducted a study to understand patients' prenatal care needs, preferences, and experiences during the COVID-19 pandemic to support the development of successful models to serve the needs of pregnant patients, obstetric providers, and health care systems during this time.

**Methods**

This study was developed as a qualitative study to explore emerging concepts and themes as they relate to obstetric health care delivery and patient experience during the pandemic.

**Ethics Approval**

All research procedures were reviewed and approved by the (deidentified) institutional review board (number 20-408; IRB) of the outpatient clinics of the (deidentified) health care system. Eligible participants were contacted using an IRB-approved study recruitment letter with instructions to contact the research team if interested in participation and informed consent obtained from them.

**Recruitment**

We conducted in-depth telephone interviews with pregnant women to understand their prenatal care needs, preferences, and experiences during the COVID-19 pandemic. Inclusion criteria included women who were 18 years of age or older, were English speaking, were able to provide informed consent for research participation, received obstetric care at 1 of the outpatient clinics of the (deidentified) health care system, had a viable intrauterine pregnancy, and had not experienced pregnancy loss at the time of study participation. Recruitment was structured to seek input from 2 groups of women who represent patients at different significant time points in pregnancy. One group included women in the first trimester of pregnancy to capture prenatal care needs, preferences, and experiences at the onset of the pregnancy and prenatal care delivery. A second group included women in the second trimester, whose prenatal care had been established prior to the declaration of a COVID-19 pandemic in the state of Ohio (March 2020). We conducted interviews from May to July 2020. During this time, telehealth was instituted across the health care system and, while encouraged, not required. After providing informed consent, participants took part in a semistructured telephone interview. The interviews were conducted using an interview guide that contained probes to explore pregnant patients' knowledge and perception of the COVID-19 pandemic and the pandemic’s impact on their ability to access different aspects of prenatal care. The interview guide was developed in conjunction with content experts in obstetrics, health care communication, medical decision making, clinical genetics, and maternal-fetal medicine. It was piloted before use; the final version was modified based on initial participant feedback. Interviews were audio-recorded and transcribed for analysis.

**Statistical Analysis**

Analysis was approached as an iterative and progressive process of data immersion, coding, memoing, and theme identification, an inductive process consistent with grounded theory [18,19]. We identified content domains and categories in transcripts to
create a coding tree used to organize the data. A companion
codebook was created to serve as a reference for the analysis.
The coding and analysis processes were led by 2 members of
the study team (authors RF and MP) using NVivo version 12
(QSR International). The research team held weekly meetings
to review data coding and memoing and identify themes.
Themes identified were contextualized with information about
the trimester of pregnancy, gravity/parity, and previous
pregnancies.

Results

Patient Characteristics

We contacted 115 (first trimester) and 139 (second trimester)
patients scheduled at various outpatient clinics within this health
care system. Of those, we recruited a total of 40 (15.7%)
pregnant women: 20 (50%) in their first trimester and 20 (50%)
in their second trimester. The mean patient age was 32.25 (SD
4.54) years, this was the first pregnancy for 15 (37.5%) patients,
3 (7.5%) patients had symptoms of COVID-19 during this
pregnancy, 5 (12.5%) were tested for COVID-19, and all results
were negative (Table 1). Qualitative analysis identified 4 major
themes: (1) perceptions of the benefits of telehealth during the
pandemic, (2) the need for reassurance that comes from
in-person clinical visits with an obstetric provider, (3) added
carens about being responsible for determining the well-being
of the pregnancy at home, and (4) the impact of telehealth on
patient experience with pregnancy and prenatal care (see Table
2 for additional qualitative data). No major differences in
thematic identification were noted among women in the first
trimester of pregnancy (study ID denoted by G1) and women
in the second trimester of pregnancy (study ID denoted by G2).

Table 1. Demographics (N=40).

<table>
<thead>
<tr>
<th>Demographics of participants</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>Non-AMA^ (&lt;35)</td>
<td>27 (67.5)</td>
</tr>
<tr>
<td>AMA (≥35)</td>
<td>13 (32.5)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>34 (85)</td>
</tr>
<tr>
<td>Black</td>
<td>4 (10.0)</td>
</tr>
<tr>
<td>Asian</td>
<td>2 (5.0)</td>
</tr>
<tr>
<td>Reproductive history</td>
<td></td>
</tr>
<tr>
<td>Primigravida</td>
<td>15 (37.5)</td>
</tr>
<tr>
<td>Multigravida</td>
<td>25 (62.5)</td>
</tr>
<tr>
<td>Trimester of pregnancy</td>
<td></td>
</tr>
<tr>
<td>First trimester</td>
<td>20 (50.0)</td>
</tr>
<tr>
<td>Second trimester</td>
<td>20 (50.0)</td>
</tr>
<tr>
<td>Tested for COVID-19</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5 (12.5)</td>
</tr>
<tr>
<td>No</td>
<td>35 (87.5)</td>
</tr>
<tr>
<td>COVID-19 results (N=5)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Negative</td>
<td>5 (100)</td>
</tr>
<tr>
<td>Use of telehealth (prior to interview)</td>
<td></td>
</tr>
<tr>
<td>In-patient visit only</td>
<td>32 (80.0)</td>
</tr>
<tr>
<td>Telehealth visit</td>
<td>8 (20.0)</td>
</tr>
</tbody>
</table>

^AMA: advanced maternal age.
### Table 2. Supplemental qualitative data.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Illustrative Quotes</th>
</tr>
</thead>
</table>
| Theme 1: Perceptions of the benefits of telehealth during the pandemic | • “Truthfully, for a lot of the early prenatal visits, you just sat in the waiting room for what felt like 10 hours, you peed in a cup, and you waited in the exam room for 10 hours. Then, it was a quick Doppler belly check, a quick ‘How are you doing?’, [a] blood pressure check, [and] ‘All good. Great. We’ll see you in a month.’ So that’s it. I can do the blood pressure at home. I could do the Doppler, theoretically. I could do weight at home.” [G1, patient 13]  
• “Well, I think it is very cool that they’re doing virtual visits. One thing that I thought was really neat is that, at my doctor’s appointment, they gave me a Doppler so I can listen to the baby’s heartbeat at home . . . I was very pleasantly surprised. I felt like, you know, unless there’s something major going on, that a virtual visit every now and then and was totally appropriate.” [G1, patient 12]  
• “Virtual visits are a big deal . . . I was comfortable doing one. Of course, if there was something I was concerned about it, I could come in. I think it is just less enjoyable to come in because, you know, in the back of your head, you are worried about the possibility of being exposed to someone, especially if you are in a medical building.” [G2, patient 4]  
• “I feel great about it. They sent me home with a blood pressure cuff and I want to say . . . a Doppler. I think that, with the baby and stuff, it really . . . you minimize your exposure, and you don’t have to drive back and forth and sit in a waiting room. So, I feel like as long as you’re healthy and everything’s good, then these are great options.” [G2, patient 10]  |
| Theme 2: Reassurance that comes from in-person clinical visits with an obstetric provider | • “She [her provider] said she’d send us home with Dopplers to listen to the baby’s heart at home, which is like, ‘Woah. I’m supposed to sit there and try to find it?’ I can’t even think about that. So, it’s definitely weird and different and not what I expected at all. It makes me nervous that the doctor won’t be right there to do it for me, like someone who went to school for this and is trained in this.” [G1, patient 3]  
• “I don’t necessarily feel a virtual visit with my provider offers the same thing that an in-person appointment would, for example, with measuring your fundal height or taking sure the heart rate is good. Unless you have the tools at home or the knowledge, you wouldn’t have the ability to make sure you’re on track compared to your provider doing that in person.” [G1, patient 10]  
• “I would like more in person visits versus the telehealth, just for my own peace of mind that the pregnancy is progressing as it should.” [G2, patient 12]  
• “I just feel like it would feel safer for me to actually see a doctor and actually have them look at me, instead of having the virtual visit. I was never worried or concerned about going to the doctor to get checked.” [G1, patient 8]  
• “Being the first child, I just think it’s nice going into the doctor especially early on when, even though you might have symptoms like you’re tired or nauseous, I don’t have much of a stomach yet, I don’t feel the baby kicking. So, it’s nice to go in and have that reassurance that [the] baby is still growing properly and everything. So, I would prefer going in.” [G1, patient 11]  |
| Theme 3: Added concerns about the responsibility of determining the well-being of the pregnancy at home | • “The only thing I would be worried about is if something was wrong. Like, they need to make sure they hear a heartbeat or something like that having more fetal movement when I was further along.” [G1, patient 4]  
• “I went home, and I tried to use it, and it was a couple days later and I couldn’t get it to work, and I was worried it was because there was nothing there to listen to.” [G1, patient 12]  |
| Theme 4: The impact of telehealth on patient experience with pregnancy and prenatal care | • “But I think it’s also important to be able to do the in-person visits, and there’s some things I would imagine could get missed just by not having that in-person contact, so I see why that’s important as well.” [G1, patient 14]  
• “Right now, my regular physician has been going teledoc, so we’ve had to do a couple of those. The worst part about it is maybe the connection when you’re standing at a laptop and there might be, like, a delay. So, that is just something you gotta take, I guess, if you’re doing virtual, I wouldn’t be not interested in it.” [G2, patient 9]  
• “I don’t necessarily feel a virtual visit with my provider offers the same thing that an in-person appointment would.” [G1, patient 10]  |

### Perceptions of the Benefits of Telehealth Visits During the Pandemic

For some participants, their first exposure and opportunity to use telehealth were because of the changes made in response to the pandemic. Some discussed the convenience of this approach. As described by 1 participant who had not elected for telehealth visits before the pandemic,

> I realized that the only things that were different with a virtual visit would be checking the heart rate and checking the blood pressure. Once I realized I wasn’t really missing out on much and that I can check the heart rate at home by myself, made me feel better.
This finding was noted among participants in the first trimester who were beginning their prenatal care and participants in the second trimester who had already had a series of in-person visits with their provider prior to the pandemic.

Yet, for many, the benefit of telehealth was the ability to reduce the risk of exposure to COVID-19. A recurrent subtheme was concern about the “the possibility of being exposed to someone” [G2, patient 2] while presenting for an in-person prenatal care visit. For some, “virtual visits” (the term used for telehealth in this health care system) felt “safe” and “safer” than going into the office during the pandemic to avoid unnecessary potential exposures during the visit for themselves and their family. Although many participants noted the steps health care clinics and providers had taken to prevent COVID-19 exposure, there was a concern about other patients who presented for care.

I think that the home virtual visits are a really great option so I don't have to sit in the waiting room. Even though everyone has a cloth mask on, it's just a nice comfort level to avoid unnecessary exposures to who knows what. [...] I really looked forward to my prenatal visits in my other pregnancies. But, sitting in the waiting room with everybody and masks on, and seeing the front door be so busy with people, it just made me more aware of all the people that are touching surfaces and adding to the potential exposure. Because, you can't really, really trust all people. [G1, patient 13]

For these participants, telehealth visits added a degree of safety and reassurance.

The Need for Reassurance That Comes From In-Person Clinical Visits With an Obstetric Provider

Although some participants spoke of the benefits of telehealth during the pandemic, others discussed reservations with this approach. Several participants discussed how they weighed their needs and preferences for reassurance with an in-person visit against the risk of possible COVID-19 exposure by presenting to an office or health care center.

It would feel safer for me to actually see a doctor and actually have them look at me instead of having the virtual visit. [G1, patient 8]

Participants were aware of the risks of COVID-19 for themselves and their families. Yet, many also felt increased uncertainty from the pandemic and stated a preference for in-person visits to alleviate that uncertainty. As described by this participant who initiated prenatal care during the initial phases of the pandemic,

When I first found out I was pregnant, it was scary and stressful. When I found out, that's when the whole pandemic started. So, it was very, very stressful at first. The only thing that we were thinking of was I have a way to protect myself [...]. I just feel like it would feel safer for me to actually see a doctor and actually have them look at me instead of having the virtual visit. I was never worried or concerned about going to the doctor to get checked. [G1, patient 8]

The preference for an in-person visit was noted among women in the first and second trimester of pregnancy. Some participants in the first trimester of pregnancy preferred in-person visits to reassure them of the status of the pregnancy, particularly before there were visible or tangible changes of pregnancy. This reassurance is something that they did not feel could come from a telehealth visit. As described by this participant in the first trimester,

I wanted to make sure I was still pregnant even though I took like ten tests and they all said, “Yes.” I just definitely wanted to make sure I still am . . . I want to make sure everything's gonna be okay. [G1, patient 3]

This was also observed among women in the first trimester who had never been pregnant.

My doctor said that, maybe down the line, we could do some virtual visits. I thought, oh, that's interesting. I've never done those. I would save some time and energy on those. But at the same time, I still feel like, with my first pregnancy, I should still get to the office and have [one-on-one], face-to-face. [G1, patient 7]

This was a theme noted across both trimesters. For example, participants in the second trimester also sought reassurance until they could experience tangible evidence of the pregnancy.

I still wanted to go into the doctor at least until I could feel the baby moving because I don't feel many symptoms when I'm pregnant. So, I just wanted confirmation that there was still a baby in there. [G2, patient 21]

Added Concerns About Responsibility for Determining the Well-being of the Pregnancy

Participants also spoke of their concerns about managing their prenatal care with home monitoring and during their telehealth visit. These concerns augmented existing concerns about their health and the well-being of the pregnancy during the pandemic. One main subtheme was that although participants were provided with the instructions and tools to check the presence and status of the fetal heart tones, they noted some concern over whether they had the skills and competence to use the equipment. This concern stemmed from an underlying concern that “something would be missed” or “overlooked” if a trained health care provider did not perform the evaluation in person.

So, they gave me a blood pressure monitor and a Doppler. So, I guess, I am going to be in charge of doing those things, which is making me anxious. [G1, patient 2]

Participants worried both about missing a potential health problem and about misinterpreting a result so that they would suspect a problem that did not really exist. As described by this patient,

So, my OB [sic] also does the virtual visits, and they said, “We'll give you a blood pressure cuff. We'll give you a Doppler. You can check your own baby's heart
rate.” And to me, I mean I know they’re taking precautions, everybody . . . all the doctors are trying to see less patients and all that. But I feel like, being pregnant, I feel like that should have to be something an OB [sic] should have to physically evaluate their patient for, not doing me itself. [. . .] I just feel like it’s an important thing that the OB should be the one to physically assess the baby and me. Check my blood pressure for me because I’m not . . . I’m not trained in that. I feel like that’s their job and they’re the ones that are the trained professionals and they would know how to do that better than I would. [G1, patient 17]

Several participants also had a profound fear of discovering an obstetric complication or pregnancy loss while using the equipment provided for at-home monitoring. As described by this participant who was provided a Doppler to hear the fetal heart tones,

The Doppler . . . I tried using it a couple times, [and] it’s still early on in the pregnancy, so it is harder to pick up on. Sometimes I’m like, “Oh gosh. Why don’t I see it? Is something wrong?” [G1, patient 11]

This was also a prominent concern among participants who had experienced a pregnancy loss or complication in an earlier pregnancy. As described by this participant,

I know my next appointment will be virtual and I’ll need to do my own Doppler, and that’s definitely different. So, I’m not sure how I’ll feel about it, especially with the scare we had [referring to a threatened miscarriage]. I’m not sure if I can’t find it [heartbeat], or with me being early on, if I can’t find something. It would be a huge worry on me. [G1, patient 6]

**The Impact of Telehealth on Patient Experience**

The meaning and significance of the experience of pregnancy were an important topic for participants. Participants sought meaningful and personal experiences with the pregnancy, something many felt that in-person access to a health care provider could offer.

If I don’t go [into the office], I don’t get to see the progress of my baby, and I want to be able to see that still despite the pandemic. [G1, patient 20]

There was also a sense of confronting and managing a sense of loss in the expected experience and the reality of prenatal care as it was unfolding during the pandemic.

I never imaged my first pregnancy would be like this and that I’d be talking to my doctor about a lot of things over the phone or with a mask on in our visits. [G1, patient 3]

Participants spoke of the desire to have an experience where they could align their care with their personal needs and preferences during pregnancy. Some participants noted that communication during a telehealth visit was different than their expectations for their prenatal care or than their experiences during another kind of telehealth visit. For participants, there seemed to be greater familiarity or effectiveness during an in-person interaction with the health care provider.

I prefer in-person visits because sometimes, I think of more questions to ask or I have certain concerns. So, I feel like I get better answers and support in-person. [G1, patient 5]

Interpretation of nonverbal communication, gestures, body posture, and facial expressions was also a concern for telehealth visits. As this participant explained,

I do wonder if you’ll be able to catch everything that you would have [at] an in-person appointment. I know you go through your basics. You go through your basic numbers like the fetal heart rate, blood pressure, and such, [. . .] In person, with facial expressions and such, you can pick up on some subtleties. So, I do wonder if something might get lost. [G2, patient 23]

For some patients, the personal nature of pregnancy, with discussions of reproduction, children, and family, presented a sharp contrast to other types of medical visits. This participant described the uniqueness of obstetric visits and conversations compared to other health care encounters:

But it is a . . . it’s a very personal thing, and I think that you kind of need to be with your doctor physically. I think it’s just a different kind of care. It’s a different kind of appointment, and so, I think it’s a mistake to treat OB/GYN care just like any other doctor’s appointment, like, ’cause, I just think it’s different in so many ways. [G2, patient 18]

**Discussion**

**Principal Findings**

Our study provides important insight into the nature and scope of health care delivery challenges caused by the COVID-19 pandemic, specifically those associated with the implementation of telehealth as a formative strategy to control infection spread among health care providers, patients, and communities. Although previous studies demonstrated that telehealth is an acceptable and available way to obtain prenatal care for some pregnant patients [2,6,20], the majority of these studies were conducted prior to the pandemic and with patient populations who may have been more accepting of or able to use this approach. As a result, there is little data on the impact of broad and rapid telehealth use across diverse patient and health care provider populations in response to a pandemic.

Our study sheds light on patients’ experiences and attitudes about integrating telehealth in prenatal health care delivery. Many participants in this study supported the use of telehealth in their prenatal care, citing reasons, including a sense of greater convenience, less time commitment, and less frustration from logistic steps of navigating the clinical setting compared to in-person visits; similar reasons had been noted in previous studies on the use of telehealth. In addition, they valued telehealth as a way to avoid possible exposure to COVID-19 and the potential negative consequences of infection for themselves, the pregnancy, and their family. Such factors may
help patients who may be unsure of or inexperienced with using the internet for health care to try telehealth [21-25].

However, there were several concerns about telehealth broadly and its rapid integration during the pandemic, concerns that have not been reported in earlier studies of the use of telehealth in prenatal health care delivery. A leading finding was that many participants sought additional reassurance about their health care during the pandemic, particularly the implications of COVID-19 for the pregnancy and the best approaches to managing key aspects of their pregnancy amidst the pandemic (eg, accessing testing during pregnancy, management of labor and delivery). Several participants felt that they could only achieve the level of reassurance they needed from an in-person visit. This was due, in part, to a concern that health care communication may not be as effective during an internet-based interaction compared to an in-person visit. Participants described how they viewed the use of telehealth for obstetric care compared to its use for general health care concerns. Reasons included the need for additional care and sensitivity needed for personal discussions pertaining to reproductive health, the pregnancy, parenthood, and family. For these participants, different and unfamiliar approaches to patient-provider communication also led to questions about health care quality and patient experience during their pregnancy as it was uniquely affected by the ongoing pandemic. Among this group, there was a call for health care systems to adapt telehealth approaches that would address the nuances of pregnant patients and prenatal care delivery.

Other important concerns were described. As part of telehealth implementation, participants were often provided with home monitoring equipment, such as a fetal Doppler to assess the fetal heartbeat at home. Most felt satisfied with the education provided by their health care provider about how to use this equipment. Yet, several were concerned about using this equipment at home [26,27], specifically whether they had the ability to correctly use the Doppler to hear the heart tones. This is a unique finding that calls for further investigation as other studies show patients’ acceptance of using home monitoring tools [28]. Yet, a recent study demonstrated that 68% of participants were comfortable using a fetal Doppler for fetal heart tones [26], raising a question of the perspectives of those participants who did not. Further research is needed to understand how diverse patient populations may be able to implement home monitoring plans as part of telehealth, an issue that may be affected by health literacy and other key patient demographic factors.

Another concern pertained to a fear that they would be the ones to directly identify miscarriage or fetal loss by detecting the lack of a heartbeat using the fetal Doppler. Prior studies demonstrate the fears and experiences of women regarding the experience of miscarriage, particularly among those who experienced loss in a prior pregnancy [29-33]. These are significant considerations that must be addressed in telehealth implementation, both for patients experiencing pregnancy during the pandemic and for those who may use telehealth under different circumstances.

These findings raise questions about how patient experience and health care communication, key metrics to health care quality and safety, may be altered by telehealth, particularly when broadly implemented during a pandemic or other similar public health crises. Obstetric patients may have unique needs with the implementation of telehealth during the pandemic, given the myriad of uncertainties that COVID-19 has introduced to health care deliveries and communities. A model by Peahl et al [6] suggested that a 4-1-4 method may be possible for prenatal care, describing a process that combines in-person with telehealth visits that may balance the preferences and needs of patients, while also maintaining health and safety during an infectious public health threat. Thus, there is a need to develop approaches to telehealth for prenatal care delivery that align with the preferences and needs of diverse pregnant patient populations.

**Limitations**

Although our study sheds light on the emerging challenges with telehealth implementation, there were some limitations. The study used qualitative methods among a sample of patients at a single health care system. Our sample was limited in size and in racial and ethnic representation among diverse populations. In addition, study participants were from a health care system that could readily deploy telehealth, which may reflect participants’ interest and exposure to this approach. Therefore, further research is needed to examine study findings among diverse patient populations and as the course of the pandemic continues.

**Conclusion**

In conclusion, although previous studies have demonstrated that telehealth is a flexible and convenient alternative for some prenatal appointments, our study suggests that there may be specific needs and concerns among the diverse patient groups using this modality during the pandemic. More research is needed to understand patients' experiences with telehealth during the pandemic and to develop approaches that are responsive to both the needs and preferences of patients and the challenges presented by public health emergencies that call for significant changes in health care delivery. This includes understanding the experiences of not only pregnant patients but also patient populations who may also have experienced the rapid conversion to telehealth in response to the pandemic.
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Abstract

Background: Quarantines and nationwide lockdowns implemented for containing the spread of the COVID-19 pandemic may lead to distress and increase the frequency of anxiety and depression symptoms among the general population. During the nationwide lockdown of the first wave of the COVID-19 outbreak in Spain, we developed and launched a web-based app to promote emotional self-care in the general population and facilitate contact with health care professionals.

Objective: This study aimed to describe a web-based app and analyze its utilization pattern throughout 2 successive waves of the COVID-19 outbreak in Spain.

Methods: Our web-based app targeted all individuals aged 18 years or more and was designed by adapting the contents of a mobile app for adjuvant treatment of posttraumatic stress disorder (ie, the PTSD Coach app) to the general population and the pandemic or lockdown scenario. We retrospectively assessed the utilization pattern of the web-based app using data systematically retrieved from Google Analytics. Data were grouped into 3 time periods, defined using Joinpoint regression analysis of COVID-19 incidence in our area: first wave, between-wave period, and second wave.

Results: The resulting web-based app, named gesioemocional.cat, maintains the navigation structure of the PTSD Coach app, with three main modules: tools for emotional self-care, a self-assessment test, and professional resources for on-demand contact. The self-assessment test combines the Patient Health Questionnaire-2 and the 7-item Generalized Anxiety Disorder scale and offers professional contact in the advent of a high level of depression and anxiety; contact is prioritized in accordance with a screening questionnaire administered at the time of obtaining individual consent to be contacted. The tools for emotional self-care can be accessed either on-demand or symptom-driven. The utilization analysis showed a high number of weekly accesses during the first wave. In this period, press releases regarding critical events of the pandemic progression and government decisions on containment measures were followed by a utilization peak, irrespective of the sense (ie, positive or negative) of the information. Positive information pieces (eg, relaxation of containment measures due to a reduction of COVID-19 cases) resulted in a sharp
increase in utilization immediately after information release, followed by a successive decline in utilization. The second wave was characterized by a lower and less responsive utilization of the web-based app.

Conclusions: mHealth tools may help the general population cope with stressful conditions associated with the pandemic scenario. Future studies shall investigate the effectiveness of these tools among the general population—including individuals without diagnosed mental illnesses—and strategies to reach as many people as possible.

(JMIR Form Res 2022;6(3):e27402) doi:10.2196/27402
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Introduction
In the last months, most countries worldwide have experienced uncontrolled outbreaks of the COVID-19 soon after reporting the first case. The rapid spread of its causative agent, SARS-CoV-2, has led to an unprecedented overburdening of health care systems, prompting many governments to dictate strict lockdowns for containing the outbreak.

While such indiscriminate strategies have succeeded in containing SARS-CoV-2 spread and reducing mortality [1], evidence warns on many psychological harms potentially associated with quarantines [2], particularly among older and dependent people and those with previous psychiatric pathologies [3-5]. Alongside the quarantine-specific stressors, the uncertainty associated with the pandemic scenario and impossibility of accompanying loved ones during their hospital stay or end-of-life stage has contributed to psychological overwhelming in many cases [5].

The use of mobile health (mHealth) and web-based technologies for health (eHealth) has been shown to improve access to health care services under confinement situations. In previous years, information and communication technologies (ICT) (including mHealth and eHealth solutions) for people with mental health needs have been gradually incorporated into routine care, as also for social groups not considered regular digital consumers such as older people [6]. A successful example of ICT-based solutions for mental health is the mobile app for managing posttraumatic stress disorder (PTSD; ie, the PTSD Coach app), developed by the Veterans Affairs National Centre for PTSD and the Department of Defence’s National Centre for Telehealth & Technology [7]. The PTSD Coach app has been translated to many languages—including Spanish, a translation led by our team [8]—and it is currently used in our psychiatry department as an adjuvant to face-to-face therapy for PTSD.

The Catalan Health Service, which provides universal health care to a population of 7.7 million inhabitants in Northeast Spain, has a long tradition of implementing ICT solutions for promoting integrated care and increasing the efficiency and quality of health care delivery. The overloading of the health care system experienced during the COVID-19 outbreak boosted the implementation of various digital health strategies to counteract the collapse of many health resources [9]. To our knowledge, by the time of the nationwide lockdown in our country, no mHealth solutions had been developed for supporting people with mental health needs in a quarantine or lockdown context. Thus, considering the limited access of people to the health care system and the potential of ICT-based solutions to bridge these gaps, we aimed to develop a web-based app platform for supporting emotional management among the general population during the COVID-19 outbreak in our country. The existence of the PTSD Coach app provided us with an opportunity to develop such a web-based app quickly and offer it to the local population timely.

We present herein the development, main characteristics, and launch of the web-based app, named gestioemocional.cat (“emotionalmanagement” in Catalan), and a retrospective analysis of its use throughout alternate periods of lockdown and ease of social distancing measures.

Methods
Design Objectives
The web-based app was developed in response to a request by the Catalan Health System and Catalan Ministry of Health to provide Catalonia citizens (Northeast Spain) with support for coping with the emotional struggle associated with the COVID-19 pandemic and the nationwide lockdown. The web-based app was designed to assess two main objectives: (1) to provide users with tools and guidance for emotional self-assessment and care, and (2) to establish a communication channel to reach health care professionals in the advent of worsening of mental health symptoms.

The web-based app targeted all individuals aged 18 years or older with the capacity to use a mobile app or website. Spain has a high smartphone penetration rate [10], for which the web-based app had the potential to reach a significant part of the population. Nonetheless, technical requirements of the web-based app were minimized to facilitate access. Furthermore, to achieve high acceptability and on-demand use of the web-based app [11], we decided to store the least information possible and not retain the user’s historical records.

Development of the Web-Based App
The government request for developing the web-based app was made on March 26, 2020. A panel of experts consisting of 2 clinical psychologists with expertise in psychological trauma and crisis intervention and 2 psychiatrists of the Catalan Health System coordinated and oversaw the web-based app development and content generation. Considering the limited time for developing the web-based app and the effectiveness of the previously developed PTSD Coach app, we used it as a...
starting point to translate its contents and adapt them to a lockdown or pandemic scenario when necessary.

The panel of experts reviewed all items of the PTSD Coach app and grouped them into three categories: (1) items that could be translated into local languages without changes in their content; (2) items that required adaptation owing to cultural differences, need for broadening the clinical scope to cover anxiety and depression symptoms, or adequateness to the quarantine or pandemic scenario; and (3) items to be removed for definite inappropriateness in accordance with the intended use of the App. Owing to the urgency of the development of the web-based app, item review was based on the clinical criteria and the expertise of panel members. Of note, 2 of them had contributed to developing and translating the PTSD Coach App and had, therefore, in-depth knowledge of the rationale behind each item. The resulting contents were used to develop the web-based app using the corporate colors and design of the Catalan Health System. The authors of the PTSD Coach app kindly provided permission to adapt and translate their App.

Time Frame and Launching Strategy of the Web-Based App

The first case of COVID-19 in Spain was officially reported in late January 2020. The Spanish government halted public gatherings on March 9, 2020, and led to a state of alarm and a nationwide lockdown on March 13, 2020. The lockdown started a progressive easing on May 10, 2020, and was definitely lifted on June 20, 2020. The web-based app gestioemocional.cat was launched by the Catalan Health Department on April 15, 2020. Information regarding the web-based app was disseminated using television and radio advertisements, which were released through the channels of the public corporation.

Utilization Analysis and Statistics

Data for utilization analysis of the web-based app were gathered from Google Analytics. The main objective of the utilization analysis was to describe the number of users throughout the study period. We used a script to systematize queries for retrieving information on daily accesses to the web-based app. For longitudinal analysis of the use of the web-based app, the number of events was transformed into a logarithmic scale and plotted against a timeline covering the period from the web-based app launch on April 15, 2020, to data set closure on December 16, 2020. Key events regarding outbreak progression (ie, relevant press releases on epidemiological information and government decisions) and the time window of each wave of the outbreak were added to the plot. The 2 waves of the COVID-19 outbreak were defined using Joinpoint regression analysis of publicly available data on COVID-19 incidence in our area. A permutation test with 0.05 confidence and 4499 permutations was used as described elsewhere [12]. Differences in the distribution of test scores on each of the priority levels in the 3 study periods (ie, first wave, second wave, and between waves) were assessed using a Pearson chi-square test and setting the significance threshold at a 2-sided \( \alpha \) value of .05. The rest of the analyses were descriptive, and no other hypothesis tests were conducted. All analyses and plots were performed using R package [13].

Results

Platform Components

The gestioemocional.cat web-based app has the same navigation structure as the PTSD Coach app. Table 1 summarizes the changes introduced to the PTSD Coach items to adapt them to the intended use of the gestioemocional.cat web-based app; the resulting list of items was translated to the local languages (ie, Spanish and Catalan). Figure 1 outlines the navigation structure of the web-based app. The main menu provides the user with access to three sections: (1) resources for emotional management, (2) tools for self-assessment, and (3) professional resources.
Table 1. Summary of content changes for adaptation of the PTSD Coach app into gestioemociona.cat web-based app³.

<table>
<thead>
<tr>
<th>PTSD Coach app contents</th>
<th>Gestioemociona.cat contents</th>
<th>Rationale for change</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main menu</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manage symptoms</td>
<td>Resources for emotional management</td>
<td>Wording change (no specific syndrome)</td>
</tr>
<tr>
<td>Take assessment</td>
<td>Self-assessment tools</td>
<td>__₃</td>
</tr>
<tr>
<td>Health care resources</td>
<td>Health care resources</td>
<td>—</td>
</tr>
<tr>
<td>Learn</td>
<td></td>
<td>Intended for an on-demand use; no personal history recorded</td>
</tr>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remind of trauma</td>
<td>Painful memories</td>
<td>Wording adapted to a broader scope</td>
</tr>
<tr>
<td>Disconnected from people</td>
<td>Self-isolation</td>
<td>Wording adapted to a quarantine context</td>
</tr>
<tr>
<td>Disconnected from reality</td>
<td>Disconnected from reality</td>
<td>—</td>
</tr>
<tr>
<td>Sad or hopeless</td>
<td>Sadness or hopelessness</td>
<td>—</td>
</tr>
<tr>
<td>Worried or anxious</td>
<td>Worries</td>
<td>Wording adapted to a broader scope</td>
</tr>
<tr>
<td>Angry</td>
<td>Negative emotions</td>
<td>Wording adapted to a broader scope</td>
</tr>
<tr>
<td>Unable to sleep</td>
<td>Unable to sleep</td>
<td>—</td>
</tr>
<tr>
<td><strong>Tools</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ambient sounds</td>
<td>Ambient sounds</td>
<td>—</td>
</tr>
<tr>
<td>Body scan</td>
<td>Body scan</td>
<td>—</td>
</tr>
<tr>
<td>Change your perspective</td>
<td>Change your perspective</td>
<td>—</td>
</tr>
<tr>
<td>Contact with others</td>
<td>Contact with others</td>
<td>—</td>
</tr>
<tr>
<td>Deep breathing</td>
<td>Deep breathing</td>
<td>—</td>
</tr>
<tr>
<td>Grounding</td>
<td>Grounding</td>
<td>—</td>
</tr>
<tr>
<td>Inspiring quotes</td>
<td>Inspiring quotes</td>
<td>—</td>
</tr>
<tr>
<td>Leisure activities</td>
<td>Leisure: time alone</td>
<td>Wording adapted to a quarantine context</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>Mindfulness</td>
<td>—</td>
</tr>
<tr>
<td>Muscle relaxation</td>
<td>Muscle relaxation</td>
<td>—</td>
</tr>
<tr>
<td>Observe thoughts</td>
<td>Observe thoughts</td>
<td>—</td>
</tr>
<tr>
<td>Relationship tools</td>
<td>Relationship tools</td>
<td>—</td>
</tr>
<tr>
<td>Sleep tools</td>
<td>Help falling asleep</td>
<td>—</td>
</tr>
<tr>
<td>Soothe the senses</td>
<td>Soothe the senses</td>
<td>—</td>
</tr>
<tr>
<td>Soothing images</td>
<td>Soothing images</td>
<td>—</td>
</tr>
<tr>
<td>Thought shifting</td>
<td>Thought shifting</td>
<td>—</td>
</tr>
<tr>
<td>Time out</td>
<td>Time out</td>
<td>—</td>
</tr>
<tr>
<td>RID: coping with triggers</td>
<td>(Removed)</td>
<td>In a non–posttraumatic stress disorder setting, no specific trigger is expected</td>
</tr>
<tr>
<td>Calming thoughts (user uploaded)</td>
<td>(Removed)</td>
<td>No personal section or user history was included</td>
</tr>
<tr>
<td>Schedule worry time</td>
<td>(Removed)</td>
<td>Intended for an on-demand use</td>
</tr>
<tr>
<td>Positive imagery</td>
<td>(Removed)</td>
<td>No personal section or user history was included</td>
</tr>
<tr>
<td>My feelings</td>
<td>(Removed)</td>
<td>No personal section or user history was included</td>
</tr>
<tr>
<td><strong>Self-assessment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 items (evaluate your state, assessment history, and schedule self-assessment)</td>
<td>Evaluate your state</td>
<td>No personal section or user history were included</td>
</tr>
<tr>
<td>PTSD Checklist for DSM-5⁵</td>
<td>Patient Health Questionnaire-2</td>
<td>Broadening of assessment scope (anxiety and depressive symptoms expected)</td>
</tr>
</tbody>
</table>
PTSD Coach app contents | Gestioemocional.cat contents | Rationale for change
--- | --- | ---
Generalized Anxiety Disorder-7 | Broadening of assessment scope (anxiety and depressive symptoms expected)

### Professional resources

User can choose or be redirected toward crisis resources, professional care, or choose persons in his/her social network

Exhaustive list of telephone numbers for general health and mental health support

Adapted to local resources

---

Unchanged contents (ie, rationale for change dashed) were directly translated to the local languages (ie, Catalan and Spanish) without content changes.

---

(---: not available.

**DSM-5**: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition.

**Figure 1.** Navigation structure of the gestioemocional.cat web-based app. CAP: primary care center (for the Catalan acronym “Centre d’Atenció Primària”), GAD-7: 7-item Generalized Anxiety Disorder scale, PHQ-2: Patient Health Questionnaire-2.
Resources for Emotional Management

The section “resources for the emotional management” can be accessed through two pathways: symptom-guided and resource type–guided (Figure 1). Symptoms include painful memories, self-isolation, disconnection from reality, sadness or hopelessness, worries, negative emotion, and sleeping disturbances. All these symptoms have been identified as very common during quarantines and lockdowns in the context of the COVID-19 pandemic [14,15]. Resource types include body scan (ie, audio-guided), change one’s perspective (ie, random text messages to rationalize distress thoughts), connect with others (ie, list of ideas or tips for establishing interpersonal relationships under a quarantine context), deep breathing (ie, audio-guided technique for emotional regulation trough breathing), grounding (ie, list of tips for helping to be fully present for whatever is occurring right here and now), inspirational phrases, use of personal leisure time (ie, list of proposed activities to be performed during the lockdown), mindfulness exercises, progressive relaxation, observe thoughts (ie, audio-guided techniques to help coping with distress thoughts), relationships improvements (ie, list of tips to improve peer communication), help falling asleep (ie, list of proposals for sleeping better), calm the senses, relaxing images, thought shifting (ie, list of phrases to be repeated over 5 minutes using a countdown tool), and time-out (ie, list of proposals to change the environment when remaining quarantined).

Irrespective of the pathway chosen to access the section “resources for the emotional management,” the web-based app suggests a particular resource based on the user’s distress level, assessed using a single-item questionnaire (ie, what is your distress level? [use the arrows to indicate how you feel]) and rated on a 10-point scale with scores ranging 0-10. Users can select the distress level either stepwise—using up and down arrows—or using a distress thermometer with an intensity color code (Figure 1).

Self-assessment

The self-assessment section is based on two questionnaires for a mental health assessment with a Spanish version adapted and validated: the Patient Health Questionnaire-2 (PHQ-2) [16] and the 7-item Generalized Anxiety Disorder scale (GAD-7) [17]. The PHQ-2 is intended as a first-step approach to identify depressive symptoms on the basis of the frequency of depressed mood and anhedonia. While not recommended for depression diagnosis or monitoring, it is considered useful for screening for depression, which is the most common psychological conditions in clinical practice and research; individuals who screen positive should be further evaluated with the PHQ-9 to determine whether they meet the criteria for a depressive disorder [18]. The Spanish version of the PHQ-2 has shown good reliability and validity in identifying depressive symptoms in the primary care setting [19]. The GAD-7 was developed for its use in primary care, and it has high sensitivity in identifying symptoms of the anxiety spectrum. The Spanish validation of the questionnaire has shown good reliability and validity [20].

To facilitate self-assessment, the 2 questionnaires were merged into a single questionnaire. The combination of the PHQ-2 and GAD-7 for a joint assessment of anxiety and depression has shown high internal reliability and strong convergent and construct validity when assessing its association with other mental health, quality of life, and disability measures [21]. All items of the combined questionnaire refer to the frequency of symptoms within the past 2 weeks and are rated on a 4-point scale where 0=”never,” 1=”less than seven days,” 2=”more than seven days,” and 3=”almost every day.”

The results of the 2 questionnaires are combined to provide 4 priority levels of care needs (Figure 2). Users with low scores in the PHQ-2 and GAD-7 (ie, suggestive of mild symptoms of anxiety and depression) are encouraged to the routine use of self-management and self-assessment tools to either maintain (level 4) or improve (level 3) their emotional health status. Conversely, users with high scores on the PHQ-2 and GAD-7 (ie, suggestive of severe anxiety and depressive symptoms) are offered telephone contact with professionals of the emergency medical service. Users who agree to be contacted by a health care professional are redirected to a consent form, which collects minimum personal data. Contacts are prioritized on the basis of the combined result of the self-assessment questionnaire (ie, 1 or 2) and a screening form asking about 6 extreme mental health conditions: suicidal ideation, loss of a loved one due to COVID-19, family member admitted to hospital owing to COVID-19, living with someone at high risk of severe illness or with COVID-19 symptoms, current psychiatric treatment, and previous psychiatric treatment. Affirmative responses to these questions were assigned the highest priority, irrespective of the self-assessment questionnaire results (Figure 2).

Scheduled telephone calls are performed by the same professionals attending calls from people who reach the emergency medical service seeking mental health support. Once the phone contact has been established, health care professionals perform an independent assessment, irrespective of the contact source (ie, direct call to emergency medical services or scheduled call through the web-based app).
**Figure 2.** Prioritization algorithm for proactive contact with health care professionals on the basis of the assessment of mental health status. GAD-7: 7-item Generalized Anxiety Disorder scale, PHQ-2: Patient Health Questionnaire-2.

**Healthcare Resources**

The section “healthcare resources” allows the user to proactively contact community resources, including general health information, emergency medical services, general government information office, the user’s primary care center, and the office for women under gender violence. Additional resources include the Galatea Foundation, aimed at providing support to health care professionals, the Official College of Psychologists, which can respond to population demands and transfer cases to public health care professionals, and the Vall d’Hebron Coronavirus Section, a web-based platform available 24 hours a day, 7 days a week for attending concerns related to emotional and social impact of the COVID-19 pandemic.
Utilization

Between April 15, 2020 (ie, the launch date), and December 16, 2020, the web-based app reported 582,826 accesses. Figure 3 shows the longitudinal analysis of the number of users and critical events of pandemic progress. During the final period of the nationwide lockdown, the daily number of users peaked concomitantly with key news or government actions released by the press. Most of the press releases announcing changes on containment measures were immediately followed by a utilization peak, irrespective of the sense of these changes (ie, increasing or easing restrictions). Immediately after announcing the easing of restrictions (eg, the start of the de-escalation plan), the daily number of users remarkably decreased. The decrease was particularly abrupt when Barcelona, the most populated area, entered the first phase of the de-escalation plan.

Figure 3. Longitudinal analysis of the number of accesses to the web-based app (logarithmic scale). Each time point shows the cumulative number of users in the 5 previous days. Red dotted lines show press releases of key events and government decisions regarding the COVID-19 outbreak. A: April 17, 2020—the Catalan Ministry of Health reports and posts the highest RT-PCR–positive and hospitalization rates. B: April 28, 2020—the Spanish government announces a de-escalation plan, to be deployed in 4 phases. Catalonia exceeds 10,000 deaths due to COVID-19. C: May 5, 2020—the government announces an upcoming partial lockdown. D: May 25, 2020, Barcelona—the greatest area in Catalonia, enters de-escalation phase 1. E: June 21, 2020—the whole country officially starts the “new normal” state. F: October 16, 2020—the government dictates a temporal lockdown of bars and restaurants. G: October 25, 2020—the government dictates nationwide curfew from 10 PM to 6 AM. H: October 30, 2020—the government dictates a permanent closure of area boundaries and weekend closure of city boundaries. The time window of each period (ie, first wave, between waves, and second wave) was defined using a Joinpoint regression analysis. RT-PCR: reverse transcription–polymerase chain reaction.

The number of users during the second wave of the outbreak was persistently lower than that in the first wave. During this period, use of the web-based app was less sensitive to the announcement of government measures.

Progression of Self-assessment

During the study period, the web-based app recorded 142,337 self-assessment tests: 124,087 (87.2%) during the first wave, 8510 (6.0%) during the period between waves, and 9740 (6.8%) during the second wave. The chi-square test revealed significant differences in the distribution of percentages across the priority levels (obtained from the self-assessment module) between the analysis periods (Figure 4). The percentage of tests scoring for priority levels 1 or 2 (associated with more severe symptoms of anxiety and depression) was higher in the second wave and between-wave periods. Overall, the offer of professional help was accepted in 8388 cases (11.4% of all cases with priority levels 1 or 2 and, therefore, triggering the message for an offer of professional help).
Figure 4. Distribution of the results of the self-assessment test across priority levels (ie, risk group) in each of the analysis periods: first wave (n=124,087), between waves (n=8510), and second wave (n=9740). The 3 periods were defined using a Joinpoint regression analysis. The Pearson chi-square test for percentage distribution was significant at $P<.001$ ($\chi^2 = 1349.1$).

Discussion

Principal Findings

In this study, we describe a web-based app aimed at providing the general population with self-care and self-assessment tools for emotional health during the lockdown associated with the COVID-19 pandemic and establishing a new communication channel between the population and health care professionals. In addition, to reporting the characteristics of the web-based app, we analyzed the utilization pattern of the web-based app during the first 10 months of the COVID-19 outbreak in Spain. The frequency of use of the web-based app was particularly high during the first wave of the outbreak in Spain and progressively declined until reaching a baseline activity below 1000 weekly accesses after halting the national lockdown. During the first wave, the number of accesses peaked after press releases associated with the pandemic progression or changes in the containment measures dictated by the government. Interestingly, positive news (eg, relaxation of social distancing measures) were immediately followed by a sharp increase in utilization and a successive decline. The between-wave and second wave periods were characterized by a less responsive pattern of web-based app users.

The self-assessment module of the web-based app, designed to work as a sentinel for detecting severe mental health symptoms and proactively offer direct contact with health care professionals, was mostly used during the first wave. However, the scores of the self-assessment questionnaire were higher after the first wave, suggesting a higher proportion of people with mental health care during the second wave and between-wave periods.

Limitations

Development and launching of the web-based app were strongly influenced by the urgency and overloading of the health care system, which challenged the design of an adequate assessment strategy of the platform. We chose the PTSD Coach app because of the symptom overlapping between PTSD and those reported elsewhere for lockdown situations, particularly regarding anxiety and depression. One of the advantages of the PTSD Coach app was the body of evidence on its effectiveness for self-management of mental health needs. However, owing to the shift in the target population (ie, from people diagnosed with PTSD to the general population), effectiveness of our web-based app cannot be assumed and should be confirmed in future studies. Of note, the complicated scenario in which the web-based app should be assessed will strongly challenge the trial conduct.

Another important limitation of our retrospective analysis was the limited data stored, which precluded more exhaustive assessments of behavior patterns among users (eg, to discriminate between entries of new users and regular access of the same user). However, because of the negative correlation that often exists between App use or demand and permissions for accessing private data [11], we were concerned that collecting too much data from users might be a barrier to web-based app utilization. Of note, the government announcement of launching a COVID-19 tracer app raised many privacy concerns among the population and was strongly
One of the most remarkable consequences of this limitation is the lack of data at a user level, which precludes discriminating between entries of new users and regular access of the same user. More importantly, the lack of historical records of users prevents us from analyzing improvement or worsening of mental health state. Finally, we could not analyze the usage of the web-based app in accordance with socioeconomic status, which has been highlighted as a source of inequality in other aspects associated with access to COVID-19 resources [22,23]. Nevertheless, while all these limitations compromise analytical approaches of the web-based app, the absence of personal questions and no need for signing in are likely to promote the platform use, in line with the overarching goal of the project, which was to help the population during the stressful circumstances of the lockdown.

**Comparison With Prior Work**

To our knowledge, by the time of developing the web-based app, no other mHealth solutions for promoting emotional self-care in the general population during a lockdown or quarantine situation had been launched or published. The closest example of an mHealth tool that matched our aim was the PTSD Coach app, which was innovative in the sense that users can access tools through two alternative pathways: on-demand and symptom-driven [7]. Although the PTSD Coach app was designed as adjuvant to face-to-face therapy for PTSD, its authors suggested that it could also help people not receiving psychological treatment [24,25]. Further experiences also showed good usability and ease of cultural adaptation of the app [8], encouraging us to adapt its contents to a lockdown and pandemic scenario in our country.

Although we cannot directly compare the utilization patterns of our web-based app with other mHealth or eHealth solutions for lockdown contexts, the trends observed in our analysis are consistent with information reported elsewhere. For instance, the increased consumption of alcohol and drug abuse reported during this period in our area [15] could likely be attributed to increased anxiety symptoms, grief processes, and difficulties associated with intensive cohabitation [26,27]. Similarly, other countries have reported increased demand for attention from people with mental health needs during nationwide lockdowns associated with the COVID-19 pandemic [28,29].

The design of our retrospective analysis precludes drawing strong conclusions regarding the reasons underlying the observed trend toward a less responsive usage of the web-based app during the second wave of the outbreak. However, this finding is consistent with the “pandemic fatigue” phenomenon highlighted by the World Health Organization and defined as an expected and natural response to a prolonged public health crisis [30]. This type of reaction might correspond to M Seligman’s Paradigm on learned helplessness, which describes a passive behavior exhibited by a subject after enduring repeated aversive stimuli beyond their control. It is worth noticing, however, our finding that self-assessment tests more often scored priority levels 1 or 2 during the between-wave and second wave periods suggests that people with higher mental health needs were more likely to retain the usage of the web-based app after the first wave.

Finally, the fact that 8588 self-assessment tests ended up with a scheduled telephone call with health care professionals for mental health support indicates that the web-based app has emerged as an additional communication channel for seeking professional help. The number of telephone contacts represents a low percentage (11.4%) of the total situations in which professional support was offered. However, this finding is consistent with current evidence, which suggests that most people with common mental health problems do not seek professional help [31,32].

**Conclusions**

In the first year of the COVID-19 pandemic, various authors have emphasized the need to promote original and creative ways to help people cope with the new and stressful conditions during the pandemic [33,34]. We did not want to miss the opportunity to adapt mHealth tools with proven efficacy in self-management of stressful situations to the pandemic scenario. Future studies shall investigate the extent to which this tool helps people cope with the pandemic scenario and address strategies for making as many people as possible aware of this resource.
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In “Ascertaining Medication Use and Patient-Reported Outcomes via an App and Exploring Gamification in Patients With Multiple Sclerosis Treated With Interferon β-1b: Observational Study” (JMIR Form Res 2022;6(3):e31972) the authors noted one error.

In the originally published article, Figure 2 appeared incorrectly (as shown in the Multimedia Appendix 1).

The correct Figure 2 is provided below.

The correction will appear in the online version of the paper on the JMIR Publications website on March 17, 2022, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
Figure 2. (A) Compliance overall and by gender and age group, (B) patients categorized by percentage of interferon β-1b injections missed (based on an expected frequency of 1 injection every other day), and (C) adherence overall and by gender and age group, analyzed (i) prospectively and (ii) retrospectively. Compliance at 6 and 12 months was assessed in patients with ≥6 and ≥12 months of injection-related data, respectively. In the box and whisker plots, the colored bars indicate median and IQR, the whiskers indicate minimum and maximum values, and the white circles indicate the mean.
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