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Abstract

Background: To demonstrate the value of implementation of an artificial intelligence solution in health care service, a winning project of the Massachusetts Institute of Technology Hacking Medicine Brazil competition was implemented in an urgent care service for health care professionals at Hospital das Clínicas of the Faculdade de Medicina da Universidade de São Paulo during the COVID-19 pandemic.

Objective: The aim of this study was to determine the impact of implementation of the digital solution in the urgent care service, assessing the reduction of nonvalue-added activities and its effect on the nurses’ time required for screening and the waiting time for patients to receive medical care.

Methods: This was a single-center, comparative, prospective study designed according to the Public Health England guide “Evaluating Digital Products for Health.” A total of 38,042 visits were analyzed over 18 months to determine the impact of implementing the digital solution. Medical care registration, health screening, and waiting time for medical care were compared before and after implementation of the digital solution.

Results: The digital solution automated 92% of medical care registrations. The time for health screening increased by approximately 16% during the implementation and in the first 3 months after the implementation. The waiting time for medical care after automation with the digital solution was reduced by approximately 12 minutes compared with that required for visits without automation. The total time savings in the 12 months after implementation was estimated to be 2508 hours.

Conclusions: The digital solution was able to reduce nonvalue-added activities, without a substantial impact on health screening, and further saved waiting time for medical care in an urgent care service in Brazil during the COVID-19 pandemic.

(JMIR Form Res 2022;6(2):e29012) doi:10.2196/29012
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Introduction

Background

Artificial intelligence (AI) has arrived in the field of health care as an aurora, gradually bringing changes and innovations in medical practices. AI-based medical apps and platforms can assist physicians to make better clinical decisions such as in radiology imaging by replacing potentially subjective judgments made by the human eye [1,2]. However, pressures of cost, high expectations, uncertain benefits, a large variety of stakeholders involved, data sharing, and patient safety remain challenging obstacles in the implementation of AI in health care [3-5].

A digital solution was recently developed for the Hospital das Clínicas of the Faculdade de Medicina da Universidade de São Paulo (HCFMUSP) to assist with the reception of patients at the urgent care service. To demonstrate the value of such AI implementation in a health care service, we performed a comparative before-and-after study to understand the impact of the digital solution on the waiting time for medical care [6].

Electronic Health Records and Waiting Time

Since their initial development in the 1970s [7], the use of electronic health records (EHRs) has become increasingly common in most hospital centers worldwide with advances in the area of information technology [8]. However, use of an EHR is associated with an increase in the time needed to fill out the information [9]. Studies in this area have indicated that doctors spend more time with an EHR system than with direct patient care [10,11].

Despite general satisfaction of doctors with EHR systems [12], the increase in the time spent to use an EHR can contribute to burnout and reduce the quality of the doctor-patient relationship, resulting in a worse interaction [13,14]. Accordingly, several medical universities, especially in the United States, have been seeking strategies to reduce the time spent on EHRs [15], as a prolonged waiting time is one of the most common reasons for a patient to give up on being seen by a doctor in an emergency department [16,17]. The assessment of dissatisfaction is related to a waiting time that is twice as long as that of a fully satisfied patient [18]. Thus, in addition to increasing the patient’s level of satisfaction [19,20], a reduction of waiting time also reduces patient evasion due to fatigue and frustration in the emergency room [17].

The Pandemic

With arrival of the COVID-19 pandemic in Brazil [21], the HCFMUSP established a special operation for their health care professionals with respiratory symptoms at Centro Especializado em Atendimento ao Colaborador (CEAC). Under this system, health care workers with respiratory symptoms are screened quickly to rapidly confirm or dismiss COVID-19 infection. In the first months of the pandemic, the service volume exceeded 3000 visits.

To reduce the length of stay and the face-to-face interaction between symptomatic health care professionals and the CEAC’s administrative team, a digital solution was proposed to be implemented with the primary goal of saving the waiting time to receive medical care.

Motivation and Aim

To demonstrate the benefits of an AI solution in health care and to reduce the face-to-face interaction during the pandemic, the digital solution was proposed to be implemented. The aim of this study was to determine the impact caused by implementation of the digital solution in the urgent care service for health care professionals of HCFMUSP by assessing the reduction of nonvalue-added activities and its effect on the time required for nurses to screen patients and the waiting time for patients to receive medical care.

Main Research Questions

We addressed the following questions: Was the digital solution able to automate the medical care registration after nurses perform health screening in the CEAC’s urgent care center? Did use of the digital solution by the health screening team increase the time of screening in CEAC’s emergency department [22]? Did implementation of the AI-based digital solution reduce the waiting time to receive medical care in comparison with attendance without automation at the medical care registration?

Methods

Study Design and Setting

This was a single-center, comparative, prospective study that followed the Public Health England guide “Evaluating Digital Products for Health” [6], published in January 2020 by the British government to guide and evaluate the development or implementation of digital products in the field of health. According to the guide, a comparative “before-and-after” study model [23] was applied to evaluate the digital solution using data collected from the Queue Management System module of the CEAC’s EHR system.

Population and Sample

Administrative data from the EHR between January 2020 and June 2021 at the emergency department of the CEAC were extracted and anonymized, in which each attendance was individualized according to the number of services, which is a unique entry in the EHR system. A total of 38,042 visits were identified, 98 of which were eliminated due to inconsistent data, resulting in a database of 37,944 visits, which corresponds to 99.74% of all visits received during the study period (Table 1).

For each visit, we checked the EHR for the time record of the following events: medical care registration, nurse health screening, and medical care.
Table 1. Exclusion of data per year.

<table>
<thead>
<tr>
<th>Reason for exclusion</th>
<th>2020 (n=25,578)</th>
<th>2021 (n=12,464)</th>
<th>Total (N=38,042)</th>
</tr>
</thead>
<tbody>
<tr>
<td>System error on the health screening’s end time record, n</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Patient leaving before receiving medical care, n</td>
<td>29</td>
<td>2</td>
<td>31</td>
</tr>
<tr>
<td>Absence of health screening time record, n</td>
<td>36</td>
<td>4</td>
<td>40</td>
</tr>
<tr>
<td>Medical record initiated another day</td>
<td>7</td>
<td>17</td>
<td>24</td>
</tr>
<tr>
<td>All reasons, n (%)</td>
<td>72 (0.28)</td>
<td>26 (0.21)</td>
<td>98 (0.26)</td>
</tr>
<tr>
<td>Data used for analysis in this work, n (%)</td>
<td>25,506 (99.72)</td>
<td>12,438 (99.76)</td>
<td>37,944 (99.74)</td>
</tr>
</tbody>
</table>

Study Period

The digital solution was implemented over the month of June in 2020, with repeated tests and follow-up performed by the research team and the information technology team, and the solution has been considered to be 100% functional and operational since July 2020. For the before-and-after study, we considered the preimplementation period from January to May of 2020 and the postimplementation period from July 2020 to June 2021.

Variables

All variables were obtained through the EHR’s Queue Management System module of the CEAC. Importantly, only released data were collected, meaning data that were released to the EHR system that cannot be changed, edited, or deleted by a user through the EHR itself.

To assess the impact of the digital solution, we analyzed the events, medical care registration, nurse’s health screening, and medical care received for each visit during the study period, grouped by month.

For medical care registration automation, we checked the time record in the EHR: if the time marker was “null,” this indicated that the digital solution filled in the information needed for the registration by robotic process automation (RPA).

A coefficient was created to measure the medical care registration automation, calculated based on the total medical care registration automated divided by the total number of visits per month. The time record for medical care registration in the EHR was checked, which was considered to be the runtime for calculating the time difference between the beginning and end of the registration (see Step 6 of Figure 1 and Figure 2).

Figure 1. Flowchart before digital solution implementation. Step 1: A patient arrives at the CEAC and takes a queue system number (QSN) for the electronic health record (EHR). Step 2: The CEAC health screening team (nurse) calls the next person in the screening queue. Step 3: The nurse starts the health screening in the EHR. Step 4: At end of the health screening, the nurse transfers the QSN to the registration queue. Step 5: The CEAC administrative team (Admin. Officer) calls the next person in the registration queue. Step 6: The Admin. Officer fills in the medical care registration in the EHR. Step 7: The Admin. Officer transfers the QSN to the medical care queue. Step 8: The CEAC doctor calls the next person in the medical care queue. Step 9: The doctor starts providing medical care. CEAC: Centro Especializado em Atendimento ao Colaborador.
Figure 2. Flowchart after digital solution implementation. Step 1: A patient arrives at the CEAC and takes a queue system number (QSN) for the electronic health record (EHR). Step 2: The CEAC health screening team (nurse) calls the next person in the screening queue. Step 3: The nurse starts the health screening in the EHR. Step 4: At end of the health screening, the nurse inputs the CPF and QSN to the digital solution. Steps 5 to 7: The digital solution fills in the medical care registration in the EHR and transfers the QSN to the medical care queue. Step 8: The CEAC doctor calls the next person in the medical care queue. Step 9: The doctor starts providing medical care. CEAC: Centro Especializado em Atendimento ao Colaborador; CPF: Cadastro de Pessoas Físicas (natural persons number).

The waiting time for registration was used to calculate the time difference between the beginning and end of the registration for the nurse health screening stage (see Steps 3 to 6 of Figure 1 and Figure 2).

The time of screening variable was calculated as the difference in the time for nurses to perform the health screening from the beginning to the end of the screening stage (see Step 3 of Figure 1 and Figure 2).

Waiting time to medical care was based on the time record in the EHR, which was calculated as the time difference between the beginning of the medical care and the end of the nurse’s health screening (Steps 3 to 9 of Figure 1 and Figure 2).

Data Collection and Analysis
The data were extracted from the EHR and compiled in Microsoft Excel 2010. Each visit was counted per month with Excel’s Pivot Table function. The arithmetic average was used as a measure to assess the data per month.

The Digital Solution
All activities after the first health screening were identified, and the RPA technology was used to build a software application to replace the tasks of the CEAC’s administrative team before providing medical care. After 8 weeks of development, the digital solution was finally delivered in June 2020 to the CEAC’s health screening team.

Developed for a web platform, the application uses modern Node-JS, Restful, and SOAP [24] technologies to process data entries generated by the nursing team, and automates the administrative processes at the EHR, interpreting data entry without human interaction.

Two key pieces of information were considered essential for this application: (1) the queue system number, which is a key number issued by the CEAC’s EHR for each patient to organize the call order that is printed on paper and displayed on the panel; and (2) the Cadastro de Pessoas Físicas (CPF; translation: Natural Persons Number), which is an 11-digit federal registration number assigned to individual Brazilian taxpayers [25].

At the end of the health screening, the nurse inputs the patient’s CPF to the digital solution, and through the RPA, the digital solution searches for data linked to the entered CPF and fills in the medical care registration form with the necessary information.

As the health screening is completed before the medical care registration, all screening information is linked only to the queue system number. Therefore, with the RPA, the digital solution searches for the screening information linked to the queue system number and makes a definitive link to the patient’s health record after the medical care registration. That is, if the digital solution successfully finds the patient’s profile data in the EHR through the CPF, the subsequent medical care registration process will be automated and the patient will go straight to the next step, which is to be called by the doctor (Step 8 of Figure 2).
The digital solution was installed at the workstation of the nursing team responsible for the health screening, and the entire nursing team of the CEAC was trained to use the system during the month of June.

**Results**

**Digital Solution for Medical Care Registration Automation**

A total of 37,944 visits over the 18 months between January 2020 and June 2021 were analyzed. We calculated the registration automation coefficient to demonstrate the degree to which the digital solution automated the medical care registration process (Table 2).

With the digital solution, medical care registration has been automated since the month of its implementation (June 2020) in 69% of visits, ranging from a rate of 87% to 95% by month, with an RAC of 92% from July 2020 to June 2021, its first year of implementation (Table 2).

**Table 2.** Distribution of total health screening, total medical care registration (MCR) in person and with automation, and the corresponding registration automation coefficient (RAC).

<table>
<thead>
<tr>
<th>Period</th>
<th>Total visits, N</th>
<th>MCR with automation, n</th>
<th>MCR with administrative team, n</th>
<th>RAC, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Preimplementation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 2020</td>
<td>1322</td>
<td>0</td>
<td>1322</td>
<td>0</td>
</tr>
<tr>
<td>February 2020</td>
<td>992</td>
<td>0</td>
<td>992</td>
<td>0</td>
</tr>
<tr>
<td>March 2020</td>
<td>3361</td>
<td>0</td>
<td>3361</td>
<td>0</td>
</tr>
<tr>
<td>April 2020</td>
<td>3338</td>
<td>0</td>
<td>3338</td>
<td>0</td>
</tr>
<tr>
<td>May 2020</td>
<td>2916</td>
<td>0</td>
<td>2916</td>
<td>0</td>
</tr>
<tr>
<td>Sum</td>
<td>11,929</td>
<td>0</td>
<td>11,929</td>
<td>0</td>
</tr>
<tr>
<td>Implementation: June 2020</td>
<td>2199</td>
<td>1527</td>
<td>672</td>
<td>69</td>
</tr>
<tr>
<td><strong>Postimplementation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>July 2020</td>
<td>2143</td>
<td>2043</td>
<td>100</td>
<td>95</td>
</tr>
<tr>
<td>August 2020</td>
<td>1915</td>
<td>1711</td>
<td>204</td>
<td>89</td>
</tr>
<tr>
<td>September 2020</td>
<td>1562</td>
<td>1466</td>
<td>96</td>
<td>94</td>
</tr>
<tr>
<td>October 2020</td>
<td>1512</td>
<td>1396</td>
<td>116</td>
<td>92</td>
</tr>
<tr>
<td>November 2020</td>
<td>2261</td>
<td>2031</td>
<td>230</td>
<td>90</td>
</tr>
<tr>
<td>December 2020</td>
<td>1985</td>
<td>1871</td>
<td>114</td>
<td>94</td>
</tr>
<tr>
<td>January 2021</td>
<td>1743</td>
<td>1640</td>
<td>103</td>
<td>94</td>
</tr>
<tr>
<td>February 2021</td>
<td>1872</td>
<td>1780</td>
<td>92</td>
<td>95</td>
</tr>
<tr>
<td>March 2021</td>
<td>2518</td>
<td>2276</td>
<td>242</td>
<td>90</td>
</tr>
<tr>
<td>April 2021</td>
<td>1780</td>
<td>1645</td>
<td>135</td>
<td>92</td>
</tr>
<tr>
<td>May 2021</td>
<td>2265</td>
<td>2072</td>
<td>193</td>
<td>91</td>
</tr>
<tr>
<td>June 2021</td>
<td>2260</td>
<td>1962</td>
<td>298</td>
<td>87</td>
</tr>
<tr>
<td>Sum</td>
<td>23,816</td>
<td>21,893</td>
<td>1923</td>
<td>92</td>
</tr>
<tr>
<td>Total</td>
<td>37,944</td>
<td>23,420</td>
<td>14,524</td>
<td>_a</td>
</tr>
</tbody>
</table>

*aNot applicable.

**Nurse Health Screening**

In the period prior to implementation of the digital solution, the monthly average time of screening from January to May 2020 ranged from 2 minutes and 37 seconds to 3 minutes and 2 seconds, with a mean in this 5-month period of 2 minutes and 54 seconds (Table 3).

During the month of implementation of the digital solution, in June 2020, the mean time of screening was 3 minutes and 21 seconds, representing an increase of 16% compared with the average of the preimplementation period (Table 3). In the postimplementation period, the mean time of screening per month ranged from 2 minutes and 41 seconds to 3 minutes and 23 seconds, with an overall average of 3 minutes for this period (Table 3).
The variation in the arithmetic average of the time of screening from pre- to postimplementation showed an increase ranging from 12% to 17% from June to September 2020, whereas the change for the other months of the postimplementation period ranged from –7% to 5%; thus the change for the 5 months prior to the implementation ranged from –9% to 5% in relation to the average for the period from January to May 2020 (Table 3).

### Waiting Time for Medical Care

With the digital solution, the medical care registration was automated for 92% of visits. This meant that the HCFMUSP patients did not need to wait for the administrative officer to call the queue service number or to wait for the registration procedure. Thus, two nonvalue-added activities were reduced before the final product of receiving medical care (Figure 2).

Table 4 compares the waiting time for medical care with automation of medical care registration through the digital solution and with that performed by an administrative officer. Compared with the group without automation, the group with automation by the digital solution had a reduction in waiting time ranging from 5 minutes to 12 minutes and 45 seconds, with an average in the postimplementation period (July 2020 to June 2021) of 11 minutes and 51 seconds in waiting for medical care after the nurse’s health screening (Table 4).

---

### Table 3. Distribution by month of total health screenings and average time of screening divided by period and analysis groups.

<table>
<thead>
<tr>
<th>Period</th>
<th>Health screenings, n</th>
<th>Mean time of screening (minutes:seconds)</th>
<th>Change from the average for the preimplementation period, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Before automation with the digital solution</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 2020</td>
<td>1322</td>
<td>2:58</td>
<td>2</td>
</tr>
<tr>
<td>February 2020</td>
<td>992</td>
<td>2:54</td>
<td>0</td>
</tr>
<tr>
<td>March 2020</td>
<td>3361</td>
<td>2:37</td>
<td>–9</td>
</tr>
<tr>
<td>April 2020</td>
<td>3338</td>
<td>3:01</td>
<td>4</td>
</tr>
<tr>
<td>May 2020</td>
<td>2916</td>
<td>3:02</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>11,929</td>
<td>2:54</td>
<td>N/A*</td>
</tr>
<tr>
<td>Implementation: June 2020</td>
<td>2199</td>
<td>3:21</td>
<td>16</td>
</tr>
<tr>
<td><strong>After automation with the digital solution</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>July 2020</td>
<td>2143</td>
<td>3:21</td>
<td>16</td>
</tr>
<tr>
<td>August 2020</td>
<td>1915</td>
<td>3:23</td>
<td>17</td>
</tr>
<tr>
<td>September 2020</td>
<td>1562</td>
<td>3:14</td>
<td>12</td>
</tr>
<tr>
<td>October 2020</td>
<td>1512</td>
<td>2:55</td>
<td>1</td>
</tr>
<tr>
<td>November 2020</td>
<td>2261</td>
<td>2:44</td>
<td>–6</td>
</tr>
<tr>
<td>December 2020</td>
<td>1985</td>
<td>2:41</td>
<td>–7</td>
</tr>
<tr>
<td>January 2021</td>
<td>1743</td>
<td>3:03</td>
<td>6</td>
</tr>
<tr>
<td>February 2021</td>
<td>1872</td>
<td>2:45</td>
<td>–5</td>
</tr>
<tr>
<td>March 2021</td>
<td>2518</td>
<td>3:01</td>
<td>4</td>
</tr>
<tr>
<td>April 2021</td>
<td>1780</td>
<td>2:59</td>
<td>3</td>
</tr>
<tr>
<td>May 2021</td>
<td>2265</td>
<td>2:55</td>
<td>1</td>
</tr>
<tr>
<td>June 2021</td>
<td>2260</td>
<td>3:02</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>23,819</td>
<td>3:00</td>
<td>N/A</td>
</tr>
<tr>
<td>Overall</td>
<td>37,944</td>
<td>2:59</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*N/A: not applicable.*
Table 4. Waiting time for medical care with and without automation from January 2020 to June 2021.

<table>
<thead>
<tr>
<th>Period</th>
<th>Visits, n</th>
<th>Mean waiting time (hours:minutes:seconds)</th>
<th>Visits, n</th>
<th>Mean waiting time (hours:minutes:seconds)</th>
<th>Percent change</th>
<th>Time reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>With automation</td>
<td></td>
<td>Without automation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean waiting time</td>
<td></td>
<td>Mean waiting time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before implementation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 2020</td>
<td>N/A</td>
<td>N/A</td>
<td>1322</td>
<td>0:45:46</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>February 2020</td>
<td>N/A</td>
<td>N/A</td>
<td>992</td>
<td>0:35:01</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>March 2020</td>
<td>N/A</td>
<td>N/A</td>
<td>3361</td>
<td>1:15:28</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>April 2020</td>
<td>N/A</td>
<td>N/A</td>
<td>3338</td>
<td>0:30:25</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>May 2020</td>
<td>N/A</td>
<td>N/A</td>
<td>2916</td>
<td>0:36:10</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Total</td>
<td>N/A</td>
<td>N/A</td>
<td>2386</td>
<td>0:46:36</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Implementation: June 2020</td>
<td>1527</td>
<td>0:13:45</td>
<td>672</td>
<td>0:24:24</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>After implementation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>July 2020</td>
<td>2043</td>
<td>0:20:12</td>
<td>100</td>
<td>0:31:18</td>
<td>–35</td>
<td>0:11:06</td>
</tr>
<tr>
<td>August 2020</td>
<td>1711</td>
<td>0:26:58</td>
<td>204</td>
<td>0:39:05</td>
<td>–31</td>
<td>0:12:08</td>
</tr>
<tr>
<td>September 2020</td>
<td>1466</td>
<td>0:17:33</td>
<td>96</td>
<td>0:26:51</td>
<td>–35</td>
<td>0:09:17</td>
</tr>
<tr>
<td>October 2020</td>
<td>1396</td>
<td>0:29:12</td>
<td>116</td>
<td>0:38:20</td>
<td>–24</td>
<td>0:09:08</td>
</tr>
<tr>
<td>November 2020</td>
<td>2031</td>
<td>0:41:18</td>
<td>230</td>
<td>0:52:10</td>
<td>–21</td>
<td>0:10:52</td>
</tr>
<tr>
<td>December 2020</td>
<td>1871</td>
<td>0:30:48</td>
<td>114</td>
<td>0:37:13</td>
<td>–17</td>
<td>0:06:25</td>
</tr>
<tr>
<td>January 2021</td>
<td>1640</td>
<td>0:19:28</td>
<td>103</td>
<td>0:24:28</td>
<td>–20</td>
<td>0:05:00</td>
</tr>
<tr>
<td>February 2021</td>
<td>1780</td>
<td>0:25:14</td>
<td>92</td>
<td>0:31:55</td>
<td>–21</td>
<td>0:06:42</td>
</tr>
<tr>
<td>March 2021</td>
<td>2276</td>
<td>0:32:32</td>
<td>242</td>
<td>0:39:34</td>
<td>–18</td>
<td>0:07:01</td>
</tr>
<tr>
<td>April 2021</td>
<td>1645</td>
<td>0:30:17</td>
<td>135</td>
<td>0:37:49</td>
<td>–20%</td>
<td>0:07:32</td>
</tr>
<tr>
<td>May 2021</td>
<td>2072</td>
<td>0:53:12</td>
<td>193</td>
<td>1:05:57</td>
<td>–19</td>
<td>0:12:45</td>
</tr>
<tr>
<td>June 2021</td>
<td>1962</td>
<td>0:40:40</td>
<td>298</td>
<td>0:53:07</td>
<td>–23</td>
<td>0:12:27</td>
</tr>
<tr>
<td>Total</td>
<td>1824</td>
<td>0:31:20</td>
<td>160</td>
<td>0:43:12</td>
<td>–27</td>
<td>0:11:51</td>
</tr>
</tbody>
</table>

*N/A: not applicable.

**Medical Care Registration Before and After Implementing the Digital Solution**

Prior to implementation of the digital solution, 100% of the medical care registrations were performed by the administrative team after they were transferred the queue system number by the nursing team (see Steps 4 to 7 in Figure 1).

In this period, the average waiting time for the medical care registration was 4 minutes and 48 seconds and the average runtime for registration was 2 minutes and 4 seconds, for an overall average 6 minutes and 52 seconds spent for the activity (Table 5).
Table 5. Arithmetic averages of waiting time and runtime of the medical care registration performed by the administrative team before and after implementation of the digital solution.

<table>
<thead>
<tr>
<th>Period</th>
<th>Waiting time (minutes:seconds)</th>
<th>Runtime (minutes:seconds)</th>
<th>Total activity time (minutes:seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Before implementation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 2020</td>
<td>3:34</td>
<td>1:48</td>
<td>5:22</td>
</tr>
<tr>
<td>February 2020</td>
<td>3:56</td>
<td>1:42</td>
<td>5:38</td>
</tr>
<tr>
<td>March 2020</td>
<td>8:21</td>
<td>2:12</td>
<td>10:32</td>
</tr>
<tr>
<td>April 2020</td>
<td>3:02</td>
<td>2:07</td>
<td>5:09</td>
</tr>
<tr>
<td>May 2020</td>
<td>3:37</td>
<td>2:06</td>
<td>5:43</td>
</tr>
<tr>
<td>Overall mean</td>
<td>4:48</td>
<td>2:04</td>
<td>6:52</td>
</tr>
<tr>
<td><strong>After implementation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>July 2020</td>
<td>8:38</td>
<td>3:04</td>
<td>11:42</td>
</tr>
<tr>
<td>September 2020</td>
<td>10:14</td>
<td>3:06</td>
<td>13:20</td>
</tr>
<tr>
<td>October 2020</td>
<td>8:40</td>
<td>3:46</td>
<td>12:26</td>
</tr>
<tr>
<td>November 2020</td>
<td>19:14</td>
<td>2:57</td>
<td>22:11</td>
</tr>
<tr>
<td>December 2020</td>
<td>9:40</td>
<td>3:18</td>
<td>12:58</td>
</tr>
<tr>
<td>January 2021</td>
<td>9:29</td>
<td>3:33</td>
<td>13:02</td>
</tr>
<tr>
<td>February 2021</td>
<td>9:45</td>
<td>3:00</td>
<td>12:45</td>
</tr>
<tr>
<td>March 2021</td>
<td>13:18</td>
<td>3:16</td>
<td>16:33</td>
</tr>
<tr>
<td>April 2021</td>
<td>8:51</td>
<td>3:35</td>
<td>12:26</td>
</tr>
<tr>
<td>May 2021</td>
<td>13:15</td>
<td>3:04</td>
<td>16:19</td>
</tr>
<tr>
<td>June 2021</td>
<td>13:17</td>
<td>2:51</td>
<td>16:08</td>
</tr>
<tr>
<td>Overall mean</td>
<td>12:11</td>
<td>3:07</td>
<td>15:18</td>
</tr>
</tbody>
</table>

With automation by the digital solution, the time taken to perform the medical care registration became null, as the AI by RPA could fill in the data needed for the registration instantly, whereas humans need to manually enter each letter or number by keyboard, in addition to the waiting time for the activity to be executed.

The average waiting time for the start of the registration by the administrative officer (Step 5 of Figure 1) in the postimplementation period of the digital solution was 12 minutes and 11 seconds, whereas the average time for the administrative officer to manually complete the registration was 3 minutes and 7 seconds, representing a total activity time of 15 minutes and 18 seconds (Table 5).

Overall, there was a 154% increase in the waiting time and a 51% increase in the runtime of the medical care registration performed by the administrative team after the digital solution was implemented.

The monthly averages before and after automation with the digital solution are summarized in Table 6. According to these values, the monthly time savings (monthly mean visits×12 months×total activity time for medical registration) realized by adopting the digital solution is estimated at 2507 hours, 42 minutes, and 24 seconds.
activity according to the lean manufacturing concept [26], administrative officer is considered to be a non-value-added activity of medical care registration performed by an administrative officer (Table 5), based on the need for data correction in the patient’s profile.

The 8% of HCFMUSP health care professionals who needed to be registered by an administrative officer were identified by the local CEAC managers as those with an error in the CPF number in the computer (Table 5). By eliminating the total time required for medical care registration performed by an administrative officer (Table 5), this digital solution is effective for the great majority of visits.

As a result, the direct contact of a health care professional presenting to the HCFMUSP with predominantly respiratory symptoms with the CEAC administrative team was reduced, which contributed to maintaining social distancing during the pandemic. This also allowed for relocation of a portion of the administrative team responsible for the medical care registration to other activities, thus increasing the mean waiting time for the medical care registration performed by an administrative officer (Table 5). By eliminating the non-value-added activity, the patient gained the time they would otherwise waste with the medical care registration process [26,27].

Moreover, with automation of the medical care registration process, the patients had a shorter wait to be seen by the doctor (Table 4). This saving in waiting time is consistent with the total time required for medical care registration performed by the administrative team (Table 5). By eliminating the non-value-added activity, the patient gained the time they would otherwise waste with the medical care registration process [26,27].

Considering that the activity involving medical care registration prior to implementation of the solution took an average of 6 minutes and 52 seconds (Table 6) and a monthly average of 1826 visits involved automated registration, the savings time was approximately 209 hours per month or 2508 hours in this 12-month period.

Table 6. Summary of monthly arithmetic average values before and after implementation of the digital solution with robotic process automation.

<table>
<thead>
<tr>
<th>Item</th>
<th>Before implementation (January to May 2020)</th>
<th>After implementation (July 2020 to June 2021)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly mean number of visits</td>
<td>2386</td>
<td>160</td>
</tr>
<tr>
<td>Mean time of screening (minutes:seconds)</td>
<td>2:54</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mean waiting time for MCR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4:48</td>
<td>12:11</td>
</tr>
<tr>
<td>Mean runtime of MCR</td>
<td>2:04</td>
<td>3:07</td>
</tr>
<tr>
<td>Total activity of MCR (waiting+runtime)</td>
<td>6:52</td>
<td>15:18</td>
</tr>
<tr>
<td>Mean waiting time for medical care</td>
<td>46:36</td>
<td>43:12</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
<sup>b</sup>MCR: medical care registration.

Discussion

Principal Findings

In this study, we analyzed 99.7% of the visits performed at the CEAC in a period of 18 months (January 2020 to June 2021) spanning the period before, during, and after a digital solution with RPA was implemented (June 2020), which was considered 100% functional as of July 2021.

Before the solution was implemented, all (100%) health care professionals screened by the nursing team had to pass through the administrative team for medical care registration, which is an administrative task aimed at ensuring the appropriate entry of information into the EHR; although this is very important, it is an extra step in the process (Figure 2).

After implementation of the digital solution and over its first 12 months of operation, there was a 92% success rate in medical care registration automation at the end of the health screening by entering the patient’s CPF number in the computer (Table 2). Therefore, this digital solution is effective for the great majority of visits.

As a result, the direct contact of a health care professional presenting to the HCFMUSP with predominantly respiratory symptoms with the CEAC administrative team was reduced, which contributed to maintaining social distancing during the pandemic. This also allowed for relocation of a portion of the administrative team responsible for the medical care registration to other activities, thus increasing the mean waiting time for the medical care registration performed by an administrative officer (Table 5).

The 8% of HCFMUSP health care professionals who needed to be registered by an administrative officer were identified by the local CEAC managers as those with an error in the CPF number in the EHR data profile. As a result, the mean runtime of medical care registration for this group was 51% higher than that of the period prior to implementation of the digital solution (Table 5), based on the need for data correction in the patient’s profile.

This activity of medical care registration performed by an administrative officer is considered to be a non-value-added activity according to the lean manufacturing concept [26], because even without this activity, the customer reaches the final product (medical care in this case) and in a shorter time [27,28]. This digital solution with automated medical care registration will therefore help administrative officers to dedicate their time to more important activities with more human contact, compassion, and empathy.

We also found an increase in the overall time taken for the nurse’s health screening with introduction of the digital solution in the first 3 months after implementation, which is consistent with results found in previous studies related to the implementation of electronic record systems in emergency care [22,29]. In the following months, as of October 2020, the mean time of screening demonstrated similar variations to the period prior to implementation, indicating a possible learning curve for the digital solution in the first 3 months (Table 3).

Moreover, with automation of the medical care registration process, the patients had a shorter wait to be seen by the doctor (Table 4). This saving in waiting time is consistent with the total time required for medical care registration performed by the administrative team (Table 5). By eliminating the non-value-added activity, the patient gained the time they would otherwise waste with the medical care registration process [26,27].

Limitations

The total time in the patient’s journey was not evaluated in this study, because this could be affected by other influencing factors such as the number of nurses, administrative officers, and doctors on duty. We also did not administer a satisfaction survey to verify whether the savings in waiting time reflected a positive perception for the patient’s experience.

Cost

Developing this digital solution at the CEAC took 160 hours of labor by a senior programmer, at a total final cost of Brazil real (R$) 16,000 (US $2915.18 based on an exchange rate of...
US $1.00=R $5.4885 at the time of the study). The application was initially tested on a tablet and then installed on the desktop computer of the health screening room. There were no other expenses, which means that in the 12 months of operation, for each hour saved in waiting time, US $1.16 was spent.

Conclusions

The year 2020 will always be remembered as the first year of the COVID-19 pandemic. On February 3, 2020, the Ministry of Health of Brazil declared a health emergency of national importance due to human infection by the new coronavirus through Ordinance No. 188 [21], and the following month, the World Health Organization declared a global pandemic [30,31].

In the midst of the pandemic, implementation of the digital solution eliminated the need for an administrative office to register medical care at the CEAC in 92% of cases, thus reducing contact between potentially symptomatic patients and administrative staff.

The introduction of the digital solution in the nursing routine increased the health screening runtime in the first 3 months of use by around 16%, which then returned to the standard of preimplementation after the fourth month of full use.

The waiting time for medical care with automated medical care registration by the digital solution was, on average, almost 12 minutes shorter than that required when automation was not possible. This time saving of around 2500 hours fully justifies the cost and time invested in developing the solution, bringing the prospect of investments in new functionalities for the digital solution.

The same RPA could be applied to other medical activities such as helping the search for exam results or information in the EHR. Such automation can help to reduce the time a doctor must spend in front of the computer, thus providing more time available for human contact between the doctor and patient.
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Abstract

Background: Certified peer support specialists (CPS) have a mental health condition and are trained and certified by their respective state to offer Medicaid reimbursable peer support services. CPS are increasingly involved as partners in research studies. However, most research ethics training in the protection of human subjects is designed for people who, unlike CPS, have had exposure to prior formal research training.

Objective: The aim of this study is to explore the perspectives of CPS in completing the Collaborative Institutional Training Initiative Social and Behavioral Responsible Conduct of Research online training.

Methods: A total of 5 CPS were recruited using a convenience sample framework through the parent study, a patient-centered outcomes research study that examined the comparative effectiveness of two chronic health disease management programs for people with serious mental illness. Participants independently completed the Collaborative Institutional Training Initiative Social and Behavioral Responsible Conduct of Research online training. All participants completed 15 online modules in approximately 7-9 hours and also filled out a self-report measure of executive functioning (the Adult Executive Functioning Inventory [ADEXI]). Qualitative data were collected from a 1-hour focus group and qualitative analysis was informed by the grounded theory approach. The codebook consisted of codes inductively derived from the data. Codes were independently assigned to text, grouped, and checked for themes. Thematic analysis was used to organize themes.

Results: Passing scores for each module ranged from 81%-89%, with an average of 85.4% and a median of 86%. The two themes that emerged from the focus group were the following: comprehension (barrier) and opportunity (facilitator). Participants had a mean score of 27.4 on the ADEXI.

Conclusions: The CPS perceived the research ethics online training as an opportunity to share their lived experience expertise to enhance current research efforts by nonpeer scientists. Although the CPS completed the online research ethics training, the findings indicate CPS experienced difficulty with comprehension of the research ethics online training materials. Adaptations may be needed to facilitate uptake of research ethics online training by CPS and create a workforce of CPS to offer their lived experience expertise alongside peer and nonpeer researchers.
Introduction

It is widely recognized that the inclusion of the insights of people with mental health conditions in psychiatric research is needed to advance mental health care [1]. Certified peer support specialists (CPS) are people with a lived experience of a mental health condition who have been trained and accredited by their state to provide Medicaid reimbursable support services [2], including peer support [3]. Peer support is a nonmanualized, nonstandardized form of social support that a person provides to others experiencing a mental health and/or chronic health condition to bring about change [2]. Peer support has been shown to increase individuals’ hope, their sense of personal control, and their ability to make positive changes, and decrease psychiatric symptoms [4] through listening, sharing one’s lived experiences, and role modeling [2]. The inclusion of CPS into the workforce has transformed the mental health system globally in that peer support services have the capacity to support people in between clinical encounters. As such, CPS is one of the fastest-growing sectors of the mental health workforce providing community-based services [5].

CPS are also increasingly involved in research-related activities (eg, recruitment, retention efforts, obtaining informed consent, collecting sensitive data, publishing findings in peer-reviewed journals [6]). For example, the Quality of Patient-Centered Outcomes Research Partnerships instrument was developed by researchers and CPS to offer quality improvement opportunities related to developing equitable research partnerships [7]. Moreover, community-engaged research that includes CPS in all stages of research may also lead to the dissemination of study results to a wider audience by incorporating CPS in conferences and publications as well as by using social media to showcase results in a more digestible manner for service users of the mental health system and other CPS [6].

As the influence of CPS in research grows, adequately training CPS in research ethics human subjects protection is an emerging concern [8]. Since regulations that required organizations to establish institutional review boards have been instituted, multiple online training programs in research ethics have been developed, such as the Collaborative Institutional Training Initiative (CITI). The CITI Program covers various domains, such as human subject research, and includes courses on various topics (eg, research ethics, protocol development, and safety practices). Each course includes webinars, text, and quizzes that overall take approximately 30-45 minutes to complete [9]. Such courses are designed for university researchers and students, as well as health care providers and governmental agencies, for basic accreditation [10]. Human research ethics training currently exists for special populations, including Aboriginal peoples [11], faith-based communities [12], community health workers [13], and Promotores (ie, Latino community mental health workers) [13]. Nevertheless, while these trainings target lay populations with limited research backgrounds, no human research ethics trainings (to our knowledge) have been designed specifically to address the cognitive challenges these trainings pose to individuals new to research who may also experience a mental health condition.

Hence, the purpose of this study was to examine the perspectives of CPS in completing the CITI Social and Behavioral Responsible Conduct of Research online training. Findings can be used to determine the feasibility of current community-engaged research training and identify opportunities for improvement.

Methods

Overview

A total of 5 CPS were hired as part of a Patient-Centered Outcomes Research Institute study. The parent study is in the process of conducting a randomized control trial (N=600 people with a lived experience of a mental health condition) to examine the impact of two chronic health disease management programs for people with serious mental illness. The outcomes of interest include change in knowledge and skills related to illness self-management, patient activation, and acute hospital events. As part of this study, researchers employed the Peer and Academic Partnership model, which has been described in detail elsewhere [6]. Briefly, CPS were hired and financially reimbursed to work as partners in the implementation of the randomized control trial detailed above. To be eligible, individuals had to meet the following criteria: (1) have lived experience of any mental health condition, (2) have a peer support certification, (3) reside in the United States, and (4) be aged ≥18 years. Prior to conducting that study, the CPS did not have prior research training or research experience. As part of the parent study, the CPS met monthly through videoconference with a trained PhD researcher (first author) to provide input on randomized control trial implementation challenges (eg, recruitment, retention). Improvements included inclusion of innovative recruitment strategies and development of new COVID-19–related intervention materials. For this study, a convenience sample framework of those CPS hired to provide patient-centered insights for the implementation of the parent study was used. The participants were hired to be part of this study if they had time available and had an interest in taking part in the research. All participants were already employees of the organization. Prior to completing the online research ethics training, the voluntary and confidential nature of this study was explained, and verbal informed consent was obtained. This study was approved by the Dartmouth College Institutional Review Board.

Participants then completed the CITI Social and Behavioral Responsible Conduct of Research online training that consisted of 15 online modules: (1) Belmont Report and Its Principles,
Conflicts of Interest in Human Subjects Research, Cultural Competence in Research, History and Ethical Principles, Defining Research with Human Subjects, The Federal Regulations, Assessing Risk, Informed Consent, Course Privacy and Confidentiality, Research with Prisoners, Research with Children, Research in Public Elementary and Secondary Schools, International Research, Course Internet-Based Research, and Unanticipated Problems and Reporting Requirements in Social and Behavioral Research. Participants completed the modules online independently and had their scores emailed to the first author (KLF) along with their passing certificate. The first author was present to help while they completed the training in a single session. They were financially reimbursed regardless of whether they passed the training or not.

Following the completion of the online research ethics training, a 1-hour focus group was cofacilitated by a trained PhD-level facilitator (KLF) and a masters-level CPS (JV) to collect qualitative data. An interview guide aided the cofacilitators (see Textbox 1). The PhD-level facilitator and the masters-level CPS, both of whom have extensive research experience and training, developed the interview guide. The participants were encouraged to express their views of the online research ethics training and their role as a CPS research partner. No follow-up interviews were conducted. The focus group was audio recorded and the data were transcribed. The focus group was conducted in October 2019 and lasted approximately 1 hour.

**Textbox 1.** Focus group interview guide.

<table>
<thead>
<tr>
<th>Perspectives on the Social and Behavioral Responsible Conduct of Research training</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. What are your views on clinical research in general?</td>
</tr>
<tr>
<td>2. What are your thoughts on the content of the Social and Behavioral Responsible Conduct of Research training?</td>
</tr>
<tr>
<td>3. What are your thoughts on the quizzes in the Social and Behavioral Responsible Conduct of Research training?</td>
</tr>
<tr>
<td>4. How would you feel as a peer support specialist being part of a research team?</td>
</tr>
<tr>
<td>5. How did you feel going through the training?</td>
</tr>
</tbody>
</table>

**Study Sample**

The sample included 5 CPS from 2 states. The majority of participants were female (n=4, 80%) and African American (n=4, 80%). Ages ranged from 40-52 years, with a mean age of 45.8 years. All participants had a high school education/General Educational Development certificate and were providing services in their respective communities. Tenure in CPS positions ranged from 3 months to 4 years. None of the CPS had completed research ethics training in the past or had any research experience. As CPS are protected by the Americans with Disabilities Act, data on their diagnosis remained confidential.

**Instruments**

Each participant also completed the Adult Executive Functioning Inventory (ADEXI), a self-report measure that assessed their executive functioning. It is a reliable 14-item self-report scale (Table 1) assessing working memory and inhibition in adulthood using a 5-point Likert scale ranging from 1 (definitely not true) to 5 (definitely true). The summed score (ranging from 14-70) is used to assess executive functioning. Higher scores indicate greater difficulty with executive functioning.
Table 1. Adult Executive Functioning Inventory.

<table>
<thead>
<tr>
<th>Number</th>
<th>Statement a</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I have difficulty remembering lengthy instructions.</td>
</tr>
<tr>
<td>2</td>
<td>I sometimes have difficulty remembering what I am doing in the middle of an activity.</td>
</tr>
<tr>
<td>3</td>
<td>I have a tendency to do things without first thinking about what could happen.</td>
</tr>
<tr>
<td>4</td>
<td>I sometimes have difficulty stopping myself from doing something that I like even though someone tells me that it is not allowed.</td>
</tr>
<tr>
<td>5</td>
<td>When someone asks me to do several things, I sometimes remember only the first or last.</td>
</tr>
<tr>
<td>6</td>
<td>I sometimes have difficulty refraining from smiling or laughing in situations where it is inappropriate.</td>
</tr>
<tr>
<td>7</td>
<td>I have difficulty coming up with a different way of solving a problem when I get stuck.</td>
</tr>
<tr>
<td>8</td>
<td>When someone asks me to fetch something, I sometimes forget what I am supposed to fetch.</td>
</tr>
<tr>
<td>9</td>
<td>I have difficulty planning for an activity (eg, remembering to bring everything necessary when going on a trip/to work/to school).</td>
</tr>
<tr>
<td>10</td>
<td>I sometimes have difficulty stopping an activity that I like (eg, I watch TV or sit in front of the computer in the evening even though it is time to go to bed).</td>
</tr>
<tr>
<td>11</td>
<td>I sometimes have difficulty understanding verbal instructions unless I am also shown how to do something.</td>
</tr>
<tr>
<td>12</td>
<td>I have difficulties with tasks or activities that involve several steps.</td>
</tr>
<tr>
<td>13</td>
<td>I have difficulty thinking ahead or learning from experience.</td>
</tr>
<tr>
<td>14</td>
<td>People that I meet sometimes seem to think that I am more lively/wilder compared to other people my age.</td>
</tr>
</tbody>
</table>

aParticipants are asked to circle a number to indicate how well that statement describes how they are as a person (1=definitely not true, 2=not true, 3=partially true, 4=true, and 5=definitely true).

Analytic Plan

Qualitative analysis was informed by the “grounded theory” approach [14]. The codebook included codes inductively derived from qualitative data [14]. KLF and SRM read transcribed qualitative data. Codes were independently assigned to text, grouped, and thematically analyzed to check for emerging themes. Analyses included within-group consensus or disagreement. Member checking with CPS was used to verify and/or resolve any dissimilar findings. Member checking is a method used to validate findings that involves discussing findings with respondents and examining the accuracy of findings [15].

Results

Social and Behavioral Responsible Conduct of Research Training

A total of 5 CPS independently completed the CITI Social and Behavioral Responsible Conduct of Research online training. All participants completed 15 online modules. Completion of the research ethics training took approximately 7-9 hours. Scores were calculated and collected through the CITI platform and were then emailed to KLF. Passing scores for each module ranged from 81%-89%, with an average of 85.4% and a median of 86%.

We identified a final set of 9 codes (ie, sentence structure, grade level, length, new knowledge, acronyms, cognitive load and emotional response retention, retention recommendations, lived experience expertise, and new opportunity) relating to 2 themes from the focus group. Themes related to peer support specialists’ perspective of the barriers and facilitators to completing the research ethics training included the following: comprehension (barrier) and opportunity (facilitator).

Comprehension

The first theme, comprehension, included two subcategories: (1) cognitive complexity of content and quizzes and (2) learning and retention.

Cognitive Complexity of Content and Quizzes

All CPS respondents referred to the cognitive complexity of the content and quizzes as a barrier to completing the research ethics training (eg, “give me simple sentences. That was too much”). Sentence structure was multisyllabic and written at a 12th grade level (as assessed by the Flesch-Kincaid Grade Level test in Microsoft Word), which required extensive cognitive effort (eg, “The big words, the paragraph questions, I like that it was only five questions but they were just long, they were real big”).

Learning and Retention

All CPS respondents referred to learning and retention as a barrier to completing the research ethics training. Most CPS respondents (n=4, 80%) indicated the need to comprehend information to retain knowledge (eg, “I couldn't even say oh that's interesting because my brain was so overwhelmed by the way the content was written?”). Unfamiliarity with terms and acronyms such as “NIH” or “PHS” led to confusion, and produced feelings of frustration and exhaustion in completing the training. CPS respondents recommended hyperlinks for unfamiliar terms to assist CPS test takers in understanding definitions of words.
Opportunity
All CPS respondents perceived research ethics education as an opportunity to share their lived experience expertise to enhance current research efforts by nonpeer scientists (eg, “If the world is open to it I think peer support specialists could have a great role in research because we have a different perspective... we come from a perspective of experience” and “this is a once-in-a-lifetime opportunity”).

ADEXI
Participants had a mean executive functioning score of 27.4 (SD 7.83) on the ADEXI. Participants had a mean working memory score of 17.2 (SD 5.50) and inhibition score of 10.2 (SD 2.59).

Discussion
Principal Findings
The purpose of this study was to explore the perspectives of CPS regarding an online research ethics training. All participants completed the CITI Social and Behavioral Responsible Conduct of Research online training. The findings indicate difficulty with comprehension of research ethics online training materials. The ADEXI scale indicated that participants had little self-reported difficulty with executive functioning. This suggests that perhaps CPS involved in this study were not hindered by poor working memory and inhibition, and that difficulties emerged from research-specific complexity such as the use of jargon and the need to absorb new and unfamiliar information. Nevertheless, CPS perceived the research ethics online training as an opportunity to share their lived experience expertise to enhance current research efforts by nonpeer scientists.

All participants completed the CITI research ethics training in 7-9 hours—approximately 2.5-4.5 hours longer than the average completion time [16]. As CPS are increasingly involved in research as partners, adaptations may be needed to facilitate the uptake of online research ethics training. Adaptations can include providing information on the time commitment needed to complete these tests, multiple testing sessions on different days, technological capacity to sign in and out of training portals and begin where one had left off, and opportunities to complete testing at home.

The cognitive complexity of content and quizzes can be addressed by reducing the number of multisyllabic words and sentences that included compound subjects, which required extensive cognitive effort to comprehend. Although programs that provide research ethics training specifically for community research partners exist—for example, CIRTification: Community Involvement in Research Training—these community research partner trainings are designed for people with a high school education [17]. Although such trainings may be more digestible for CPS (as compared to the CITI training, which requires prior research experience), many CPS may not meet the educational requirement, as a high school education is not required to become a CPS in many states [18]. Existing research suggests that plain-language summaries and the use of language written at a fourth-grade level [19] could improve the readability and comprehensibility of trainings—thus, existing research ethics trainings could be improved by following plain-language summary and reading-level recommendations.

The use of acronyms such as “NIH” or “PHS” in research ethics training impacted comprehension. Making meanings explicit is an essential web-based design feature necessary to facilitate learning among people with mental health conditions [20]. Including definitions can improve comprehension by making meanings explicit. CPS respondents recommended hyperlinks in web-based applications to link test takers to definitions of words [20]. Evidence-based guidelines for this population support this finding [20]. Additional evidence-based, web-based design guidelines that may be useful in online research ethics training include a singular focus in website content, simple architecture, prominent content, and explicit navigation [20].

As they did not have prior knowledge of research processes, terminology, and the history of research ethics, CPS were learning new information. Determining the factors that influence how CPS learn may aid researchers in understanding better ways to help CPS grasp new content. Research indicates that factors that may impact the learning experience of CPS include the following: (1) life experiences, (2) work experience, (3) previous adult learning experiences [21,22], and (4) potential cognitive deficits related to mental health conditions [23]. As such, real-world examples in the context of research ethics training may facilitate learning and retention of new knowledge. In addition, people with mental health conditions may have potential cognitive impairments and need repetition to reinforce new knowledge [20]. Exploring ongoing learning methods such as “audit and feedback” or “learning collaboratives” may offer opportunities to facilitate reinforcement of research ethics training and lead to greater retention of new knowledge [20].

All CPS respondents perceived research ethics education as an opportunity to share their lived experience expertise to enhance current research efforts by nonpeer scientists.

This study is not without limitations. First, this study included a nonprobability convenience sample. As such, the study sample may not be representative of the greater population of CPS. In addition, the severity of mental health conditions among CPS is not known. Although the severity of a mental health condition could impact comprehension of CITI modules, CPS are employees of organizations, and therefore the Americans with Disabilities Act protects them from reporting on a diagnosis they have been given. As such, we did not request information related to a participant’s mental health diagnosis. Second, due to the small sample size, it is not known if saturation was met. However, this study is the first to explore peer support specialists’ perceptions of human research ethics training and delineates recommendations to develop an online training for this group. Third, it is not known if participants needed to take a CITI module more than once before receiving a passing score. Consequently, it would have been informative to collect the number of times a participant needed to retake a module to pass. In addition, our sample was largely from the same demographic, and it is possible that stratifying by different demographics may produce alternate outcomes. Finally, we examined only one standard online research ethics training. Other trainings for community partners may be better suited for CPS. However, to
our knowledge, standard community research partner trainings are designed for people with a high school education [17]. A research ethics training designed for community health workers [13] may potentially have higher levels of acceptability among CPS. Nevertheless, this is the first study, to our knowledge, to examine perspectives of CPS in completing an online research ethics training.

Next steps could potentially include the development of an ethics training that is tailored to research-naive individuals and those with limited education using universal design principles. Universal design is the process of creating products that are accessible to people with a wide range of abilities [24]. Based on our findings, we suggest reducing verbosity and the use of jargon. A more fundamental explanation of the importance of research ethics and the inclusion of more definitions for certain terms would reduce the cognitive complexity of such training for many CPS. Concurrently, repetition—along with the use of visual aids and demo videos—would aid in the learning and retention of the content. Moreover, ease of navigation can play a critical role in how peer specialists interact with the content they need to learn [25]. Improving usability would consequently help CPS maximize opportunities to share their lived experience with researchers. Future studies should use a larger sample size and include CPS from multiple demographics to better examine how CPS respond to research ethics trainings.

Conclusion

As the inclusion of CPS as research partners with shared decision-making authority becomes more commonplace, this may result in complications in research if research ethics training is not designed for this population. Although research ethics training programs for community research partners exist, they may need further adaptation for CPS.
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Abstract

Background: Internet-based cognitive behavioral therapy (iCBT) is a necessary step toward increasing the accessibility of mental health services. Yet, few iCBT programs have been evaluated for their fidelity to the therapeutic principles of cognitive behavioral therapy (CBT) or usability standards. In addition, many existing iCBT programs do not include treatments targeting both anxiety and depression, which are commonly co-occurring conditions.

Objective: This study aims to evaluate the usability of Tranquility—a novel iCBT program for anxiety—and its fidelity to CBT principles. This study also aims to engage in a co-design process to adapt Tranquility to include treatment elements for depression.

Methods: CBT experts (n=6) and mental health–informed peers (n=6) reviewed the iCBT program Tranquility. CBT experts assessed Tranquility’s fidelity to CBT principles and were asked to identify necessary interventions for depression by using 2 simulated client case examples. Mental health–informed peers engaged in 2 co-design focus groups to discuss adaptations to the existing anxiety program and the integration of interventions for depression. Both groups completed web-based surveys assessing the usability of Tranquility and the likelihood that they would recommend the program.

Results: The CBT experts’ mean rating of Tranquility’s fidelity to CBT principles was 91%, indicating a high fidelity to CBT. Further, 5 out of 6 CBT experts and all mental health–informed peers (all participants: 11/12, 88%) rated Tranquility as satisfactory, indicating that they may recommend Tranquility to others, and they rated its usability highly (mean 76.56, SD 14.07). Mental health–informed peers provided suggestions on how to leverage engagement with Tranquility (eg, adding incentives and notification control).

Conclusions: This preliminary study demonstrated the strong fidelity of Tranquility to CBT and usability standards. The results highlight the importance of involving stakeholders in the co-design process and future opportunities to increase engagement.

(JMIR Form Res 2022;6(2):e33374) doi:10.2196/33374
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Introduction

Background

The in-person delivery of cognitive behavioral therapy (CBT) is an effective, evidence-based approach for treating a wide range of mental health conditions with a substantial amount of research indicating its efficacy for the treatment of anxiety [1] and depression [2]. In Canada, mild to moderate depression and anxiety disorders affect up to 11.7% and 10.8% of the adult population, respectively [3]. Although these mental health challenges affect many Canadians, there are numerous barriers to accessing evidence-based treatment. The availability of treatment is hindered by lengthy wait lists, therapists’ caseload
limitations, and the moderate to low availability of clinicians trained in the delivery of evidence-based CBT [4]. The accessibility of treatment is further hindered by the monetary costs of treatment outside the public system and geographic access for those living in rural areas [5]. During the COVID-19 pandemic, additional challenges to accessing in-person treatment included physical distancing and self-isolation measures related to COVID-19, in addition to the sharp increase in stress, anxiety, and depression associated with the pandemic [6,7].

Previous research has found that internet-based CBT (iCBT) interventions provide increased access to evidence-based treatment, which can improve the mental health of the general population by effectively reducing symptoms associated with anxiety and depression [8,9]. However, few web-based interventions have been reviewed by therapy experts and have demonstrated treatment fidelity to core evidence-based CBT treatment protocols. Treatment fidelity is defined as “the extent to which an intervention is delivered as intended by the protocol” [10,11]. For an iCBT program targeting anxiety and depression, treatment fidelity indicates how closely the program follows the standard CBT approach for these mental health challenges and whether the necessary therapeutic interventions (eg, exposure and behavioral activation) are included. Bowie-DaBreo et al [12] described how there is significant uncertainty about the effectiveness of many mental health apps and programs, and much of that uncertainty appears to stem from a lack of information about treatment fidelity. In addition, few programs appeared to follow the guidelines for evidence-based care for specific challenges (eg, anxiety). Furthermore, a recent study examining mobile apps to treat depression [13] found that few programs followed a CBT approach, even though the literature supports CBT as the gold standard for the treatment of anxiety and depression [14]. In 2018, an international group of researchers developed a list of recommendations for the development of iCBT programs [15]—one of their core recommendations was the use of a co-design process (ie, involvement of intended users in the development of the iCBT intervention). Co-design has many benefits (eg, improved program tailoring) [16], yet this approach appears underused in the literature. In sum, there appears to be a gap in the literature pertaining to evidence-based iCBT programs that also follow the iCBT recommendations for development, especially for programs targeting co-occurring depression and anxiety [17].

Tranquility Program

Tranquility was designed to be an iCBT intervention that increases cognitive and behavioral skills (eg, thought challenging, exposure, and behavioral experiments) of individuals with mild to moderate anxiety. Users learn ways to manage their symptoms in addition to gaining access to personalized support through video, phone, and in-app messaging with a web-based coach. Results from a pilot program evaluation of Tranquility illustrated decreases in anxiety and stress levels in individuals who completed 3 or more modules, meaning that people who engaged with the program were noted to benefit, and most program users found the program to be helpful [18,19]. Though designed by a team including licensed psychologists with advanced skills in CBT techniques, researchers, and people with lived experience, Tranquility has not yet undergone a rigorous evaluation of its fidelity to core CBT components linked to improved client outcomes by a broader team of experts in this field. Furthermore, engaging mental health–informed peers (eg, people with lived experience of mental health challenges or peer counselors) in program development and evaluation could further illuminate usability characteristics (ie, aspects that contribute to the technical effectiveness and efficiency of a program) [20,21] that enable and increase engagement. Finally, Tranquility has the potential to be adapted for dual treatment streams related to anxiety and depression but requires both clinical and first voice input to map development.

Study Aims

This study aims to address these gaps by (1) evaluating Tranquility’s fidelity to CBT principles; (2) assessing CBT experts’ and mental health–informed peers’ perceptions of the usability of the Tranquility anxiety program and the likelihood they would recommend it to others; and (3) co-designing an adaptation of the Tranquility program to include treatment for depression with a group of mental health–informed peers.

Methods

Recruitment

To recruit focus group participants, relevant networks (eg, local university programs and peer counseling programs) were contacted and asked to disseminate study information to all local individuals on their newsletter mailing list. The focus group participants had to identify as a first voice advocate or have experience with mental health conditions in a near-peer role where they would have advanced knowledge of needs and experiences of the population for which Tranquility was designed (eg, peer mentors on university campuses). CBT experts were recruited through the authors’ professional networks of CBT clinicians and North American CBT organizations (eg, Canadian Association of Cognitive and Behavioural Therapies and Association for Behavioral and Cognitive Therapies), and individuals who met the study criteria were contacted directly via email. CBT experts had to have 5 years of experience delivering CBT for depression and anxiety in adults and must be licensed by a professional body. All participants were required to be ≥18 years of age.

We recruited 6 mental health–informed peers, referred to as support group participants throughout the remainder of the paper, and 6 CBT experts to participate in the study. Sociodemographic information of all participants is presented in Table 1. Across both groups, participants were predominately White, heterosexual women. The mean age of the focus group was 39.25 (SD 14.72) years, and the mean age of experts was 47.6 (SD 8.88) years, and the mean age of experts was 47.6 (SD 8.88) years, and the mean age of experts was 47.6 (SD 8.88) years. CBT experts were entered into a draw to win a web-based gift card, while the focus group participants received an honorarium following each focus group. The study procedures were approved by the Research Ethics Board of the Nova Scotia Health Authority (file number 1025561) and conformed to the ethical standards of research set out by the Canadian Tri-Council Policy Statement 2 [22].
Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Focus group participants (n=6)</th>
<th>CBT(^a) experts (n=6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.25 (8.88)</td>
<td>47.6 (14.72)</td>
</tr>
<tr>
<td>Gender, n (%) (^b)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>—</td>
<td>1 (17)</td>
</tr>
<tr>
<td>Woman</td>
<td>5 (83)</td>
<td>5 (83)</td>
</tr>
<tr>
<td>Preferred not to say</td>
<td>1 (17)</td>
<td>—</td>
</tr>
<tr>
<td>Sexual orientation, n (%) (^b)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>4 (66)</td>
<td>6 (100)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>1 (17)</td>
<td>—</td>
</tr>
<tr>
<td>Preferred not to say</td>
<td>1 (17)</td>
<td>—</td>
</tr>
<tr>
<td>Race, n (%) (^b)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>5 (83)</td>
<td>6 (100)</td>
</tr>
<tr>
<td>Preferred not to say</td>
<td>1 (17)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)CBT: cognitive behavioral therapy.

\(^b\)Participants were provided with a comprehensive list of gender identities, sexual orientations, and racial identities from which to choose when reporting their demographic information—only those selected by at least 1 participant are listed in this table.

\(^c\)Not available. These categories were not used by the focus group or cognitive behavioral therapy experts.

Measures

Focus Groups

Overview

Mental health–informed peers were involved in 2 focus groups to co-design adaptations to Tranquility for both anxiety and depression and the benefit of these changes. A script with a combination of question types (eg, open-ended and close-ended questions) for the focus group was developed by the research team and can be found in Multimedia Appendix 1. The ECOUTER (Employing Conceptual Schema for Policy and Translation Engagement in Research) \[23\] framework was used in the facilitation of the focus groups. This framework positions participants in a prominent role in the research process by encouraging knowledge exchange, developing a conceptual schema, analyzing discussion contributions, and refining recommendations. Following each focus group, participants completed a web-based survey, which included demographic questions (eg, age and gender), the usability of the web-based platform, and their likelihood of recommending Tranquility to others.

The System Usability Scale

The System Usability Scale (SUS) \[24\] is a validated 10-item scale that can be adapted to assess facets of usability in different programs (eg, “I thought that the Tranquility program was easy to use”). Items are rated on a 5-point scale ranging from strongly disagree (score=1) to strongly agree (score=5). To obtain an overall usability score, a value of 1 is subtracted from the score of odd-numbered items, and the respondent’s score is subtracted from 5 for each even-numbered question. These new values for each item are summed, and the total is multiplied by 2.5 to create scores ranging from 0 to 100. Scores >69 reflect appropriate ratings of usability, with higher scores indicating greater usability \[25\]. Scores in the high 70s to 80s indicate good usability, while scores ≥90 indicate high overall usability. The SUS is the most widely used measure that is validated for testing usability across various iCBT programs \[26,27\], and it is designed to be tailored to the program being tested.

The Likelihood to Recommend Scale

Participants rated how likely they were to recommend Tranquility via a 1-item measure: “How likely are you to recommend Tranquility to your friends, family, or associates?” \[28\]. Responses were rated on an 11-point scale ranging from not at all likely (score=0) to extremely likely (score=10); higher scores reflect a greater likelihood to recommend the program. Ratings between 0 and 6 indicate dissatisfaction and a low likelihood to recommend; ratings of 7 to 8 indicate satisfaction and a moderate likelihood to recommend; and ratings of 9 or 10 indicate high satisfaction and a strong likelihood to recommend to others.

CBT Experts

CBT experts completed questionnaires assessing demographics, the SUS, the Likelihood to Recommend scale, and Tranquility’s level of fidelity to CBT protocols for anxiety. They also followed clinical case vignettes through the program to detail the therapeutic components of CBT that are necessary to treat the depicted cases of depression.

The Component Analysis of Tranquility

To assess fidelity to CBT components for the treatment of anxiety, we adapted the evaluation criteria for web-based apps treating depression by Huguet et al \[13\]. We adapted that measure to be specific to the Tranquility program and the treatment of anxiety. The measure includes 10 items, such as “In your opinion, does the Tranquility program provide an
explanation of the CBT model?” Responses were rated on a 3-point scale, none (score=0), some (score=1), and a tailored third option indicating correct and specific use of a therapeutic component (eg, clear explanation [score=2]) for each question. All items were summed and divided by the maximum possible score (ie, 20). This value was then multiplied by 100 to create a total score percentage ranging from 0 to 100, with higher scores reflecting greater fidelity to CBT components for treating anxiety.

Adaptations to Tranquility

We adapted 2 vignettes of individuals with depression (Multimedia Appendix 1) from the depressive disorders section of the Diagnostic and Statistical Manual of Mental Disorders–5 Clinical Case Handbook [29]—Diane, who has some social anxiety and has been depressed for the last 2 years and experiences little to no interest or pleasure (case 4.6) [30], and Helen, who has been feeling depressed for the last 2 months, drinks 4–5 alcoholic drinks per day, has significant insomnia, had childhood anxiety, and has recently attempted suicide (case 4.10) [31].

CBT experts were asked which CBT components Tranquility should include to offer treatment for depression for the individual in the vignette. Each vignette had the same list of 19 components (eg, behavioral activation and mood tracking; Multimedia Appendix 1). CBT experts were also asked whether there were necessary special considerations when treating individuals seeking treatment for both anxiety and depression.

Data Collection Procedures

Upon completion of informed consent, all participants were provided with a video link outlining how to access and use Tranquility, and participants were then asked to review Tranquility in detail. To fulfill the 3 aims of the study, data collection occurred in 3 phases. In phase 1, following their review of Tranquility for anxiety, the CBT experts and focus group participants completed measures of usability (ie, SUS) and the likelihood to recommend (ie, Likelihood to Recommend scale). In addition, CBT experts evaluated Tranquility’s treatment fidelity to CBT. All measures were completed on the REDCap (Research Electronic Data Capture; Vanderbilt University) platform, a web-based data collection platform [32,33]. In phase 2, focus group participants participated in a co-design meeting with the researchers using the Zoom Professional platform (Zoom Video Communications Inc); discussions focused on existing anxiety components and adaptations for depression. In phase 3, focus group participants were presented with the survey results from phase 1 to provide a foundation for their feedback. The themes that emerged from the focus group meeting in phase 2 were shown to focus group participants to refine this information and correct any discrepancies. Next, focus group participants were presented with the adaptations made to Tranquility following the previous co-design meeting, and final feedback regarding the adaptations and the integration of anxiety and depression interventions in Tranquility was obtained.

Data Analysis

As the purpose of the study was not to test a specific hypothesis or compare groups but rather to explore usability, assess treatment fidelity, and engage in the co-design process, data from both groups were pooled for all measures except for CBT fidelity measures only completed by CBT experts. Descriptive statistics were used to summarize the data. Focus group transcripts were analyzed using the principles of thematic content analysis, and we used a data-driven approach to inductively establish themes [34]. The themes were created using the guiding principle of selecting feedback that highlighted the strengths and weaknesses of the Tranquility program. Units of analysis included discrete words, sentences, and paragraphs. In line with the ECOUTER framework, mind maps were used to develop the conceptual schema of themes and subthemes; 2 experienced raters reviewed the anonymized interview transcripts and independently coded the data using Microsoft Excel [35]. Any discrepancies were resolved through discussion.

Results

Usability and Likelihood to Recommend

The participants’ ratings of the usability of Tranquility are presented in Table 2. Data were missing from several focus group members (n=4) on measures of usability, resulting in a final sample of 8 participants for the SUS measure. Most participants agreed that Tranquility was easy to use, and all participants agreed with the statement that they felt confident in their ability to use the Tranquility program and that the functions of Tranquility were well-integrated into the program. In contrast, there was less agreement about whether participants would use the program frequently in the future or whether most people would learn to use Tranquility quickly. When looking at reverse-coded items, it was apparent that most participants believed that program users would not need the support of a technical person nor would they need to learn much before being able to use the Tranquility program. Nearly all participants strongly agreed that inconsistency was not a problem across the Tranquility program. The SUS questionnaire results indicated that the average overall usability score was 76.56 (SD 14.07; range 52.5-97.5), which was above the evidence-based cut-off for program usability. Finally, the mean Likelihood to Recommend scale score was 7 (SD 1.07; range 5-8), indicating user satisfaction; 88% (11/12) of participants rated Tranquility as being within the satisfactory category, while 1 participant’s rating of Tranquility indicated dissatisfaction and a low likelihood to recommend.
Table 2. Usability ratings of the Tranquility program.

<table>
<thead>
<tr>
<th>Usability component</th>
<th>Rating, mean (SD; range)</th>
<th>Agreement with this statement, n (%)</th>
<th>Disagreement with this statementb, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think that I would like to use the Tranquility program frequently</td>
<td>3.75 (0.71; 3-5)</td>
<td>5 (63)</td>
<td>N/Ac</td>
</tr>
<tr>
<td>I thought that the Tranquility program was easy to use</td>
<td>4.29 (0.76; 3-5)</td>
<td>6 (86)d</td>
<td>N/A</td>
</tr>
<tr>
<td>I found the various functions in the Tranquility program were well integrated</td>
<td>4.25 (0.46; 4-5)</td>
<td>8 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>I would imagine that most people would learn to use the Tranquility program very quickly</td>
<td>3.88 (0.99; 2-5)</td>
<td>6 (75)</td>
<td>N/A</td>
</tr>
<tr>
<td>I felt very confident using the Tranquility program</td>
<td>4.13 (0.35; 4-5)</td>
<td>8 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>I needed to learn a lot of things before I could get going with the Tranquility program e</td>
<td>1.75 (1.04; 1-4)</td>
<td>N/A</td>
<td>7 (86)</td>
</tr>
<tr>
<td>I found the Tranquility program unnecessarily complex e</td>
<td>2.13 (0.99; 1-4)</td>
<td>N/A</td>
<td>6 (75)</td>
</tr>
<tr>
<td>I think that I would need the support of a technical person to be able to use the Tranquility program e</td>
<td>1.5 (0.53; 1-2)</td>
<td>N/A</td>
<td>8 (100)</td>
</tr>
<tr>
<td>I thought there was too much inconsistency in the Tranquility program e</td>
<td>1.75 (0.46; 1-2)</td>
<td>N/A</td>
<td>8 (100)</td>
</tr>
<tr>
<td>I found the Tranquility program cumbersome to use e</td>
<td>2.13 (0.83; 1-4)</td>
<td>N/A</td>
<td>7 (86)</td>
</tr>
</tbody>
</table>

aRatings ranged from strongly disagree (score=1) to strongly agree (score=5).
bReverse-coded items.
cN/A: not applicable.
dThere was missing data for 1 participant (n=7).
eItems that are reverse-scored (ie, low scores mean higher usability) are italicized.

Focus Group Content Analysis and Adaptations to Tranquility

Content Analysis

Focus group feedback was organized into 8 themes and 8 subthemes (Multimedia Appendix 2). Broadly, feedback from the focus groups focused on suggestions to increase engagement (eg, personalization and reduced psychoeducation) and increase the accessibility of the written content. For the newly added depression material, participants suggested using the word depression rather than alternative terms (eg, low mood), ways to tailor the material to a variety of users, the addition of several treatment targets (eg, functioning and self-care), and how to increase the clarity of advertisements about Tranquility.

Program Changes

As a part of the co-design process, changes were made to Tranquility across the existing anxiety components and the new depression components (Multimedia Appendix 2). CBT experts’ strong agreement about the necessary components to treat comorbid anxiety and depression resulted in the adaptation of the existing cognitive elements for the treatment of anxiety (eg, thought records and cognitive distortions) for the treatment of depression, and the inclusion of behavioral activation strategies. The focus group participants suggested providing the program user with more control over their experience and more support for engagement, resulting in increased control over aspects of notifications (eg, notification type), and ongoing developments for Tranquility include gamification and new incentives to foster engagement. Focus group participants asked that coaches initiate coaching appointments, help personalize the messaging experience with clients, and aid users in selecting content that is best suited to their needs. All requested changes applicable to coaching were made to foster connections with the coach and enrich the experience with Tranquility.

The focus group also encouraged the addition of information about program fit before beginning the program; Tranquility now begins with a screening assessment to ensure a good fit between the user’s identified needs and the Tranquility program before payment, and feedback is provided to the user during onboarding. The focus group participants said that there was too much psychoeducation, and the language level was too high for most laypeople; all language was adjusted by increasing layperson terminology and reducing jargon. Finally, the group discussed program tailoring, the addition of treatment targets, and more accurate advertising. As a result, Tranquility can be tailored to begin with either anxiety or depression content, depending on user needs; now includes quality of life and well-being tracking; and is more specifically advertised as a daily use program targeting mild to moderate anxiety and depression.

CBT Components

CBT experts evaluated the fidelity of Tranquility to CBT for the treatment of anxiety. The average rating for fidelity to core CBT components was 91% (SD 11.14; range 75-100), and half of the CBT experts indicated that Tranquility included 100% of all required CBT components.
In terms of specific components, all 6 experts reported that Tranquility included clear explanations of both anxiety and the CBT model, including cognitive and behavioral techniques, and Tranquility provided formal ratings of anxiety (eg, 0 to 10 scale) to program users. In total, 4 of 5 (80%) CBT experts agreed that Tranquility included specific emotion monitoring, 1 of 5 (20%) therapists agreed that Tranquility included only some emotion monitoring, and 1 expert did not respond. Similarly, 5 of 6 (83%) experts agreed that Tranquility provided specific monitoring of cognitions, and 1 of 6 (17%) therapists indicated that Tranquility included only some monitoring of cognitions. This exact pattern of results was also seen when evaluating whether Tranquility provided a method to monitor behaviors. Only 4 of 6 (67%) CBT experts reported that Tranquility offered a way to monitor specific physical sensations and allowed for adequate case conceptualization of anxiety. For both physical sensation monitoring and case conceptualization, one CBT expert believed there was some tracking of physical sensation monitoring or case conceptualization, while another expert believed there was none.

Adaptations to Depression Content

Common Findings Across Vignettes

All CBT experts indicated that the following components should be included to treat both individuals depicted in the vignettes: psychoeducation about depression, behavioral activation, mood tracking, and case conceptualization. In addition, 5 of 6 (83%) experts agreed that mood ratings (eg, rating mood from 0 to 10), behavioral experiments, and problem-solving skills would also be important to include in Tranquility to treat both cases, while 4 of 6 (67%) experts agreed that coping strategies and sleep hygiene information should be included.

Diane Vignette

All 6 (100%) experts agreed that the Diane case would also require pleasant activity scheduling and symptom or outcome tracking. In total, 5 of 6 (83%) experts indicated that it would be helpful to include thought records, while 4 of 6 (67%) experts believed that the identification of cognitive distortions was important to include. Only 2 of 6 (33%) experts indicated that it was important to include motivational interviewing, physical symptom monitoring, substance use tracking, exposure stepladders, or psychoeducation about safety behaviors. Experts also suggested that the following components should also be added: mindfulness, meditation, open journaling, and CBT for insomnia.

Helen Vignette

There was unanimous agreement that Helen would benefit from the inclusion of thought records within Tranquility (6/6, 100%). In total, 5 of 6 (83%) experts indicated their belief that pleasant activity scheduling and the identification of cognitive distortions should also be used within Tranquility to treat depression affecting Helen. In total, 4 of 6 (67%) experts believed that substance use tracking, psychoeducation about safety behaviors, and symptom or outcome tracking should also be added. Half of the experts (3/6, 50%) thought motivational interviewing could be beneficial to include, while one-third (2/6, 33%) thought that physical symptom tracking should be included. No CBT expert endorsed the addition of exposure stepladders. Experts also suggested that the following components be added: safety planning, list of crisis resources, mindfulness, meditation, open journaling, and CBT for insomnia.

Discussion

Principal Findings

This study represents an assessment of both usability and treatment fidelity to CBT and a co-design adaptation of an iCBT program. Overall, participants highly rated the usability of Tranquility and indicated satisfaction with the program, and CBT experts provided high ratings for Tranquility’s treatment fidelity to CBT. The co-design adaptation process resulted in several improvements to Tranquility.

Experts agreed that Tranquility had high fidelity to the CBT model and included the most necessary components for the treatment of anxiety. There was high agreement across most components (eg, inclusion of behavioral techniques), although to obtain perfect fidelity, Tranquility would need to make emotion, behavior, physical sensation, and cognition monitoring more explicit. These elevated fidelity ratings were not unexpected, as the Tranquility program development team included a licensed clinical psychologist with extensive expertise in CBT. Notably, a recent functionality analysis of apps for depression [36] found that of a possible 8 CBT components, 22% of apps only included ≥3 CBT components, 68% included only 1 or 2, and 10% of apps did not include any CBT components. Furthermore, only 45% of these apps had expert involvement (eg, health professionals) during the app development process. These findings highlight the gap that Tranquility fills with regard to fidelity to CBT components and the importance of fidelity evaluations by objective experts.

Across vignettes, CBT experts typically agreed on which CBT interventions were necessary to treat the depicted cases. Moreover, both cases required the same set of interventions, except for the addition of safety behavior psychoeducation and substance use tracking for the Helen vignette, given the depicted substance use. It was an expected finding that experts would strongly suggest using interventions such as behavioral activation, given its robust efficacy in depression treatment, including within an iCBT format [37]. The integration of therapeutic strategies for depression within an iCBT program for anxiety is likely to be beneficial, given the overlap between the symptoms and the core therapeutic strategies used to treat each disorder [38]. However, the addition of unique therapeutic elements also used to treat either anxiety or depression can overwhelm program users; individuals may benefit from external support to navigate and select the most helpful strategies. A recent literature review [39] suggested that guided (eg, coaches or therapist support) programs had similar rates of adherence as in-person CBT treatment, which is higher than self-guided programs—guidance appears to positively impact treatment program use [39,40].

Comparison With Prior Work

Current guidelines for digital mental health interventions strongly suggest using a co-design process [41,42], and the
results of this study illustrate the importance of that process—the mental health peers suggested crucial improvements to program customizability, delivery, accessibility, and available interventions. Previous research has found that collaborative study designs, such as the co-design approach (see Hill et al [15] for a review), can have a positive effect on aspects such as user adherence, usability, and uptake by involved stakeholders (eg, program users and clinicians).

Mental health programs targeting depression and anxiety need to have both high fidelity to the CBT treatment model and be engaging, flexible, and allow user personalization. Similarly, usability testing is critical, and Kushniruk [43] found that usability testing with small groups (ie, 8-10 users) can drastically reduce the number of usability issues experienced by users in the future. Usability testing within this study revealed areas upon which Tranquility program developers can improve, such as increasing user engagement to encourage users to continue to use this program frequently and reducing the initial learning curve of how to use Tranquility.

The findings of this study are in line with much of the iCBT literature—users want engagement with and control over their web-based therapeutic experiences. Stawarz et al [36] noted that although approximately 58% of CBT apps included at least 1 engagement strategy, they used a less-varied complement of engagement strategies compared with other kinds of mental health apps. Most CBT apps included strategies such as visual aids (eg, graphs and charts) but few included more complex strategies, for example, gamification and coaching or therapist chat functions. Stawarz et al [36] also conducted a qualitative analysis of app reviews, which highlighted the value of leveraging engagement strategies (eg, personalization) to increase user satisfaction with mental health programs [44]. Similarly, a qualitative study of engagement with an iCBT program found that participants wanted to choose what information to learn, accessible content (eg, audiovisual content and appropriate reading level), and a more tailored coaching experience [16,45]. In sum, users want personalized content and more complex engagement strategies.

Usability of Methodology

The ECOUTER framework provided an accessible approach that centered potential users in the feedback process and provided a procedure guide, which was beneficial when recruiting and working collaboratively with focus group participants as well as during data analysis. Engaging in an adaptation co-design process significantly improved program design and delivery for this iCBT program because it permitted the integration of researchers’ expertise pertaining to the design and delivery of iCBT and participants’ expertise pertaining to mental health both as a clinician and as a client. Moreover, seeking usability feedback from all participants aided in the rigor of this mixed methods evaluation and co-design adaptation of Tranquility because it allowed for multiple perspectives to be considered as CBT experts and focus group members may have different experiences and expectations of iCBT programs and may place value on differing program elements measured within the usability questionnaire we used, the SUS. However, although this approach had many benefits, it did include challenges such as recruiting CBT experts. Many of the approached individuals declined to participate, likely due to demands in excess of their available time, and scheduling focus groups was especially challenging. The usability of the design used in this study, although challenging at times, provides a greater real-world approach to mental health program design and both fidelity and usability evaluation.

Future Directions and Limitations

These findings have therapeutic implications for the iCBT literature. Taken together, future research and iCBT program development should consider the involvement of program users and clinical experts to ensure that fidelity to CBT and engagement strategies are implemented, given its association with adherence and program effectiveness [46]. The effectiveness of gamification and incentives offered within eHealth tools, including within iCBT programs, remains an understudied element of the literature [15], and future work should aim to assess the effectiveness of these user engagement strategies in addition to measuring client satisfaction. In addition, future work is needed to examine the effectiveness of iCBT interventions for comorbid mental health challenges, such as anxiety and depression, and the addition of iCBT protocols to address other challenges (insomnia, trauma, etc) may also help meet treatment demands for other comorbid presentations (eg, anxiety and insomnia).

Similarly, many studies, including this one, included predominantly White, heterosexual women. As a result, there are additional considerations related to race, gender, and sexual orientation that were not captured in the participant feedback or in the resultant changes to Tranquility (eg, using acceptance or values-based strategies vs cognitive restructuring for microaggressions; greater role for family or community members).

Understanding the perspectives and unique needs of marginalized groups is necessary to increase iCBT treatment accessibility and effectiveness—efforts should be made to include participants who are racialized and 2SLGBTQ+ (ie, two-spirit, lesbian, gay, bisexual, transgender, queer, and all other members of this community) and individuals who live in rural areas or are older adults. Efforts to recruit a larger and more diverse sample will afford a greater range of perspectives. Furthermore, this study included a small sample of CBT experts and focus group participants. This smaller sample was a significant strength of the study in that it afforded the focus group participants an opportunity to provide rich and in-depth perspectives on Tranquility and suggestions for adaptation. However, we recognize that the sample size does impact the generalizability of these findings to individuals who were underrepresented in the participant pool (eg, men, nonbinary individuals, or Black people) and who may or may not have been represented at all (eg, people with disabilities). Finally, it is of note that technological confidence and knowledge were not measured; therefore, it is possible that the ratings of this program were influenced by this variable.
Conclusions
CBT experts and mental health peers agreed that Tranquility, a web-based program treating anxiety and depression, had high usability, and both groups would be likely to recommend this program to others. CBT experts scored Tranquility as having high fidelity to CBT, and nearly all intervention components needed to treat depression were included as a part of Tranquility.

Finally, the co-design process was key to refining the existing anxiety content and for the creation and integration of the new depression content. These results provide a preliminary evaluation of the Tranquility program, and they may provide user-centered engagement strategies that may help increase adherence and effectiveness for the iCBT treatment of anxiety and depression.
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Abstract

Background: South Africa has the largest HIV treatment program worldwide. Retention in care and medication adherence remain problematic necessitating innovative solutions for improving HIV care. The increasing availability and use of mobile technology can support positive clinical outcomes for persons living with HIV. iThemba Life is a mobile health app designed with input from South African health professionals and patients, promoting engagement with HIV care through access to medical results.

Objective: This study aimed to test the feasibility and acceptability of receiving HIV viral load (VL) results through the app and compare the time to HIV VL result return for study participants before and after app use.

Methods: Using convenience sampling, adults having routine VL phlebotomy were recruited from 2 Johannesburg health facilities. After signed consent, the app was downloaded on their Android smartphones, phlebotomy was performed, and the sample barcode was scanned through their phone to link the sample and app. Participants received a notification of the result availability and logged into the app to view results, their explanation and recommended action.

Results: Overall, 750 people were screened to enroll 500 participants. Of 750, 113 (15.1%) failed eligibility screening. 21.5% (137/637) had smartphone technical limitations preventing enrollment. Results were released to 92.2% (461/500) of participants’ phones. App technical issues and laboratory operational issues limited the number of released results. Approximately 78.1% (360/461) results were viewed in the app. Median time from notification of availability to result viewed being 15.5 hours (0.6; range 0-150 days). Turnaround time from phlebotomy to the result being received was 6 (range 1-167) days for users versus 56 days (range 10-430 days; P<.001) before app use. Overall, 4% (20/500) of participants received unsuppressed results (VL>1000 copies/mL). Turnaround time for unsuppressed results was 7 days for participants versus 37.5 days before app use (P<.001). The difference before and after app use in the suppressed and unsuppressed users for time from sample collection to result delivery was statistically significant. Of 20 participants, 12 (60%) returned for a confirmatory VL during the study period. The time from an unsuppressed VL to a confirmatory VL was 106 days for app users versus 203 days before app use (P<.001). Overall, 52.4%
(262/500) of participants completed an exit survey; 23.2% (58/250) reported challenges in viewing their VL results. Moreover, 58% (35/60) reported that they overcame challenges with technical assistance from others, and 97.3% (255/262) wanted to continue using the app for VL results.

**Conclusions:** Using iThemba Life for VL results was well-received despite limited smartphone access for some participants. App users received results 10 times sooner than before the app and 5 times sooner if their VL >1000 copies/mL. This increased notification speed led to participants wanting to continue using iThemba Life.

**KEYWORDS**
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## Introduction
As of 2018, there are 37.9 million people living with HIV (PLWH) worldwide, of which South Africa accounts for 7.5 million (19%) [1]. South Africa has the largest HIV treatment program [2], providing antiretroviral therapy (ART) to 4.4 million people [3]. Despite the high number of treatments, retention of care and medication adherence remain problematic, as only 86% of PLWH successfully achieve viral suppression [4], which is short of the 95% goal outlined by the 95-95-95 Joint United Nations Programme on HIV/AIDS initiative to end the AIDS epidemic by 2030 [5]. Despite increasing viral load (VL) testing, the results do not often lead to changes in the clinical management needed to achieve viral suppression because of clinic attendance and health system factors that delay clinical decision-making [6-8]. Improvements in health care delivery are required to achieve improved clinical outcomes expected with routine VL testing.

The increasing availability and use of mobile technology provide an opportunity for improving health outcomes in low- and middle-income countries [9], and a variety of mobile health (mHealth) interventions have been developed to support the HIV care cascade [10-13]. Traditionally, mHealth platforms have concentrated on text-messaging or phone call interventions [10,11], and SMS which has been shown to improve HIV retention and VL suppression [14]. However, current trends are moving toward app-based interventions that allow the tailoring of content to match the needs and preferences of users and can provide multimedia content to enhance participation and further motivate behavior change. Apps have been shown to be acceptable options in South Africa along the HIV care cascade. In a randomized controlled trial, the SmartLink app was shown to improve linkage to care for those newly diagnosed as HIV-positive by 20% [12]. The Aspect HIVST app has recently undergone a feasibility study in Johannesburg, where the acceptability of the app was high [13].

iThemba Life complements existing conventional ART adherence and viral suppression strategies through the electronic delivery of health information and HIV VL results directly from the laboratory to the user. Our hypothesis is that the iThemba app can provide simplified logistics for timely delivery of HIV VL results and support linkage to care. The objective of this pilot study was to assess the technical feasibility and acceptability of the use of iThemba Life to return HIV VL results and compare the time to HIV VL result return for study participants before and after app use. This is the first report of an evaluation of the iThemba Life app.

## Methods
### Study Design and Participants
In this mixed methods study, 750 HIV-positive adults receiving ART at the Hillbrow Community Health Center and Yeoville Clinic in Johannesburg, South Africa, were screened to enroll a convenience sample of 500 participants. Participants were recruited while waiting to have their blood collected for HIV VL testing and were included if they were aged ≥18 years, comfortable reading English, reported regular access to an Android phone and internet, had blood collected for an HIV VL test on the day of enrollment, and signed the consent form. Participants were excluded if they were not currently on ART, were receiving antenatal care services, had iThemba Life previously downloaded on their phone, or refused to participate. After enrollment, the app was downloaded on their Android smartphones, phlebotomy was performed, and the sample barcode was scanned using their phone camera to link the sample and app.

### Recruitment and Data Collection
A trained, good clinical practice–certified study team, comprising a nurse, recruiter, and counselor, implemented the study at each site. The study team members approached clients, informed them about the study, and invited them to be screened for participation. Potential participants who met the eligibility criteria were provided with an overview of the study, asked to read the informed consent, and then asked to sign it if they agreed to participate. A study team member assisted with the installation of the app on the participant’s phone (Wi-Fi was provided by study-supported mobile hot spots) and then assisted the participant with setting up an account and provided an overview of app use. Any user unable to download or register on the app was withdrawn from the study, and the consent form was updated to reflect that no medical information would be collected. The recruiter recorded the number of approached clients and the reason for nonparticipation in a screening log for any patient found to be ineligible. If a participant was taken out of the queue for the recruitment process, they had their routine HIV VL collected by the study nurse, and if, instead, they returned to the blood collection queue, their place was maintained. Recruitment took place in April 2019, and
participants were followed up until October 2019, when a study exit interview was conducted.

Several logs were maintained during the recruitment and data collection processes (ie, screening log [mentioned above], enrollment log, and VL result log). At enrollment, data collected included ART regimen, ART initiation date, standard time for receiving an HIV VL result, HIV status disclosure, type of phone, and perceived level of HIV knowledge. The VL result log contained the results received through iThemba Life and previous results extracted from the user’s medical records. In addition, there were in-app user experience questions. All users were invited to participate in an exit interview. The interviews were conducted in English using a structured interview guide. Data were collected on demographics, satisfaction with the app, experiences with viewing results, willingness to recommend the app, likes, dislikes, and recommendations for subsequent iterations. Finally, 2 focus group discussions (FGDs) were conducted with a total of 9 (Yeoville Clinic: n=5, 56%, including n=4, 80% male and n=1, 20% female; Hillbrow Community Health Center: n=4, 44%, who were all female) consenting nurses. The discussions were facilitated in English. Trained staff used a semistructured interview guide to gather information on the nurses’ opinions and perceptions of iThemba Life. FGDs were audio recorded and transcribed verbatim.

Throughout the study, app users received all HIV care from the clinic staff per standard of care and not from the study team. HIV VL testing frequency followed national guidelines, and no additional specimens were collected as part of this evaluation. The samples were transported to a central laboratory for testing following standard sample transport procedures for the health facility. The study team did not provide HIV clinical care to standardize clinical care for app users and nonusers.

Delivery of Results

Once the central laboratory performed the testing, participants received a notification of a message waiting to be viewed on the app. Users could log into iThemba Life to view their results. The laboratory results were presented clearly, with information explaining the results and recommended actions for the user to take (Figure 1). Participants who did not achieve viral suppression were told to return to the clinic for adherence counseling and a repeat HIV VL test in 2 to 3 months according to national guidelines. If participants returned for another HIV VL test during the study period, they scanned their sample barcode with their phone to link the specimen and the app and followed the same procedure described above. Participants who did not view their results were sent a reminder notification 3 days and 7 days after the result was available.

The study flow describing the recruitment, data collection, and delivery of results is shown in Figure 2.

Figure 1. Screenshot of in-app laboratory result explanations.
Outcome Measures

The primary objective was to assess the technical feasibility and acceptability of the use of iThemba Life to return HIV VL results. The secondary objective was to compare the time to HIV VL result return for study participants before and after app use.

The technical feasibility of receiving HIV VL results through the app was assessed by process indicators, including the number of individuals screened, HIV VL specimens collected, HIV VL results returned, HIV VL results viewed, time to viewing HIV VL result, and the time to next clinic visit for those with unsuppressed HIV VL requiring follow-up according to national HIV care and treatment guidelines. The acceptability of using the app to return HIV VL results was assessed through in-app user experience surveys using a 5-point Likert scale and through a structured study exit interview. The interviews were conducted in English using a structured interview guide. The collected data included demographics, experience with viewing the results, willingness to recommend the app, likes, dislikes, and recommendations for subsequent iterations. FGDs were conducted with health care workers from the study sites to understand their opinions and perceptions of the app.

To assess the impact of the app on service delivery, study staff extracted data from health facility registers used for routine patient management and from enrollment questionnaires, including the most recent HIV VL results, date of the results being communicated to the individual, and the date of subsequent clinic visits for those with an unsuppressed HIV VL. The median time between sample collection and HIV VL result return was compared for study participants’ before app use when receiving routine service delivery and after app use.
when receiving app-supported service delivery. As an exploratory end point, the time from the result being received to repeat, confirmatory VL for individuals who were unsuppressed was analyzed. Both the World Health Organization and South African HIV Care and Treatment Guidelines recommend a confirmatory VL before ART regimen change [15,16].

The logistics required for HIV VL result return in routine service delivery is complex and often delays result delivery [17]. The use of the app allows for direct communication between the laboratory and the app user, reducing the time from sample collection to the results being returned to the individual and potentially reducing the time to a confirmatory VL and clinical management when needed (Figure 3).

**Figure 3.** Routine HIV viral load result return (A) before app use and (B) app-supported HIV viral load result return workflow.

**Data Analysis**

Quantitative data were analyzed with descriptive statistics using SAS (version 9.4; SAS Institute Inc). A chi-square test was performed to evaluate the relationship between demographic factors and time to results being viewed after notification of result availability. The Fisher exact test was used to compare the acceptability of the app by age, and a median 2-sample test was used to compare time from sample collection to result delivery before and after app use. \( P < .001 \) was considered significant. Qualitative data involved thematic analysis using SAS (version 9.4).

**App Development**

iThemba Life was developed by Roche Molecular Systems and designed with the input and feedback of >40 health care professionals and >60 PLWH in South Africa. Demonstrations of prototypes provided qualitative insights used to improve and refine the app in preparation for the pilot.

iThemba Life integrates with the local laboratory information system or results database and allows the delivery of any laboratory result from any manufacturer.

The iThemba Life mHealth platform safeguards and manages sensitive patient data. iThemba Life is designed to track sensitive data, both in transit and at rest in the cloud, with prevailing data privacy and security regulations in mind. The security mechanisms of iThemba Life are built on the principles of segregation, minimization, encryption, and monitoring.

Under the principle of minimization of protected health information, users’ names or ID numbers were not collected. The collected data included the phone number, gender, year of birth and name of clinic, and the HIV VL result from the laboratory results database. Data privacy was considered as a design principle throughout the system development. As a result, data collection and representation sought to minimize the risk of disclosure and maximize user privacy. The app icon and name were not suggestive of a health app, and all app-based push notifications provided no detail about the nature of the information, ensuring that all health-related details were only displayed within the password-protected section of the app. Users could delete their profile information from the iThemba Life platform whenever they so chose to comply with local data rights and privacy laws. This would not delete any data that the laboratory or clinic had in their medical files.

**Ethical Considerations**

The human research ethics committee of the University of the Witwatersrand provided approval for the study (M181025), and permission was granted by the Department of Health Johannesburg Health District office (National Health Research Database reference GP_201810_009). Trained study staff obtained written informed consent from all the study participants. Participants completing the exit interview received a ZAR 150 (US $10.70) reimbursement for their time.

**Results**

**Screening and Enrollment**

Over the course of the study, 750 (Hillbrow Community Health Center n=383, 51.1% and Yeoville Clinic n=367, 48.9%) people were screened to enroll 500 (66.7%; Hillbrow Community Health Center n=238, 47.6% and Yeoville Clinic n=262, 52.4%) participants (Figure 4). Of the 750 people, 113 (15.1%) did not meet inclusion criteria, as 65 (57.5%) people did not have access to a smartphone, 15 (13.3%) had a VL sample already collected, 19 (16.8%) declined to participate, 7 (6.2%) could not read English, and 7 (6.2%) were excluded for other reasons. Of the remaining 637 people, 137 (21.5%) of those eligible were not
enrolled because of their smartphone’s technical limitations, as 85 (62%) individuals were unable to download the app, 37 (27%) were unable to scan the sample barcode, 14 (10.25%) were unable to register on the app, and 1 (0.7%) withdrew consent.

**Figure 4.** Recruitment flow. VL: viral load.

### Participant Characteristics

Of the 500 participants, 325 (65%) were female. The median age of the patients was 37 years. Of the 500 participants, age disaggregation comprised 3 (0.6%) participants being aged <20 years, 79 (15.8%) being aged 21 to 30 years, 246 (49.2%) being aged 31 to 40 years, 139 (27.8%) being aged 41 to 50 years, 27 (5.4%) being aged 51 to 60 years, and 1 (0.2%) being aged >60 years. Approximately 91.8% (459/500) of users were on first-line ART (tenofovir disoproxil fumarate/lamivudine [or emtricitabine]/efavirenz), whereas 8% (40/500) were on second-line treatment (zidovudine/lamivudine/ritonavir-boosted atazanavir [or ritonavir-boosted lopinavir]), and 0.2% (1/500) had an unknown treatment regimen. Of the 500 participants, 249 (49.8%) could not recall how long it usually took to receive their VL result after a blood draw, and 234 (46.8%) stated that it took >1 month to receive their VL result.

Regarding disclosure of HIV status, although most (481/500, 96.2%) had disclosed their HIV status to someone in their household/family, there was concern about disclosure of their status to others (303/500, 60.6%). Just under half (247/500, 49.4%) of the participants reported that they were very informed about HIV, and some (54/500, 10.8%) participants reported that they regularly used a shared phone. **Table 1** shows the baseline characteristics of the study participants.

The exit interview was completed by 52.2% (261/500) of participants: 52.1% (136/261) from Hillbrow Community Health
Center and 47.9% (125/261) from Yeoville Clinic. Most (209/261 80.1%) had completed high/secondary school, and some (133/261, 50.9%) were employed full-time. Approximately 70.1% (183/261) of participants earned <ZAR 5000 (US $357) per month. Most respondents (218/261, 83.5%) reported having consistent network coverage throughout the day, and some (197/261, 75.5%) stated that they would have downloaded the iThemba Life app without access to free Wi-Fi at the health facility. Users also reported that the median time to travel to the clinic was 30 minutes, at the cost of <ZAR 20 (US $1.40) for 51.3% (134/261) of participants. A median of 2 hours was spent at the clinic, and 96.2% (251/261) reported that they received the services they required at their last clinic visit.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (N=500)</th>
<th>Yeoville Clinic (n=262)</th>
<th>Hillbrow Community Health Center (n=238)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>175 (35)</td>
<td>96 (36.6)</td>
<td>79 (33.2)</td>
</tr>
<tr>
<td>Female</td>
<td>325 (65)</td>
<td>166 (63.4)</td>
<td>159 (66.8)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>3 (0.6)</td>
<td>1 (0.4)</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>21-30</td>
<td>49 (18.7)</td>
<td>49 (18.7)</td>
<td>30 (12.6)</td>
</tr>
<tr>
<td>31-40</td>
<td>246 (49.2)</td>
<td>135 (51.5)</td>
<td>111 (46.6)</td>
</tr>
<tr>
<td>41-50</td>
<td>139 (27.8)</td>
<td>64 (24.4)</td>
<td>75 (31.5)</td>
</tr>
<tr>
<td>51-60</td>
<td>27 (5.4)</td>
<td>11 (4.2)</td>
<td>16 (6.7)</td>
</tr>
<tr>
<td>&gt;60</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Unknown</td>
<td>5 (1)</td>
<td>2 (0.8)</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD; range)</td>
<td>38 (7.8; 19-61)</td>
<td>38 (7.5; 19-60)</td>
<td>39 (39-44)</td>
</tr>
<tr>
<td>Values, median (IQR)</td>
<td>37 (32-42)</td>
<td>37 (32-42)</td>
<td>37 (32-42)</td>
</tr>
<tr>
<td><strong>ARV(^a) treatment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First-line: TDF(^b)/3TC(^c) (or FTC(^d))/EFV(^e)</td>
<td>459 (91.8)</td>
<td>256 (97.7)</td>
<td>203 (85.3)</td>
</tr>
<tr>
<td>Second-line: AZT(^f)/3TC/ATV(r)(^g) or LPV(r)(^h)</td>
<td>40 (8)</td>
<td>6 (2.3)</td>
<td>34 (14.3)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td><strong>Have users disclosed status to anyone in household or family?, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>481 (96.2)</td>
<td>259 (98.9)</td>
<td>222 (93.3)</td>
</tr>
<tr>
<td>No</td>
<td>19 (3.8)</td>
<td>3 (1.1)</td>
<td>16 (6.7)</td>
</tr>
<tr>
<td><strong>User concerned about disclosing condition to others?, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very concerned</td>
<td>91 (18.2)</td>
<td>44 (16.8)</td>
<td>47 (19.7)</td>
</tr>
<tr>
<td>Concerned</td>
<td>78 (15.6)</td>
<td>15 (5.7)</td>
<td>63 (26.5)</td>
</tr>
<tr>
<td>Somewhat concerned</td>
<td>134 (26.8)</td>
<td>65 (24.8)</td>
<td>69 (29)</td>
</tr>
<tr>
<td>Not concerned</td>
<td>60 (12)</td>
<td>29 (11.1)</td>
<td>31 (13)</td>
</tr>
<tr>
<td>Not at all Concerned</td>
<td>137 (27.4)</td>
<td>109 (41.6)</td>
<td>28 (11.8)</td>
</tr>
<tr>
<td><strong>Informed about HIV, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very informed</td>
<td>247 (49.9)</td>
<td>128 (48.9)</td>
<td>119 (50)</td>
</tr>
<tr>
<td>Somewhat informed</td>
<td>231 (46.2)</td>
<td>119 (45.4)</td>
<td>112 (47.1)</td>
</tr>
<tr>
<td>Not informed</td>
<td>22 (4.4)</td>
<td>15 (5.7)</td>
<td>7 (2.9)</td>
</tr>
<tr>
<td><strong>Shared phone, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>54 (10.8)</td>
<td>31 (11.8)</td>
<td>23 (9.7)</td>
</tr>
<tr>
<td>No</td>
<td>446 (89.2)</td>
<td>231 (88.2)</td>
<td>215 (90.3)</td>
</tr>
</tbody>
</table>

\(^a\)ARV: antiretroviral.  
\(^b\)TDF: tenofovir disoproxil fumarate.  
\(^c\)3TC: lamivudine.  
\(^d\)FTC: emtricitabine.  
\(^e\)EFV: efavirenz.  
\(^f\)AZT: zidovudine.  
\(^g\)ATV(r): atazanavir/ritonavir.  
\(^h\)LPV(r): lopinavir/ritonavir.
Technical Feasibility

All participants were able to download and register for the iThemba Life app and successfully scan the sample barcode (Table 2). Of the 500 sample bar codes scanned, 461 (92.2%) HIV VL results were obtained from the app database, and of these 461 results, 360 (78.1%) were viewed by users.

Table 2. Feasibility of receiving viral load results through the app (N=500).

<table>
<thead>
<tr>
<th></th>
<th>Overall (N=500)</th>
<th>Hillbrow Community Health Center (n=238)</th>
<th>Yeoville Clinic (n=262)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Successful initial viral load samples scanned</td>
<td>500 (100)</td>
<td>238 (100)</td>
<td>262 (100)</td>
</tr>
<tr>
<td>Viral load results received by app database</td>
<td>461 (92.2)</td>
<td>218 (91.6)</td>
<td>243 (92.7)</td>
</tr>
<tr>
<td>Viral load viewed by user</td>
<td>360 (78.1)</td>
<td>178 (81.7)</td>
<td>182 (74.9)</td>
</tr>
</tbody>
</table>

Acceptability

Of the 500 users, 480 (96%) responded on the ease of scanning barcode questions through in-app surveys, and of these 480 users, 347 (72.3%) found it easy to perform. When asked about the ease of logging into the app, 52.2% (261/500) of users responded, and of these, 78.2% (204/261) found it easy to perform. For the question on the ease of receiving a VL result through iThemba Life, 19.2% (96/500) of users responded, and of these, 82.3% (79/96) found it easy.

During the exit survey, 79.1% (204/258) of respondents reported that they were very happy with the app, 79.6% (191/240) completely trusted the information from the app, 75.7% (196/259) were likely to recommend the app to others, with 78.4% (203/259) reporting that they already told someone else about the app.

Most participants (227/244, 93%) reported that the app was very helpful, 85.5% (207/242) reported it was easy or very easy to understand the result, and 97.3% (255/262) reported that they wanted to continue to use the app to receive their HIV VL results. Most participants noted the benefit of the app in assisting with the self-management of their disease. Some of their statements included the following:

- Most of the time when I get results no one explains them to me but with iThemba Life I managed to get an explanation. [Yeoville Clinic, female]
- It helped me because I didn’t have to spend money to come to fetch my results [Yeoville Clinic, male]
- Because it was easy to open it and get results immediately [Yeoville Clinic, female]

In the exit survey, of the 500 people, 55 (11%) noted experiencing challenges while viewing their VL results. These included opening the result (30/55, 55%) and data and network access (16/55, 27%) issues. Considering the challenges experienced with iThemba Life (60/500, 12%), these were primarily because of limited technical skills, and many (35/60, 58%) reported that they overcame the challenge with technical assistance from others. Challenges that could not be resolved were because of factors beyond the user’s control (eg, lost phone or broken phone). Of the 500 participants, <3% (n=7, 1.4%; n=4, 1.4% from Hill Brow Community Health Center and n=3, 43% from Yeoville Clinic) indicated that they did not want to continue using the app. Similar to the challenges reported above, these were not for app-related reasons but rather for other reasons such as no longer having a phone.

The age distribution of the participants who responded to the acceptability questions is reported in Multimedia Appendix 1. There was no statistically significant difference in the acceptability of the app for any age category.

When asked about potential future features of the app, >248 respondents wanted health information and reminders for clinic appointments and medication pickups sent by the app, whereas 75.1% (196/261) participants wanted a daily reminder to take their medication. Some of their requests included the following:

- Give information on types of food we can eat or not. [Hillbrow Community Health Center, female]
- To get updates about HIV every month. [Hillbrow Community Health Center, female]

During the FGDs, nurses noted the value of iThemba Life for the users and for themselves. Some of their statements included the following:

- I have seen patients showing the result with excitement. Before iThemba Life, they never discussed their viral load. [Hillbrow Community Health Center, nurse]
- It will be useful, instead of sending the patient to obtain their result they will have access to it. [Hillbrow Community Health Center, nurse]
- It cuts the time when I need to contact the patient. There will be time saved. [Yeoville Clinic, nurse]
- Two patients came with high viral load and they were referred to the clinic and switched their treatment. [Hillbrow Community Health Center, nurse]

Service Delivery Outcome

Of the 360 results viewed by app users, 245 (68.1%) were <50 copies/mL, 92 (25.6%) were 50 to 1000 copies/mL, and 20 (5.6%) were >1000 copies/mL. Approximately 0.6% (2/360) of results were reported as invalid and 0.3% (1/360) that was reported as an inadequate specimen by the laboratory.

The overall median number of days from sample collection to the result being received for the app users was 6 (range 1-167) days, whereas the median number of days before app use was 56 days (range 10-430 days; P<.001; Table 3). The median time...
from notification of result availability to results being viewed was 0.6 (range 0-150) days. For unsuppressed users, the overall median days from sample collection to results being received was 7 days for app users and 37.5 days before app use ($P<.001$). For suppressed users, the overall median days from sample collection to the results being received was 6 days for app users and 56 days before app use ($P<.001$). An exploratory analysis of the time to a confirmatory HIV VL found that 60% (12/20) of app users with unsuppressed results returned for a confirmatory VL within the study period. The time from an unsuppressed VL to a confirmatory VL was 106 days for app users and 203 days before app use ($P<.001$).

Before app use, participants would have a VL sample collected and receive their results at their next scheduled appointment, which could be 1 to 6 months later. When there were unsuppressed results, the facility may call the patient to return to the facility sooner. This telephonic follow-up is not consistent and contingent on the availability of both human resources and a working phone and whether the results were reviewed by clinic staff when the facility received them from the laboratory.

### Table 3. Time from sample collection to result delivery before and after app use (N=500)$^a$.

<table>
<thead>
<tr>
<th>Results delivery</th>
<th>Overall, median</th>
<th>Participants, n (%)</th>
<th>P value$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of days from specimen collection to result receipt: all users (days)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before app use$^c$</td>
<td>56.0</td>
<td>251 (50.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>App use</td>
<td>6.0</td>
<td>360 (72)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Time from notification of result availability to results being viewed (hours)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App use</td>
<td>15.5</td>
<td>360 (72)</td>
<td>—</td>
</tr>
<tr>
<td>Before app use</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Number of days from specimen collection to result receipt: unsuppressed users (days)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before app use$^c$</td>
<td>37.5</td>
<td>14 (2.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>App use</td>
<td>7.0</td>
<td>20 (4)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Number of days from specimen collection to result receipt: suppressed users (days)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before app use</td>
<td>56.0</td>
<td>234 (46.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>App use</td>
<td>6.0</td>
<td>337 (67.4)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Number of days from first to second sample collection: unsuppressed users (days)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before app use</td>
<td>203.0</td>
<td>27 (5.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>App use</td>
<td>106.0</td>
<td>12 (2.4)</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$Users included in this table have either preapp or app use turnaround data.

$^b$Median 2-sample test was used to estimate the P values.

$^c$The standard-of-care viral load result delivery times for nonapp users were determined by the date of the next visit after viral load sample collection for users before using the app.

$^d$Not available.

$^e$The standard-of-care viral load result delivery times for unsuppressed nonapp users were determined by the result delivery times for viral load results before using the app users.

**Association Analysis**

The chi-square tests of independence were performed to examine the relationships between the results viewed and age, sex, and time since ART initiation and results were not significant (Table 4).
Table 4. Sociodemographic characteristics and feasibility of receiving HIV viral load (VL) result through a mobile app (N=500).

<table>
<thead>
<tr>
<th>Variable</th>
<th>HIV VL result received through mobile app</th>
<th>HIV VL result received through mobile app (viewed)</th>
<th>HIV VL result received through mobile app (not viewed)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>26 (5.2)</td>
<td>21 (4.2)</td>
<td>5 (1)</td>
<td>.12</td>
</tr>
<tr>
<td>26-45</td>
<td>359 (71.8)</td>
<td>287 (57.4)</td>
<td>72 (14.4)</td>
<td></td>
</tr>
<tr>
<td>46-65</td>
<td>71 (14.2)</td>
<td>49 (9.8)</td>
<td>22 (4.4)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>5 (1)</td>
<td>3 (0.6)</td>
<td>2 (0.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>Male</td>
<td>165 (33)</td>
<td>124 (24.8)</td>
<td>41 (8.2)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>296 (59.2)</td>
<td>236 (47.2)</td>
<td>60 (12)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Time since ART&lt;sup&gt;c&lt;/sup&gt; initation (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>&lt;1</td>
<td>31 (6.2)</td>
<td>9 (1.8)</td>
<td>22 (4.4)</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>103 (20.6)</td>
<td>22 (4.4)</td>
<td>81 (16.2)</td>
<td></td>
</tr>
<tr>
<td>3-5</td>
<td>147 (29.4)</td>
<td>29 (5.8)</td>
<td>118 (23.6)</td>
<td></td>
</tr>
<tr>
<td>&gt;5</td>
<td>150 (30)</td>
<td>36 (7.2)</td>
<td>114 (22.8)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>30 (6)</td>
<td>25 (5)</td>
<td>5 (1)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Only participants who received HIV viral load through the mobile app are included in this table.

<sup>b</sup>Chi-square test of independence was used to estimate P values. Data from unknown categories were not included in the P value estimates.

<sup>c</sup>ART: antiretroviral therapy.

Discussion

Principal Findings

Similar to a few other digital health efforts aimed at supporting HIV care [12,13,18], this intervention demonstrated notable outcomes and was highly accepted by users. Although the SmartLink adherence app increased linkage to care in youth by 20% [12], iTemba Life users received VL results 10 times sooner than before app use (6 days vs 56 days) and 5 times sooner (7 days vs 37.5 days) than before app use if their HIV VL was >1000 copies/mL. There was a significant difference before and after app use in both suppressed and unsuppressed users with respect to time from sample collection to result delivery. Faster delivery of HIV VL results may significantly improve clinical outcomes.

As HIV/AIDS programs have matured, the fast, reliable delivery of laboratory results has become essential to achieve disease elimination. Digital health can be a powerful tool for increasing the delivery of, and access to, high-quality health services [19]. Front-line health workers are often considered as first-level recipients of digital health [19]; however, the increasing availability of smartphones facilitates increased patient engagement by promoting a shift from text-based to interactive app-based solutions [20].

Access to smartphone technology is rapidly increasing, leapfrogging traditional service delivery constraints, and overcoming infrastructure barriers. The penetration of smartphones is not yet universal throughout Sub-Saharan Africa but has accelerated significantly in recent years with the availability of lower-priced devices, and it is expected to continue increasing to 67% in 2025 [21]. iTemba Life leverages the increasing availability and use of mobile technology to simplify the manual and complex logistics currently used for HIV VL result delivery and ensures that results are available for timely clinical decision-making. The app was designed to complement existing conventional ART adherence and viral suppression strategies through the electronic delivery of health information and HIV VL results directly from the laboratory to the user. This is the first report of an evaluation of the iTemba Life app.

iTemba Life followed an iterative development strategy with continual input and collaboration from patients, health care workers, and other key stakeholders to address sociocultural and workflow aspects related to HIV program delivery. During the development of iTemba Life, focusing on understanding user needs and experience with early prototypes, limiting the installation size, and ensuring that the app could be used on older and less expensive smartphones was essential. This early focus ensured that operational and technical challenges experienced by similar interventions in this setting [22] were minimized, and most of those screened in this study were able to access the intervention and had a positive experience with the app.

Data costs are considered high by many South Africans and typically hinder the uptake of digital health interventions [23]; however, most exit survey respondents reported that they would still have downloaded the app without free Wi-Fi access during this pilot. This not only qualifies satisfaction with the app but also highlights health care recipients' urgent need for improved access to Wi-Fi.
service delivery in that costs were outweighed by the ability to receive HIV VL results sooner. iThemba Life users recognized the value of quickly receiving their VL result as a motivator of adherence to treatment, a way to make health management more convenient, and as a source of health information. Many felt that the app was supportive in managing their disease and equipping them to assume control of their health. Health care workers echoed this value of the app for users and noted the benefits of having more informed clients and reliable access to VL results.

Innovative app-based technologies are accompanied by challenges concerning the phone capability and technical proficiency of users, and these areas have been prioritized for improvement following this pilot assessment. The inability to use this app on certain phones or by some users created barriers to entry for a few individuals and has been addressed, as iThemba Life is positioned to scale up with updates to the software to decrease technical challenges.

However, despite these challenges and recent studies advocating for non–app-based mHealth interventions [18,24], the high level of user acceptability coupled with the marked decrease in VL result delivery times indicates that iThemba Life provides value to potential users and the national HIV program. iThemba Life users with unsuppressed results returned for a confirmatory VL in half the typical time they would have, which may decrease the time spent on an ineffective ART regimen, potentially having individual health and population benefits by lessening the time to viral resuppression. The ability to receive VL results electronically decreases visits to health care facilities, which may reduce strain on facilities while also saving patients’ time and money. South Africa has a proven track record of promoting and adopting innovative mHealth interventions such as MomConnect [25], which has >2 million registered users who receive prenatal support messages through the platform [26]. If South Africa was able to similarly scale up iThemba Life, PLWH could have significant financial and time savings on transportation and clinic waiting [27] while also improving their health outcomes and reducing the risk of transmission because of earlier resuppression times.

Using smartphones, iThemba Life is at the beginning of a new frontier of communication between patients and health care workers. This evolving platform will continually incorporate feedback from active users to improve its functionality and features. In the future, iThemba Life can continue to deliver information and services to patients and also create bidirectional feedback from patients to further assess the quality of health care delivery and foster a richer, more meaningful interaction with the health system. In addition, through smartphone technologies, iThemba Life offers the capability to create password-protected multiple user profiles on a single device to allow a device to be shared by families or communities, further expanding access to these services.

**Limitations**

Because of the mobile requirements of the app, connectivity issues and incompatibility with some phone models prevented some prospective users from participating. Furthermore, some of the phone cameras were not able to scan the barcode because of the fixed focal length of the camera, which did not permit close-up scanning of the barcode. A dry run of the complete app workflow was not conducted before the start of the study. Consequently, some app technical issues were not identified until after the study enrollment began. Technical issues with the app database itself and operational issues because of sample transport and testing limited the number of results released to the app. The placement of the user survey within the app flow resulted in many users not viewing and, consequently, not completing some or all of these in-app questions. The study staff faced challenges with users returning for the exit survey, which was due in part to the 2019 Johannesburg riots, limiting travel to the sites.

Johannesburg is a large urban center with more resources and services than many other cities in the country and on the African continent; therefore, the current data are not generalizable outside of Johannesburg. In addition, most participants in this study had been receiving ART for many years and were virally suppressed. Future studies would need to target users who have recently initiated ART or who are facing challenges in achieving or maintaining viral suppression.

**Conclusions**

This evaluation demonstrated the feasibility and acceptability of receiving HIV VL results directly to users’ smartphones through the iThemba Life app while also decreasing the time for PLWH to receive their VL results. iThemba Life has the potential to increase treatment adherence and literacy, reduce barriers to entry for special populations, and reduce the burden of care for PLWH. Future studies are needed to further our understanding of how the support and information provided by iThemba Life affect the health outcomes of PLWH and how iThemba Life can support other disease areas.
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Abstract

Background: Adults with cardiovascular disease risk factors (CVRFs) are also at increased risk of developing cognitive decline and dementia. However, it is often difficult to study the relationships between CVRFs and cognitive function because cognitive assessment typically requires time-consuming in-person neuropsychological evaluations that may not be feasible for real-world situations.

Objective: We conducted a proof-of-concept study to determine if the association between CVRFs and cognitive function could be detected using web-based, self-administered cognitive tasks and CVRF assessment.

Methods: We recruited 239 participants aged ≥50 years (mean age 62.7 years, SD 8.8; 42.7% [n=102] female, 88.7% [n=212] White) who were enrolled in the Health eHeart Study, a web-based platform focused on cardiac disease. The participants self-reported CVRFs (hypertension, high cholesterol, diabetes, and atrial fibrillation) using web-based health surveys between August 2016 and July 2018. After an average of 3 years of follow-up, we remotely evaluated episodic memory, working memory, and executive function via the web-based Posit Science platform, BrainHQ. Raw data were normalized and averaged into 3 domain scores. We used linear regression models to examine the association between CVRFs and cognitive function.

Results: CVRF prevalence was 62.8% (n=150) for high cholesterol, 45.2% (n=108) for hypertension, 10.9% (n=26) for atrial fibrillation, and 7.5% (n=18) for diabetes. In multivariable models, atrial fibrillation was associated with worse working memory (β=-.51, 95% CI -0.91 to -0.11) and worse episodic memory (β=-.31, 95% CI -0.59 to -0.04); hypertension was associated with worse episodic memory (β=-.27, 95% CI -0.44 to -0.11). Diabetes and high cholesterol were not associated with cognitive performance.

Conclusions: Self-administered web-based tools can be used to detect both CVRFs and cognitive health. We observed that atrial fibrillation and hypertension were associated with worse cognitive function even in those in their 60s and 70s. The potential of mobile assessments to detect risk factors for cognitive aging merits further investigation.

(JMIR Form Res 2022;6(2):e30410) doi:10.2196/30410
KEYWORDS
mHealth; internet; mobile health; digital health; eHealth; cardiovascular; risk factors; cognition; cognitive impairment; remote cognitive assessment; aging

Introduction

In-person neuropsychological evaluation through conventional paper-and-pencil tests administered one-to-one in a clinic or lab by a trained psychometrist represents the gold standard for testing cognitive function [1-3]. However, there are drawbacks associated with this method of evaluation including limited availability, high cost, lengthy time commitment for both study participants and personnel, and limited accessibility of even the most commonly used cognitive testing measures in community settings with hard-to-reach or at-risk populations. These factors alone are reason enough to seek out more efficient means of collecting cognitive data for large-scale research. In the face of a global pandemic, the vital importance of developing remote cognitive assessment tools for both research productivity and improved patient care has never been more apparent.

Remote cognitive assessment as a mobile health (mHealth) technology offers the potential of increased flexibility and portability, and improved efficiency in neuropsychological testing [4]. mHealth is the use of mobile technology including phones, tablets, and wearable devices to collect data and interface with patients for treatment or research [5]. It provides the unique opportunity to study health risk factors remotely through web-based platforms without in-person visits. Web-based cognitive testing can address the weaknesses of traditional neuropsychological evaluation by showing improved accuracy in administration and scoring, adaptability to the performance of the test taker, decreased cost of administration, shorter and more precise batteries, and an increased accessibility for diverse and rural populations [1,6,7].

Traditional, in-person studies of cardiovascular risk factors (CVRFs) such as diabetes mellitus, atrial fibrillation, hypertension, and high cholesterol have reported associations with higher risk for cognitive decline and dementia in older adulthood [8-13]. With this in mind, we developed the Health eBrain study. We sought to determine whether a self-administered mobile cognitive intervention tool could detect the associations between CVRFs and cognitive performance using completely remote measures. We hypothesized that mobile measures of cardiovascular health would be associated with mobile measures of cognition in adults aged ≥50, such that those with CVRFs would demonstrate significantly worse cognitive performance.

Methods

Recruitment

Health eHeart conducts enrollment, consent, and participation entirely through the internet. Participation is open to any individual aged 18 or older with an email address. Recruitment for Health eHeart is worldwide and accomplished through news stories, email, social media, and word of mouth [14]. Health eBrain was designed as a companion study with recruitment through Health eHeart.

Statistical Analysis

To assess the association between CVRFs and cognitive performance, we sent email invitations to all Health eHeart Study participants enrolled from August 2016 to July 2018 who were aged 50 years or older, were English speaking, were not colorblind, and had internet access and sufficient computer proficiency to engage in online assessment. We used this time point as our goal was to assess cognition 2-3 years following enrollment. A total of 741 eligible individuals consented to participate in the study. Of these, 502 did not complete testing, and the final analytical cohort was 239 participants (mean age 62.74 years, SD 8.8; 42.7% [n=102] female, 88.7% [n=212] White), who completed the web-based testing between March 20, 2019, and May 31, 2019.

CVRF Measurements

Hypertension, high cholesterol, and diabetes diagnoses were established through self-report of a physician’s diagnosis or by laboratory values obtained from self-report or mobile device monitoring and were defined by American Heart Association criteria for diabetes (fasting glucose >126 units), high blood pressure (BP >140/90 units), and high cholesterol (total cholesterol >240 units). Atrial fibrillation was identified through participant self-report of a physician’s diagnosis, a method previously validated in the Health eHeart cohort [15].

Cognitive Assessment

Between March 2019 and June 2019, Health eBrain participants completed a series of cognitive tasks on the Posit Science BrainHQ platform [16], which was integrated with the Eureka Research Platform through an application programming interface. BrainHQ is a series of web-based, self-administered cognitive tasks engineered to run on a computer or as a mobile app on iOS devices. It provides game-like cognitive exercises, with the ability to assess the performance of individuals relative to their peers. Of the tasks available through BrainHQ, 6 were used to assess 3 cognitive domains: episodic memory, working memory, and executive function. One cognitive task (To and Fro Motor Speed) was used solely to adjust for motor speed processing.

While BrainHQ was originally designed around the concept of brain plasticity for the purpose of cognitive training and intervention, the study participants were not engaged in brain training. Each was given a single administration of the cognitive tasks linked to their unique email address. After completion, they received a summary of performance results from BrainHQ. Our data were audited to confirm the use of the primary testing session data and to prevent the analysis of repeat testing among participants who registered a second email address to improve their performance.
Data Analysis

Descriptive statistics were used to characterize the sample. BrainHQ raw data were normalized (z-score) and averaged to derive cognitive domain scores. Table 1 presents the cognitive domains used in the study and details the BrainHQ tasks that comprised each domain. We then used unadjusted and adjusted linear regression models to examine associations between the CVRFs and each cognitive domain. Adjusted models included demographic characteristics (age, race, and sex). We also conducted a sensitivity analysis, which further corrected for a measure of motor speed processing. Tests of statistical significance were two-tailed with significance set to \( P < 0.05 \). The analyses were performed using R version 4.0.2 (R Foundation for Statistical Computing).

Table 1. Cognitive domains and associated tasks.

<table>
<thead>
<tr>
<th>Cognitive domain or test</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Episodic memory</td>
<td>Face facts: Recall for names, faces, and facts</td>
</tr>
<tr>
<td></td>
<td>Auditory paired associates: Auditory recognition task</td>
</tr>
<tr>
<td></td>
<td>Pathfinder: Visuospatial learning and memory</td>
</tr>
<tr>
<td>Working memory</td>
<td>Target tracker: Multiple-object target tracking</td>
</tr>
<tr>
<td>Executive function</td>
<td>Word conflict: Stroop task</td>
</tr>
<tr>
<td></td>
<td>Rule switcher: Color or shape rule-switching for set shifting</td>
</tr>
<tr>
<td>Motor speed adjustment</td>
<td>To and Fro test: Test of motor speed</td>
</tr>
</tbody>
</table>

Results

At the time of cognitive testing, the 239 participants had a mean age of 62.74 years (SD 8.8). Moreover, 42.7% (n=102) were female, and 88.7% (n=212) had non-Hispanic White racial backgrounds. CVRF prevalence was 62.8% (n=150) for high cholesterol, 45.2% (n=108) for hypertension, 10.9% (n=26) for atrial fibrillation, and 7.5% (n=18) for diabetes (Table 2).

Table 2. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>62.7 (8.8)</td>
</tr>
<tr>
<td></td>
<td>&lt;60: 101 (42.3)</td>
</tr>
<tr>
<td></td>
<td>60-70: 87 (36.4)</td>
</tr>
<tr>
<td></td>
<td>&gt;70: 51 (21.3)</td>
</tr>
<tr>
<td>Gender, n (%), Female</td>
<td>102 (42.7)</td>
</tr>
<tr>
<td>Race, n (%): White</td>
<td>212 (88.7)</td>
</tr>
<tr>
<td></td>
<td>Black: 8 (3.3)</td>
</tr>
<tr>
<td></td>
<td>Asian: 10 (4.2)</td>
</tr>
<tr>
<td></td>
<td>Other: 7 (2.9)</td>
</tr>
<tr>
<td></td>
<td>Not disclosed: 2 (0.8)</td>
</tr>
<tr>
<td>Cardiovascular risk factors, n (%):</td>
<td></td>
</tr>
<tr>
<td>High cholesterol</td>
<td>150 (62.8)</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>26 (10.9)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>18 (7.5)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>108 (45.2)</td>
</tr>
<tr>
<td>Cognitive assessment, n (%), range</td>
<td></td>
</tr>
<tr>
<td>Episodic memory</td>
<td>17.4 (6.3), 5.2 to 32.4</td>
</tr>
<tr>
<td>Working memory</td>
<td>4.4 (0.7), 2.8 to 5.8</td>
</tr>
<tr>
<td>Executive function</td>
<td>211.7 (111.2), -56.2 to 515</td>
</tr>
</tbody>
</table>
In unadjusted models, the participants with atrial fibrillation performed more poorly than those without atrial fibrillation on measures of episodic memory (β = -0.31, 95% CI -0.59 to -0.04) and working memory (β = -0.51, 95% CI -0.91 to -0.11), and a trend association was observed for executive function (β = -0.33, 95% CI -0.74 to -0.07). The participants with hypertension performed more poorly than those without hypertension on measures of episodic memory (β = -0.27, 95% CI -0.44 to -0.11), with a trend association for working memory (β = -0.22, 95% CI -0.47 to 0.03) and no association for executive function (β = 0.03, 95% CI -0.22 to 0.28). There was no significant association between high cholesterol or diabetes and cognitive test performance. After adjustments for sex, age, and race, the findings remained unchanged from those of the unadjusted model (Table 3).

Table 3. Associations between cardiovascular risk factors and cognitive performance.

<table>
<thead>
<tr>
<th>Cognitive performance according to CVRFa,b</th>
<th>Unadjusted β (95% CI)</th>
<th>P value</th>
<th>Demographics-adjustedc β (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atrial fibrillation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Episodic memory</td>
<td>-0.31 (-0.59 to -0.04)</td>
<td>.02</td>
<td>-0.28 (-0.54 to -0.02)</td>
<td>.03</td>
</tr>
<tr>
<td>Working memory</td>
<td>-0.51 (-0.91 to -0.11)</td>
<td>.01</td>
<td>-0.49 (-0.89 to -0.09)</td>
<td>.01</td>
</tr>
<tr>
<td>Executive function</td>
<td>-0.33 (-0.74 to -0.07)</td>
<td>.10</td>
<td>-0.31 (-0.71 to 0.09)</td>
<td>.12</td>
</tr>
<tr>
<td>Hypertension</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Episodic memory</td>
<td>-0.27 (-0.44 to -0.11)</td>
<td>&lt;.001</td>
<td>-0.20 (-0.36 to -0.04)</td>
<td>.01</td>
</tr>
<tr>
<td>Working memory</td>
<td>-0.22 (-0.47 to 0.03)</td>
<td>.09</td>
<td>-0.15 (-0.40 to 0.10)</td>
<td>.24</td>
</tr>
<tr>
<td>Executive function</td>
<td>0.03 (-0.22 to 0.28)</td>
<td>.80</td>
<td>0.10 (-0.14 to 0.36)</td>
<td>.40</td>
</tr>
<tr>
<td>High cholesterol</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Episodic memory</td>
<td>-0.01 (-0.18 to 0.16)</td>
<td>.91</td>
<td>0.02 (-0.14 to 0.19)</td>
<td>.78</td>
</tr>
<tr>
<td>Working memory</td>
<td>-0.08 (-0.34 to 0.17)</td>
<td>.52</td>
<td>-0.07 (-0.33 to 0.18)</td>
<td>.58</td>
</tr>
<tr>
<td>Executive function</td>
<td>-0.13 (-0.39 to 0.12)</td>
<td>.31</td>
<td>-0.10 (-0.36 to 0.16)</td>
<td>.44</td>
</tr>
<tr>
<td>Diabetes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Episodic memory</td>
<td>-0.23 (-0.55 to 0.08)</td>
<td>.15</td>
<td>-0.14 (-0.45 to 0.16)</td>
<td>.27</td>
</tr>
<tr>
<td>Working memory</td>
<td>0.07 (-0.40 to 0.56)</td>
<td>.75</td>
<td>0.18 (-0.29 to 0.66)</td>
<td>.45</td>
</tr>
<tr>
<td>Executive function</td>
<td>-0.29 (-0.77 to 0.18)</td>
<td>.22</td>
<td>-0.19 (-0.67 to 0.28)</td>
<td>.43</td>
</tr>
</tbody>
</table>

aCVRF: cardiovascular risk factors.
bStandardized difference in cognitive test (95% CI)
cAdjusted for age, race, and sex.

In a sensitivity analysis, we further adjusted for a measure of motor speed processing derived from the To and Fro cognitive task and found almost identical results.

Discussion

The results of this proof-of-concept study suggest that mHealth assessment tools can be used to effectively detect the association between CVRFs and cognitive function. We were successful at recruiting, consenting, and measuring the participants’ cognitive function all by remote assessment. Furthermore, we found that those with atrial fibrillation and hypertension had worse cognitive performance in the area of memory.

Our investigation contributes to the field by examining the mHealth data and cognitive performance of middle-aged to older adults entirely through remote technology. While numerous studies have observed the utility of mHealth tool across a spectrum of neurological conditions (eg, dementia, stroke, and multiple sclerosis) [3,4,6,7,17-19], our study is unique in that we demonstrated that this technology can be used to identify subtle cognitive deficits in otherwise healthy middle-aged and older adults, without in-person patient contact.

Additionally, our results contradict the perception that older adults do not or cannot participate in technology-driven mHealth assessment.

Our findings are consistent with in-person neuropsychological testing results that have demonstrated that individuals with CVRFs are at increased risk for cognitive decline and dementia as they age [9,13,20,21]. Specifically, atrial fibrillation absent stroke has been associated with cognitive decline and dementia and may accelerate cognitive decline through mechanisms of hypoperfusion, systemic inflammation, and cerebral small vessel diseases [22,23], while hypertension has been associated with increased risk for cognitive decline and microstructural white matter alterations [24,25]. The results for high cholesterol have been mixed [26-30]; however, many studies have reported an association with diabetes and worse cognition. Our lack of finding an association with diabetes may have been due to limited power as only 7% (n=18) had diabetes.

The high CVRF prevalence in the US population is concerning. The Third National Health and Nutrition Examination Survey (NHANES III) estimates that 60% of men and 50% of women have 1 to 2 CVRFs, and this increases with age [31,32]. Given
these striking numbers, mHealth studies such as Health eHeart and remote cognitive assessment tools may represent a viable strategy for closely tracking and monitoring the cognitive effects of CVRFs in at-risk patients, with the hope of improving outcomes.

The Health eBrain proof-of-concept study utilized well-established platforms to remotely evaluate the relationship between CVRF exposure and cognition. Despite the study’s strengths, several limitations need to be considered. Our sample size was relatively small, particularly regarding participants with diabetes, and this may have reduced our ability to detect subtle cognitive changes. Second, our cohort was not very diverse as compared to the US population. This is in part a reflection of the Health eHeart Study cohort, which is less likely to be from Black, Hispanic, or Asian (versus White or non-Hispanic) racial backgrounds, relative to all adults in the United States [32]. This lack of diversity in Health eHeart may be due to a recruitment strategy that lacks the specific targeting of minority populations. It also may be due to the “digital divide” and associated issues with access to technology related to socioeconomic and cultural factors. While our results indicate that middle-aged and older adults can actively engage in the use of cell phone and computer technologies to participate in remote research and health tracking, our participants may represent an overall higher-functioning group relative to their peers. Therefore, our results may not be generalizable to the broader population. Finally, while remote, self-guided cognitive assessments have a great potential to provide large-scale cognitive data, they are not without their weaknesses. Control of the testing environment is an important component to standardizing and interpreting results to prevent distractions that can artificially lower the testing scores. Cognitive performance in remote testing is vulnerable to extraneous circumstances, level of task engagement, display of emotion and frustration, or the tendency to give up easily, and this study cannot account for that variability [3].

The results suggest that mHealth assessments can be used to detect the association between CVRFs and cognition function. mHealth tools demonstrated specific sensitivity for detecting memory deficits associated with atrial fibrillation and hypertension in middle-aged and older adults. Future research would benefit from a larger study of this remote assessment platform with longitudinal monitoring of CVRFs and cognitive performance. The ability to remotely track cognitive health in individuals with modifiable CVRFs could represent a unique opportunity to target high-risk individuals for early education, frequent monitoring, and interventions with the hope of preventing accelerated cognitive decline with aging.
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Abstract

Background: Health-related social media data are increasingly being used in disease surveillance studies. In particular, surveillance of infectious diseases such as influenza has demonstrated high correlations between the number of social media posts mentioning the disease and the number of patients who went to the hospital and were diagnosed with the disease. However, the prevalence of some diseases, such as allergic rhinitis, cannot be estimated based on the number of patients alone. Specifically, individuals with allergic rhinitis typically self-medicate by taking over-the-counter (OTC) medications without going to the hospital. Although allergic rhinitis is not a life-threatening disease, it represents a major social problem because it reduces people’s quality of life, making it essential to understand its prevalence and people’s motives for self-medication behavior.

Objective: This study aims to explore the relationship between the number of social media posts mentioning the main symptoms of allergic rhinitis and the sales volume of OTC rhinitis medications in Japan.

Methods: We collected tweets over 4 years (from 2017 to 2020) that included keywords corresponding to the main nasal symptoms of allergic rhinitis: “sneezing,” “runny nose,” and “stuffy nose.” We also obtained the sales volume of OTC drugs, including oral medications and nasal sprays, for the same period. We then calculated the Pearson correlation coefficient between time series data on the number of tweets per week and time series data on the sales volume of OTC drugs per week.

Results: The results showed a much higher correlation (r=0.8432) between the time series data on the number of tweets mentioning “stuffy nose” and the time series data on the sales volume of nasal sprays than for the other two symptoms. There was also a high correlation (r=0.9317) between the seasonal components of these time series data.

Conclusions: We investigated the relationships between social media data and behavioral patterns, such as OTC drug sales volume. Exploring these relationships can help us understand the prevalence of allergic rhinitis and the motives for self-care treatment using social media data, which would be useful as a marketing indicator to reduce the number of out-of-stocks in stores, provide (sell) rhinitis medicines to consumers in a stable manner, and reduce the loss of sales opportunities. In the future, in-depth investigations are required to estimate sales volume using social media data, and future research could investigate other diseases and countries.

(JMIR Form Res 2022;6(2):e33941) doi:10.2196/33941
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Introduction

Social media data are a valuable source for rapidly exploring and understanding various real-world phenomena. Because many people share their health conditions on social media, a high volume of health-related social media data are available and the use of these data for large-scale quantitative analyses [1,2] and disease surveillance (referred to as “infoneillance”) is gaining much interest [3]. In particular, major advances have been made in the use of social media data to track the prevalence and spread of infectious diseases, including influenza and other conditions [4-13]. These studies have contributed to public health by demonstrating high correlations between fluctuations in the number of relevant social media posts and patients for a specific disease.

This study focuses on allergic rhinitis, also called hay fever, which is one of the most common allergic diseases worldwide [14]. In Japan, many people suffer from seasonal allergic rhinitis induced by Japanese cedar pollen between February and April each year. According to the results of the Japan National Epidemiological Studies in 1998, 2008, and 2019, the prevalence of allergic rhinitis in Japan has increased significantly over the past 20 years (49.2% increase in overall allergic rhinitis and 42.5% increase in cedar pollen–induced allergic rhinitis). It is now a national disease that affects the majority of the population [15].

Although allergic rhinitis is not a life-threatening disease, its main symptoms—sneezing, nasal discharge (watery), and nasal obstruction—significantly impair the quality of life (QOL) of patients, causing a major social problem [15-17]. According to the practical guideline for the management of allergic rhinitis in Japan 2020 [18], approximately 40% of people in Japan said they had allergic rhinitis, of which 30% had nasal allergies caused by pollen. In addition, since most self-medication for allergic rhinitis in Japan is for seasonal allergic rhinitis caused by cedar and cypress tree pollen, which are dispersed in the spring, the number of patients and the sales amount of over-the-counter (OTC) rhinitis drugs are greatly affected by the pollen conditions of the year or region. About three-fourths of OTC rhinitis drugs are nasal sprays; for oral medicines, more than 60% of annual sales are concentrated in the 3 main pollen dispersal months, from February to April. Retailers are required to assess the situation and make accurate predictions during the annual pollen season, as they are required to manage products without causing opportunity loss. Therefore, a real-time understanding of the prevalence of allergic rhinitis is important for providing necessary solutions, such as appropriate pharmaceutical distribution.

The surveillance methods currently available rely on the following three types of statistical data:

1. Amount of pollen. This value is not precise because of the complex mechanisms that cause allergic rhinitis. First, when antigens such as pollen or house dust enter the nose, sneezing and nasal discharge occur immediately. As antigens repeatedly enter the nose, a reaction centered on nasal congestion occurs, and the symptoms of allergic rhinitis intensify [15]. Thus, there is a time lag between exposure to pollen and the onset of allergic rhinitis. In addition, the timing of symptom onset varies from person to person. For some patients, symptoms appear as soon as pollen starts to disperse, while for others, symptoms do not appear until there is a large amount of pollen in the air. The intensity of symptoms is also not the same, with some people having mild symptoms and others having severe symptoms [15]. As a result, there is no strong association between pollen count and patient numbers, complicating disease surveillance.

2. Number of outpatients. This is the number of patients who visit the hospital for allergic rhinitis. Since many patients try to self-medicate using OTC drugs instead of visiting a medical institution, such data do not provide an overall picture of the trend.

3. Volume of OTC drug sales. This value would be more reliable than the above two types of data. The trend of self-medication using OTC drugs is being accelerated by the introduction of many new OTC medicines that switched from prescription to OTC status [19].

So far, correlations of hay fever–related tweets with pollen counts [12] and reported incidents of hay fever [13] have been investigated. Our previous study [20] analyzed data on pollen count, the number of hay fever–related tweets, and the number of patients during the seasonal allergic rhinitis period in Japan to explore their relationships. The results showed that increased pollen counts were associated with increased numbers of tweets and patients. In addition, increases in the number of tweets were also associated with increased numbers of patients.

This study explores the relationships between social media data related to allergic rhinitis and OTC allergic rhinitis drug sales as an outcome of consumer behavior. To the best of our knowledge, this is the first study to compare tweet trends with drug sales trends. Specifically, we investigate the correlation between the weekly number of tweets related to 3 main symptoms of allergic rhinitis—paroxysmal repetitive sneezing (sneezing), watery rhinorrhea (runny nose), and nasal obstruction (stuffy nose)—and the weekly sales volume of OTC allergic rhinitis medication (oral medicine and nasal spray).

Methods

Data

Number of Tweets Related to Allergic Rhinitis Nasal Symptoms

We collected tweets that included any of the following Japanese keywords for major nasal symptoms of allergic rhinitis: kushami (くしゃみ; sneezing), hanamizu (鼻水; runny nose), and hanadumari (鼻づまり; stuffy nose). These keywords were selected by analyzing co-occurrence words in tweets concerning hay fever (kafunsho or 花粉症 in Japanese) and extracting typical notations with high frequency in our preliminary experiments. These tweets were crawled using the Twitter application programming interface. After removing retweets, we obtained 5,834,920 tweets concerning sneezing, 7,695,598 tweets concerning runny nose, and 274,119 tweets related to
stuffy nose between January 2, 2017, and January 3, 2021 (209 weeks).

**OTC Allergic Rhinitis Medication Sales Volume**

In addition to visiting a medical institution for the treatment of allergic rhinitis, patients self-medicate using OTC drugs based on their own judgment. OTC allergic rhinitis medications are typically oral medicines or nasal sprays. In recent years, many medicines have switched from prescription to OTC status. Allergic rhinitis is one of the health complaints for which self-medication is most common.

Since there are no comprehensive government statistics or other survey information on the number of users of OTC drugs, estimates are made using sales data for OTC drugs. However, the reporting of OTC sales information also involves some delays. In addition to information on the shipment value of OTC drugs from manufacturers and distributors, point-of-sale (POS) data from retail stores (such as supermarkets, convenience stores, home centers/discount stores, drugstores, and pharmacies) provided by private research companies are used. POS data are collected almost in real time from approximately 6000 panel retailers nationwide through in-store cash registers and systems, and include information such as which products are sold, when, where, at what price, and how many; these data are provided after aggregation and are an important source of information for understanding consumer behavior regarding self-medication [21].

For this study, we used data on the sales volume of OTC allergic rhinitis drugs; the data were obtained from INTAGE Healthcare Inc’s nationwide drugstore panel research [19]. During the study period between January 2, 2017, and January 3, 2021, a total of 205 oral medicines (OTC allergic rhinitis drugs) recorded a weekly market share of 0.0001% or more (including Alesion 20 by SSP Co Ltd and Allegra FX by Hisamitsu Pharmaceutical Co Inc), as did 118 nasal spray products (such as Pabron Nasal Spray by Taisho Pharmaceutical Co Ltd and Contac Rhinitis Spray for seasonal allergies by GlaxoSmithKline plc). No new product launched after January 2017 had a weekly market share of more than 10% [21]. Therefore, we consider that new products have not had a significant impact on sales.

**Correlation Coefficient Calculation**

We aimed to examine the relationships between allergic rhinitis nasal symptom–related tweet numbers and OTC allergic rhinitis medication sales volume (oral medicine or nasal spray). To this end, we calculated the Pearson correlation coefficients between the time series data. In addition to the correlations between the observed time series data, we also investigated correlations between the trend, seasonality, and residual components of these time series data. The time series decomposition was performed using the seasonal_decompose function from the statsmodels module [22] in Python.

**Results**

Figure 1A shows the changes in the weekly number of tweets related to the 3 main symptoms of allergic rhinitis for the target period. Figure 1B shows the changes in weekly sales volume of OTC allergic rhinitis medication, including oral medication and nasal spray, from 2017 to 2020. The most common causative antigen of seasonal allergic rhinitis in Japan is cedar pollen, which disperses between February and April. In Figure 1B, there is a clear peak during this period each year.
Figure 1. Time-based changes in data from 2017 to 2020 in Japan. The x-axes represent the date and the y-axes represent data counts, to which min-max normalization is applied for the following variables: (A) weekly changes in the number of tweets for the 3 main symptoms of allergic rhinitis (sneezing, solid gray line; runny nose, blue dashed line; and stuffy nose, red dotted line), and (B) weekly changes in the sales volume of OTC allergic rhinitis medication (oral medicine, blue dashed line; nasal spray, red dotted line). OTC: over-the-counter.

Figure 2 shows the time series of the observed data and its decomposed components: trend, seasonality, and residual. Figure 3 shows heat maps of correlations of all pairs of time series data. Figure 3A shows correlations between observed time series data. Figures 3B-D show correlations between the trend, seasonality, and residual components, respectively.

Among pairs of the observed time series of tweets, the positive correlation between tweets concerning stuffy nose and tweets concerning runny nose was the highest ($r = 0.7349$), as shown in Figure 3A. The time series of the trend components showed the highest positive correlation ($r = 0.9613$; Figure 3B), and the time series of the seasonal components was also highly correlated ($r = 0.8483$; Figure 3C). On the other hand, there were positive correlations with tweets about sneezing, but they were not high ($r = 0.3564$ for tweets concerning runny nose and $r = 0.4382$ for tweets concerning stuffy nose; Figure 3A), due to negative correlations between the time series of the trend components ($r = -0.6005$ for tweets concerning runny nose and $r = -0.6197$ for tweets concerning stuffy nose; Figure 3B). As for OTC medication sales volume, the highest positive correlation ($r > 0.95$) was between oral medicine and nasal spray.
Figure 2. Time series of observed data (the top graph) and its decomposed components (the second, third, and fourth graphs represent trend, seasonality, and residual components, respectively) from 2017 to 2020. (A) Time series of the number of tweets concerning sneezing, (B) time series of the number of tweets concerning runny nose, (C) time series of the number of tweets concerning stuffy nose, (D) time series of oral medicine sales volume, and (E) time series of nasal spray sales volume. Resid: residual.
As for the correlations between tweets and OTC medication sales volume, the highest positive correlation ($r=0.8432$) was between the time series of tweets concerning stuffy nose and the time series of nose spray sales volume, as shown in Figure 3A. The correlation of the trend component was positive and not high ($r=0.4088$; Figure 3B). On the other hand, the correlation of the seasonal component was positive and high ($r=0.9317$; Figure 3C), indicating the tweet numbers of allergic rhinitis keywords and OTC drug sales have a seasonal pattern due to the seasonality of allergic rhinitis in Japan. Several Twitter-based surveillance studies [7-11] dealt with infectious diseases that demonstrate seasonality, such as influenza, and some of them effectively utilized such seasonal features.

**Discussion**

**Principal Results**

We found that the positive correlation between the number of tweets concerning stuffy nose and the weekly sales volume of nasal spray is the highest. In various surveys, it has been reported that among the 3 main symptoms of allergic rhinitis, nasal congestion is the most unpleasant and difficult to cure and it reduces patients’ QOL, especially their mental QOL [15]. Therefore, it can be inferred that the inability to seek medical attention or the desire to deal with the symptoms immediately may appear stronger when people are experiencing nasal obstruction than sneezing or runny nose, which may lead to the purchasing of OTC allergic rhinitis medications. In particular, patients with nasal obstruction symptoms often use OTC nasal drops, which can be administered directly to the affected area (nasal cavity) in the hope that these will provide immediate relief, and a high correlation was observed in this study between tweets about nasal obstruction and sales volume of nasal sprays.

Sneezing and runny nose are symptoms that are obvious to people other than the patient and may also be tweeted about by other people, not just patients, which can create noise. Compared to these visible symptoms, symptoms such as nasal obstruction are less likely to be noticed by others and are often tweeted about by patients themselves, suggesting that tweets related to a stuffy nose create less noise. The numbers of tweets about
sneezing and runny nose are much larger than the number of tweets about stuffy nose. Thus, when dealing with tweets about symptoms that are easily observable by others, it would be reasonable to distinguish between tweets by patients and those by others using natural language processing.

Furthermore, according to a survey in Japan [21], an increasing number of people are becoming sensitive to people sneezing near them, which spreads droplets, due to the COVID-19 pandemic. This may be one of the reasons why the time series of tweets concerning sneezing has a different trend than tweets about the other two symptoms, as shown in Figures 2A-C and Figure 3B.

**Limitations**

This study applied simple statistical methods to explore the relationship between the number of social media posts mentioning the main symptoms of allergic rhinitis and the sales volume of OTC rhinitis medications in Japan. In the future, we need to further explore relations between the variables, including causal, temporal, and confounding relations.

Although this study focused on nasal symptoms of allergic rhinitis and investigated their relationship with OTC drug sales volume, there are other symptoms associated with allergic rhinitis, including sleep disturbance, olfactory disturbance, nasal itching, problems with learning, poor concentration, inattention, fatigue, irritability, lightheadedness, and headache. In the future, these symptoms should be considered when conducting further investigations. In addition, this study dealt with the sales amount of OTC drugs as the sales volume; in the future, we should consider the number of sales as well.

Another limitation is language bias. This paper focuses only on the Japanese language, in which several allergy symptoms are not polysemic. However, allergy symptoms in other languages may have multiple meanings. In addition to polysemic words, idioms, including allergy symptoms, could bias word frequencies. This aspect is worth studying in the future.

However, the actual number of patients with allergic rhinitis is still unknown. This study revealed only a correlation between the sales volume of OTC drugs and the number of tweets about the main symptoms of allergic rhinitis; the relationship of the sales volume with the number of patients will require further investigation.

**Conclusions**

This study investigated correlations between social media data related to allergic rhinitis symptoms and OTC allergic rhinitis drug sales volume as an outcome of consumer behavior. We analyzed time series data for 4 years and showed a strong positive correlation between the number of tweets regarding stuffy nose and the sales volume of nasal spray. Regardless of the temporal dependency direction between the two variables, understanding such relationships has great potential as a market indicator to reduce the number of out-of-stocks in stores, provide (sell) rhinitis medicines to consumers in a stable manner, and reduce the loss of sales opportunities. In the future, additional relationships, such as causal, temporal, and confounding relations, should be explored by employing sophisticated time series analysis methods. In-depth investigations are also required to make estimations of sales volume using social media data, and future research could investigate other diseases and countries.
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Abstract

Background: HIV/AIDS remains one of the major global human health challenges, especially in resource-limited environments. By 2017, over 77.3 million people were infected with the disease, and approximately 35.4 million individuals had already died from AIDS-related illnesses. Approximately 21.7 million people were accessing ART with significant clinical outcomes. However, numerous challenges are experienced in the delivery and accurate interpretation of data on patients with HIV data by various health care providers at different care levels. Mobile health (mHealth) technology is progressively making inroads into the health sector as well as medical research. Different mobile devices have become common in health care settings, leading to rapid growth in the development of downloadable software specifically designed to fulfill particular health-related purposes.

Objective: We developed a mobile-based app called ARVPredictor and demonstrated that it can accurately define HIV-1 drug-resistance mutations in the HIV pol gene for use at the point of care.

Methods: ARVPredictor was designed using Android Studio with Java as the programming language and is compatible with both Android and iOS. The app system is hosted on Nginx Server, and network calls are built on PHP’s Laravel framework handled by the Retrofit Library. The DigitalOcean offers a high-performance and stable cloud computing platform for ARVPredictor. This mobile app is enlisted in the Google Play Store as an “ARVPredictor” and the source code is available under MIT permissive license at a GitHub repository. To test for agreement between the ARVPredictor and Stanford HIV Database in detecting HIV subtype and NNRT and NRTI mutations, a total of 100 known HIV sequences were evaluated.

Results: The mobile-based app (ARVPredictor) takes in a set of sequences or known mutations (protease, reverse transcriptase and integrase). It then returns inferred levels of resistance to selected nucleoside, nonnucleoside protease, and integrase inhibitors for accurate HIV/AIDS management at the point of care. The ARVPredictor identified similar HIV subtypes in 98/100 sequences compared with the Stanford HIV Database (κ=0.98, indicating near perfect agreement). There were 89/100 major NNRTI and NRTI mutations identified by ARVPredictor, similar to the Stanford HIV Database (κ=0.89, indicating near perfect agreement). Eight mutations classified as major by the Stanford HIV Database were classified as others by ARVPredictor.

Conclusions: The ARVPredictor largely agrees with the Stanford HIV Database in identifying both major and minor proteases, reverse transcriptase, and integrase mutations. The app can be conveniently used robustly at the point of care by HIV/AIDS care providers to improve the management of HIV infection.

(JMIR Form Res 2022;6(2):e26891) doi:10.2196/26891
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Introduction

The dynamic and exponential growth of economical mobile phones with sufficient built-in resources has been experienced worldwide today [1]. Business systems can currently leverage the strength of smartphones to affect long-distance transactions and undertake business consultations off-site robustly and accurately at low operating costs [2]. Mobile technology has progressively found vital utility in various health care platforms globally [3]. After the introduction of the first cellular phone by Motorola in the 1990s [4], faster processors, improved storage spaces, smaller longer life batteries, and superefficient mobile operating systems have been invented, paving avenues for wide useful application developments [5]. Mobile phones have become a common device in health care settings. This has in effect led to the proliferation of small self-contained pieces of downloadable software. Numerous medical software apps are now available to assist different health care professionals with many tasks, such as health record maintenance, time management, patient management and monitoring, clinical decision making, medical education and training, and online diagnosis [6]. In the recent past, mobile health (mHealth) has been used instrumentally to address various mental conditions [7], such as substance abuse disorders [8], depression [9], psychosis [10], and suicide. This and other related mHealth-based systematic reviews give an indication of the very positive future of human health care via smartphones [11,12].

Globally, by 2017, HIV/AIDS had infected over 77.3 million people, among which 35.4 million people or more have so far died from AIDS-related illness [13]. Kenya is among the worst hit countries, recording high prevalence and mortality rates alongside Mozambique and Uganda [14]. The advent of antiretroviral (ARV) therapy has led to a significant reduction in morbidity and mortality among different populations [15]. By 2017, over 21.7 million people were accessing antiretroviral therapy with significant clinical outcomes. Unfortunately, the development of HIV drug-resistance (HIVDR) mutations is currently jeopardizing these clinical benefits [16]. The United Nations Programme on HIV/AIDS (UNAIDS) 90-90-90 initiative [17] is also likely to be affected by increased HIV drug-resistant mutations, especially in developing countries. Therefore, drug-resistance testing is vital for accurate patient management [18]. Additionally, with the rolling out of “Treat all” in the HIV world, the occurrence of drug-resistant HIV is likely to become the key public health threat, thereby hindering treatment options available to people with HIV/AIDS [14]. The global prevalence of HIVDR is rising, mainly due to resistance to non-nucleoside reverse transcriptase inhibitor (NNRTI) drugs, which make up the backbone of World Health Organization’s (WHO) first-line antiretroviral treatment procedures [14]. Hence, there is an increase in the need for available and easy-to-access viral load testing avenues and other patient monitoring methods to alleviate the rise in HIVDR at the point of care [19].

ARVPredictor, which was designed and developed in this study, is a mobile app that bridges the glaring gap by providing point-of-care results to clinicians, most of whom in Kenya are now trained on HIVDR result interpretation. It comes with the advantages of mobile telephony and the capability to serialize evolutionary and drug-related sequence variation in HIV reverse transcriptase and protease, which are targeted by different antiretroviral drugs. It is enlisted in the Google Play Store as “ARVPredictor” [20]. The app is designed using Android Studio with Java as the programming language and is compatible for both Android and iOS with user-friendly graphical interfaces. This app accurately predicts HIVDR mutations in the pol region similar to those obtained from the web-based Stanford HIV Drug Resistance Database (HIVdb) [21,22].

Methods

Design and Setting

We obtained a replicated worksheet for developing ARVPredictor from different drug-resistance databases. The list included mutations existing in the ANRS (the French National Agency for Research on AIDS), HIVdb, IAS–USA (International Antiviral Society–USA), Los Alamos, and Rega algorithm lists [23]. We summarized the final register to a total of 19 normalized core tables, 10 lookup tables, and up to 20 derived tables. This was in line with other simulated databases mostly implemented using MySQL on Linux platforms. We ended up with ordered relationships linking main entities within, including antiretroviral therapy history, isolated drug-susceptibility outcome, and patient plasma HIV-1 RNA levels. The final database allows users to retrieve and analyze different sets of sequences that meet particular criteria. Common queries envisioned included retrieval of sequences of HIV-1 isolates containing mutations at specific positions, patients receiving a specific drug regimen, and drug-susceptibility data on HIV-1 isolates containing combinations of mutations. Every designed query provided the following category of data: hyperlinks to MEDLINE and GenBank records, a list of mutations in the sequence, a classification of the sequence, drug-susceptibility results, and some technical data. We availed options for downloading or viewing raw sequence data at the back end; each predesigned table returned 8 or more columns of data.

Participants

To test the app’s usability, a random population comprising 100 health practitioners actively involved in HIV/AIDS management, app developers, and information and communications technology (ICT) students were recruited. The health practitioners enrolled in the usability survey included 10 HIV experts from the Kenya HIVDR Technical Working Group on drug-resistance approval and regimen guidance, 25 HIV scientists based at the Kenya Medical Research Institute and various universities in Kenya. Others included 20 medical and pharmacy students from the University of Nairobi, Kenya, 20 graduates of the National
Advanced HIV Clinical Course (NAHCC) class of 2015, 10 app developers, and 15 ICT students from Jomo Kenyatta University of Agriculture and Technology, Kenya. All the enrolled health practitioners were required to own or have access to Android-based smartphones; those who needed intensive hands-on training on downloading and using their smartphones were automatically excluded in the survey. The health practitioners were invited to participate in this survey using open invites through email to selected human health research institutions, universities (especially ICT and virology departments), and HIV comprehensive care centers. The survey also invited other participants directly via phone calls. Participants willing to be engaged recorded their interest through replying to our email by filling out a short acceptance/consenting online form and were enrolled on a first-come-first-enrolled basis. Those selected received a link on how to download and use our ARVPredictor Android app for test purposes.

**App Development Process**

We designed and developed ARVPredictor from models of a combination of software development life cycle methodology [24] and rapid application development (RAD) [25]. RAD is an agile strategy for developing software that has proven to be fast and helps complete a project within a shorter timeframe. It achieves this by reducing the time spent in planning and maximizing prototyping development. The RAD enables faster communication between a developer and the end user; hence, its high efficiency is achieved by following 4 main phases at a reasonably lower cost [26]. The initial working prototype is developed and is improved gradually through discussions until a satisfying output is reached (Figure 1).

**Gap Identification and Requirements Gathering**

A combination of 3 main activities was carried out at the initial stages of the development to meet both functional and nonfunctional requirements of the app. A brief questionnaire was randomly administered to consented selected HIV/AIDS doctors/clinicians and health care providers to determine and understand the current treatment process. This was followed by a face-to-face chat with a few health care providers who were very keen in using their smartphones to support their daily services to their patients. By performing a quick analysis of the results and with reference to relevant literature, a glaring gap was identified in the turnaround time and availability of point-of-care resources for interpreting the genetically modified HIV strains for appropriate antiretroviral drug choices. It was also understood that with the current mobile telephony systems, different forms of data can now be shared easily among various devices [27]. To create the initial prototype of the app, the output identified during this stage was translated into modules for better understanding and ownership of the whole app [28].

**Use Case Modeling**

Use case diagrams show the interaction between users and the system [29]. In this app, we first identified the main actors and their respective interactions with the app. Each identified role was assigned relevant access rights and hence classified as patient, health care givers, and administrators of the system (Figure 2). Administrators have the capability to manage the critical functions of the app, whereas a normal user has very limited access to the back end functionality. By signing in using an existing email address and an active phone number, a normal user can query the database using mutations/sequences. A willing patient also has the capability to view the analysis output with predefined limitations.
Operational Process of the App

A simple plain text prototype identified several app components, including mobile clients, web application clients, real-time servers, and databases. Following that, the development environment was set up for full development of the mobile app based on the various hardware and software specifications listed in the following subsections.

Android Studio 4.1 and Java 10

The team developed this Android app using Android Studio 4.1 [30] and Java version 10 [31] as the programming language. Android Studio is the official Integrated Development Environment (IDE) for Android development and usually includes several aspects required for building various Android apps. It is based on IntelliJ IDEA [32] with powerful code editors and other developer-preferred tools. Integrated aspects of IntelliJ IDEA are essential in maximizing productivity with intelligent coding support. This aspect of the tool proved very handy in code management and provided coding hints during the development of ARVPredictor.

The Java programming language used in this app was developed in early 1910 by Sun Microsystems [33]. It is simple and efficient and can be used for various programming purposes. The combined and ultimate strength of these tools provided a suitable development platform for this app.

Nginx Server Version 1.17.0

The development of this app involved Nginx Server [34] written in C programming language. This is an open source and a high-performance development platform. It is characterized by reasonable resource consumption, ease of configuration, stability, and a comprehensive feature set. Nginx supports both a high-performance HTTP server and a reverse proxy together with POP3/IMAP proxy servers. The developed app (ARVPredictor) is hosted on the Nginx server with DigitalOcean Droplets [35] offering the cloud hosting platform.
MySQL

We projected massive growth of data in ARVPredictor and used MySQL [36], which is an open source document database written in C++. It is capable of creating and deploying a highly scalable database with high performance capability. It was selected due to its ability to work across platforms, high querying capability, availability, and predictable online professional support. The MySQL database management system has the capability to store data from a single record to a large amount of information. User data in ARVPredictor are stored in the MySQL database hosted on the same Nginx Server version 1.17.0 [34]. The actual arrangement of the development heap comprising mobile phones, servers, and databases is presented in Figure 3.

**Figure 3.** App development stack: back end arrangement of numerous connecting devices, main server, and active connection between the app (ARVPredictor) and Stanford HIVdb [21,22].

Apollo Android

The ARVPredictor app was developed to connect to the Stanford Database [21] query language (GraphQL) through the Apollo Android library [37]. This platform converts and transfers data between the HIV Stanford Database and the ARVPredictor user interface.

Retrofit Android Library

This is a rest client library [38]; in this app, retrofitting was used to handle all network calls from the app’s back end built on PHP’s Laravel framework.

Mobile Client Environment

To ensure proper functionality and accurate returning of results, the app requires phone-free space of not less than 50 MB, touch screen display of 3.0 inches or higher, Android OS version 3.2 or later, and adequate data bundles.

App System Design

The design of the system was created and subjected to a simple objective versus output evaluation to ensure that all aspects of the app requirement were captured (Figure 4). The health care provider signs up using a valid and authenticated email address and uses a phone number and a password to access the app. A real-time server is set to build and send sequence or mutation files to the Stanford Database and return the expected analysis outcome. Different variables are captured immediately into an Excel sheet (Microsoft) and available for statistical analysis of the app.
ARVPredictor Deployment and Testing
ARVPredictor is hosted on the Nginx server with DigitalOcean Linux Droplets offering the cloud hosting platform. For security, public access rights were set to be limited for the MySQL database. The Android app is freely distributed through Google Play (Google Play Store). To use ARVPredictor, users first need to create an account with very limited personal details (e.g., valid email addresses, passwords, and preferred active phone numbers; see Multimedia Appendix 1). We deemed data gathered during the sign-in process as important for future growth of the project and would be kept under controlled access. The fully developed mobile app was then subjected to 2 levels of evaluation and testing, first through random entry of data to ensure system component interactivity and proper functionality. The second is to guarantee accurate analysis and result output. Black-box testing was used where the functionality of each simple app was subjected to testing without minding its internal structures or workings. This preliminary testing helped to reduce the cost and time spent in the final testing stages of the app development.

ARVPredictor Maintenance
Regular and administrative monitoring steps were set up to assist in the continuous review of the app’s system logs. We considered this information useful in understanding and maintaining the app’s service health status. The output of this process informs maintenance-related needs such as any faults, downtimes, and any unauthorized activities. It helps in debugging and resolving any issues that arise as well as provides a platform for future upgrades.

Input of Actual Data for Analysis
Two types of data, namely, sequences and point mutations, are usable for analysis in ARVPredictor. The said sequences can be keyed in or pasted directly onto the screen of the phone or alternatively uploaded from a separate file. HIV point mutations are preconfigured and are selectable based on the WHO 2009 listing [23]; both can be analyzed and confirmed according to the latest available version of the Stanford Database [21].

Test Performance
The test performance of ARVPredictor against the Stanford HIV Database to determine HIV subtypes and both major and
minor proteases, reverse transcriptase, and integrase mutations was determined using kappa statistics [39]. Accuracy of the ARVPredictor was then determined. A set of 100 sequences was blasted using both platforms, and the similarity was identified (Multimedia Appendix 2). The subtypes and minor and major mutations were noted for both platforms. To test for method accuracy, each sequence was blasted 3 times, and in each case, any variation (if any) in the subtype, base pairs, and mutations was recorded.

Results

Overview

The mobile app ARVPredictor was designed to take in data on protease, reverse transcriptase, and integrase mutations or sequences. It returns inferred levels of resistance to selected proteases, nucleosides, non-nucleosides, and integrase inhibitors for accurate HIV/AIDS management at the point of care.

Sequence Analysis

We demonstrate the value and usability of ARVPredictor by analyzing different sets of reference sequences from the National Center for Biotechnology Information (NCBI) and other related studies. From numerous test results, we diagrammatically present sampled comparison results for the ARVPredictor against the gold-standard Stanford HIV Database [21]. The test sequence data set is presented in Textbox 1.

Textbox 1. Test sequence data.

Accession No: KX505361.1: HIV-1 isolate 5873 from Kenya pol protein (pol) gene, partial cds [40].

AATGGCCATTGACRGAAGAAAAAATAAGGCATTGATAGAAATTTGTACAGAGATGGAAAAGGAAGGAAA
AATTTCAAGAATTGCGGCTGAGAATCATCATAATCTCAGTATTTGGCATAAAAARGAAGAAGCAGTACT
AAGTGGGAAATTAGTAGATTTCCAGGGAACTCAATATATATCTGCATTYACCCATACCRAGTAAACCAATGAGACACAGGAATCAGRTATCAGTACAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA
CCAGGAATCAGRTATCAGTACAAATGTGCTTCCACAAGGATGGAAGGTACCCRCAATATTCCCAAGCTA
GCATGACAAAAATYCTGGAAACCTTTTAGGAAACAAAATCCAGAAATGATTATCTATCAATACATGGATGATTTGTATGTAGGATCTGACTTAGAAATAGGGCAACATAGYACCATACCRAGTRTAAACAATGAGACA

Sequence Comparative Output

Figure 5 shows comparable sequence analysis results for both the Stanford Database [21] and ARVPredictor.

Figure 5. Sequence analysis results: Demonstrating similarity between sequence analysis results output for both (a) ARVPredictor and (b) Stanford HIV Database.
Mutation Analysis
From the WHO Major HIV-1 Drug Resistance Mutations list [23], we tabulated the analysis results of the predefined HIV mutation M184V. The most common resistance mutations occur in nucleoside reverse transcriptase inhibitors (NRTIs) in vitro for both the ARVPredictor and Stanford Database. There is a high level of resistance to emtricitabine (FTC) and lamivudine (3TC) and potentially low level of resistance to didanosine (DDI) while displaying susceptibility to both zidovudine (ZDV) and tenofovir (TDV). The results shown in Figure 6 are comparable.

![Mutation Analysis Results](image)

**Figure 6.** Mutation Analysis Results. Demonstrating similarity between mutation analysis results for (a) ARVPredictor and (b) Stanford HIV Database.

Test Performance and Agreement
Multimedia Appendix 3 summarizes sequences with variation in subtype and mutations as determined by both the ARVPredictor app and the Stanford Database. The ARVPredictor app identified similar HIV subtypes in 98/100 sequences compared with the Stanford HIV Database ($\kappa = 0.98$, indicating near perfect agreement). There were 89/100 major NNRTI and NRTI mutations identified by ARVPredictor, similar to the Stanford HIV Database ($\kappa = 0.89$, indicating near perfect agreement). Seven mutations classified as major mutations by the Stanford HIV Database were classified as other mutations by ARVPredictor. This further indicates that the Stanford-confirmed GraphQL web service works fairly well, and all the results are in sync with most parts of the web version. Both tools found several minor/other mutations, but depending on small phone display window, some may be hidden from view.

ARVPredictor Availability
ARVPredictor is currently distributed freely through the Google Play Store and App Store (Apple Inc.), with basic rules requiring users to create an account and provide very limited personal details such as email addresses, passwords, and preferred telephone numbers. Different user-friendly interfaces viewable through the usage of the app are shown in Figures 7-11. The source code for ARVPredictor is available under the MIT permissive license in a GitHub repository [41].
User Friendly Interfaces

User Registration and User login

First-time users of the app require registration into the system. This process helps prevent unauthorized access and use of the app. An SMS text message alert is then sent through the given phone number with an activation code. System registration can occur in 2 different ways: through the app itself (Figure 7) or by the administrator remotely on request. Figure 8 shows the respective back end code used in developing this registration process. Only authenticated and valid email addresses/phone numbers are allowed for registration.

Figure 7. ARVPredictor Preliminary User Interfaces. (a) The pictorial icon shows how ARVPredictor appears ready for download from the app/play store. (b) Potential users must register in order to use the application, registered users are required to sign-in.

Figure 8. User Registration and Sign in source code: Set of computer logical instructions aiding registration and sign in process before using the app.

```java
@override
public void onResponse(@NonNull Call<Register> call, @NonNull Response<Register> response) {
    Register resp = response.body();
    if (resp != null) {
        UserData userData = resp.getData();
        if (resp.getToken().equals("NONE")) {
            Message.makeToast(activity, activity, resp.getMessage());
        } else {
            if (userData != null) {
                userDataBox.removeAll();
                userDatabase.put(userData);
                Session.sessionStoreData(resp.getToken(), userData.getFirstName(), userData.getSecondName(),
                                         userData.getPhoneNumber(), userData.getEmail(), userData.getDataStatus().toString(), activity, activity);

                StaticVariables.firstName = userData.getFirstName();
                StaticVariables.email = userData.getEmail();

                onLoginFormActivityListener.dologin();
                Message.makeToast(activity, activity, resp.getMessage());
                PreferenceManager preferenceManager = new PreferenceManager(activity);
                preferenceManager.setLoginStatus(true);
            } else {
                Message.makeToast(activity, activity, message: "Response is null!");
            }
        }
    }
}
```
**Antiretroviral Drug Options/Input Window**

Upon successful registration and verification, the next button opens the known and common antiretroviral drug display window (Figure 9). Some antiretroviral drugs will be premarked by default, but checkboxes can be used to add or remove any drug. A “save” button at the bottom of the phone screen allows one to save and use his/her final choice. Figure 10 illustrates the back end code used in the development of this app’s preferred drug selection process.

**Figure 9.** Antiretroviral Display Options: Displaying all current ARVs and categorizes them as Nucleoside reverse transcriptase inhibitors (NRTIs), Non-nucleoside reverse transcriptase inhibitors (NNRTIs), Integrase Strand Transfer Inhibitor (INSTIs) and Protease Inhibitor (PI).

**Figure 10.** ARV Drug Selection code by category. Set of back-end computer related logical instructions of selection of different ARV drugs available for use by various HIV Patients.

```java
try {
    holder.drug.setText(data.getPosition).getTextName();
    holder.drug.setChecked(data.getPosition).getSelected();
    holder.drug.setOnClickListener(new View.OnClickListener() {
        @Override
        public void onClick(View view) {
            if (preferenceManager.getDrugStatus(name)) {
                preferenceManager.setDrugSelected(name, true);
            } else {
                preferenceManager.setDrugSelected(name, false);
            }
        }
    });
    catch (Exception e) {
        e.printStackTrace();
    }
}
```

**HIV Mutation Selection Window**

The next screen displays 2 options of the input type for analysis: point mutations or sets of sequences (Figure 11). The first group is a list of all the registered major HIV-1 drug-resistance mutations as per WHO 2009 data [23]. Three mutation categories, namely, reverse transcriptase, protease, and integrase, can be selected from a scroll down window and analyzed at the bottom of the screen. The second part of this figure is a sequence input window. It provides an option to either upload a set of sequences from a separate source or manually key them in.
ARVPredictor Mutation Analysis Results Window

The results are analyzed and sent back in comparison to the latest version of the Stanford HIV Database. The output is packaged in terms of the region targeted, for example, protease, reverse transcriptase, and integrase, and preferred antiretrovirals are listed alongside. Output of a mutation analysis is shown in Figure 12. The development code for displaying the mutation analysis output in this app is shown in Figure 13. Figures 14 and 15 display the analyzed sequences and respective back end development codes, respectively.

Figure 11. ARVPredictor. (a) Major HIV-1 drug resistance mutation list. (b) Sequence entry option window.

Figure 12. ARVPredictor: Mutation Analysis Results.
Figure 13. ARVPredictor Mutation Analysis Code.
Figure 14. ARVPredictor: Sequence Analysis Results.

<table>
<thead>
<tr>
<th>Sequence Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence includes PR: 24-232</td>
</tr>
<tr>
<td>Sequence includes RT: 3-629</td>
</tr>
<tr>
<td>Subtype: C + D (5.90%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sequence Quality Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chart Unavailable</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Drug resistance interpretation: RT</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIVDB_8.9-1 2019-1C</td>
</tr>
</tbody>
</table>

PI Major Resistance Mutations: None
PI Accessory Resistance Mutations: None
Other Mutations: M230I

Nucleoside & Non-Nucleoside Reverse Transcriptase Inhibitors

<table>
<thead>
<tr>
<th>Drug</th>
<th>Interpretation</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC</td>
<td>Intermediate Resistance</td>
<td>NRTI</td>
</tr>
<tr>
<td>AZT</td>
<td>Susceptible</td>
<td>NRTI</td>
</tr>
<tr>
<td>D4T</td>
<td>High-Level Resistance</td>
<td>NRTI</td>
</tr>
<tr>
<td>DDI</td>
<td>High-Level Resistance</td>
<td>NRTI</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Timely and accurate assistance to health care providers in the management of patients with HIV has been a challenge, especially in resource-limited environments. We presume that with the introduction of ARVPredictor, the much needed solution to health care providers at the point of care will be achieved. The planning and choice of tools used in the development of this app were done with the expected work environment and data output in mind. The choice supported heavy and quick analysis of the mutations or sequences to be uploaded by the health care provider. The overall aim is to provide a solution that offers accurate and easily accessible management strategy to HIV health care providers at their fingertips with a short turnaround time. A great effort was made to minimize the expected input variables for accuracy and time management. To achieve this, the mutation screen presents a dropdown and choice-enabled entries, which include a complete list of all currently documented mutations. The sequence analysis window allows keying in, pasting, and uploading from a remote file.

The app, which is now freely downloadable from Google Play Store or App Store and enlisted as ARVPredictor, is expected to be free for use and technically supported by developers. Its security is enhanced through controlled and authenticated log-in process, while critical and back end data are only accessible to authorized individuals.

Conclusions

In evaluating the functionality of the ARVPredictor in comparison to the replicated Stanford HIV Database in this study, there is strong evidence that several benefits, including but not limited to concurrence, convenience, and simplicity, are realized. ARVPredictor can therefore be used to determine HIV-1 drug-resistance mutations in the HIV pol gene with ease and convenience in mobile devices. The app equally has the advantages of high-speed data networks and smartphone accessibility. It therefore adds to other available and upcoming mHealth interventions in the area of HIV and antiretroviral use among different health care providers. Mobile technology has enabled faster and efficient communication among health care service providers and their patients. However, additional benefits, such as improved diagnosis, accuracy, and better coordination, will still contribute highly to the biomedical field.
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Abstract

Background: The internet has become a major source of health information, especially for adolescents and young adults. Unfortunately, inaccurate, incomplete, or outdated health information is widespread on the web. Often adolescents and young adults turn to authoritative websites such as the student health center (SHC) website of the university they attend to obtain reliable health information. Although most on-campus SHC clinics comply with the American College Health Association standards, their websites are not subject to any standards or code of conduct. In the absence of quality standards or guidelines, monitoring and compliance processes do not exist for SHC websites. Thus, there is no oversight of the health information published on SHC websites by any central governing body.

Objective: The aim of this study is to develop, describe, and validate an open-source software that can effectively and efficiently assess the quality of health information on SHC websites in the United States.

Methods: Our cross-functional team designed and developed an open-source software, QMOHI (Quantitative Measures of Online Health Information), that assesses information quality for a specified health topic from all SHC websites belonging to a predetermined list of universities. The tool was designed to compute 8 different quality metrics that quantify various aspects of information quality based on the retrieved text. We conducted and reported results from 3 experiments that assessed the QMOHI tool in terms of its scalability, generalizability in health topics, and robustness to changes in universities’ website structure.

Results: Empirical evaluation has shown the QMOHI tool to be highly scalable and substantially more efficient than manually assessing web-based information quality. The tool’s runtime was dominated by network-related tasks (98%), whereas the metric computations take <2 seconds. QMOHI demonstrated topical versatility, evaluating SHC website information quality for four disparate and broad health topics (COVID, cancer, long-acting reversible contraceptives, and condoms) and two narrowly focused topics (hormonal intrauterine device and copper intrauterine device). The tool exhibited robustness, correctly measuring information quality despite changes in SHC website structure. QMOHI can support longitudinal studies by being robust to such website changes.

Conclusions: QMOHI allows public health researchers and practitioners to conduct large-scale studies of SHC websites that were previously too time- and cost-intensive. The capability to generalize broadly or focus narrowly allows a wide range of applications of QMOHI, allowing researchers to study both mainstream and underexplored health topics. QMOHI’s ability to robustly analyze SHC websites periodically promotes longitudinal investigations and allows QMOHI to be used as a monitoring tool.
tool. QMOHI serves as a launching pad for our future work that aims to develop a broadly applicable public health tool for web-based health information studies with potential applications far beyond SHC websites.

(JMIR Form Res 2022;6(2):e32360) doi:10.2196/32360
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Introduction

Background

Since the early 1990s, internet has been a major source of health information, and its adoption among health care providers and patients has been growing ever since [1-3]. Health information provided on various internet sites often varies greatly in terms of the quality and reliability of the content [1,4-7]. Common assessments include that the information is too technical or difficult to read, the website is difficult to use (ie, search or navigate), or is unreliable. Assessment instruments have been proposed to help users navigate the high variability in the quality of web-based health information [8-14]. For instance, DISCERN uses questionnaires to help users assess the quality of health information [9]. Similarly, guides for publishing quality health care information have been proposed [10,15,16]. However, the assessment instruments have to be applied manually, typically by field experts, and the implementation of guidelines is not enforced [17,18]. Therefore, the adoption and implementation of the proposed best practices for web-based health information have been limited and nonsystematic.

Adolescents and young adults are particularly vulnerable to the risks arising from inaccurate, incomplete, or outdated web-based health information because they tend to rely heavily on the internet for their information needs [19-24]. Studies have found that adolescents and young adults are savvy internet users who are aware of the problems with the quality of web-based information and thus prefer to use authoritative websites for health information [22]. In a qualitative study with focus groups, usability tests, and in-depth interviews, participants preferred institutional sources of health information over private websites [25]. One such prominent institutional source of health information is the student health center (SHC) websites at higher education institutes (HEIs).

In 2016, approximately 41% of the students aged 18-24 years were enrolled in an HEI with a higher proportion of female attendees than male attendees (43% female attendees vs 38% male attendees) and growing racial and ethnic diversity of the student population, as reported by the National Center for Education Statistics [26]. On the basis of a national study of universities and their SHCs, 85% of the 214 participating higher education institutions in the United States had an SHC website and on-campus clinic in 2015 [27]. SHC websites are commonly perceived as an extension of the SHC clinics and thus are regarded as an authoritative and credible source of health information by adolescents and young adults [27-29]. Rather than physically visiting an SHC clinic on a university campus, most students now make their first contact with an SHC through their website. As such, SHC websites are a leading accessible source of high-quality health information for adolescents and young adults in the United States.

Most on-campus SHC clinics that students visit in person comply with the American College Health Association (ACHA) standards [30]. More than 800 HEIs in the United States have ACHA membership, which provides a healthy campus framework, health and wellness consulting, patient satisfaction assessment service, and national college health assessment to improve overall health status on campus. However, ACHA is limited to on-campus SHC clinics and does not extend its services to SHC websites. As a result, the quality of health information on SHC websites is not monitored by any central governing body.

Objectives

On the basis of these observations, this study aims to develop, describe, and validate an open-source software that can effectively and efficiently assess the quality of health information on SHC websites in the United States. The tool QMOHI (Quantitative Measures of Online Health Information) provides a suite of quantitative measures of information quality, which can be used by health care administrators, researchers, and practitioners to assess, monitor, and improve the information posted on SHC websites.

Methods

QMOHI System Design and Implementation

Overview

A cross-functional team consisting of computer scientists, a software developer, a public health researcher, a nurse practitioner, an economist, and a linguist outlined the framework and capabilities necessary to assess information quality on SHC websites. The team identified exemplars of high-quality SHC websites and then worked with subject matter experts to identify distinct attributes of web-based information that modeled quality, such as topic coverage, accessibility, navigation, readability, sentimentality, and polarity. The team iteratively refined the initial framework and incorporated key measures of quality into the QMOHI software tool. For the development of the QMOHI software, the Agile methodology was adopted to facilitate iterative design, development, testing, and feedback workflow [31]. We evaluated the QMOHI for the following key properties:

- Scalable—ability to provide quality assessment for a large number of SHC websites efficiently
• Generalizable—ability to conduct a quality assessment of any topic of information on SHC websites
• Robust—ability to be redeployed periodically on SHC websites while adapting to changes in website content and structure
• Fully automated—ability to perform the quality analysis without any human intervention

The QMOHI tool was designed with the assumption that the user would specify two key pieces of input information: (1) the list of universities of interest and (2) the topics of interest, in the form of keywords. These user inputs guided the information gathering and analysis conducted by QMOHI. At a high level, the QMOHI tool was organized into three key phases: phase 1—locate SHC website, phase 2—gather the related information and specific text on the topic of interest from the SHC website, and phase 3—assess the quality of information.

Figure 1 provides a flowchart for the QMOHI tool, in which the 3 phases are delineated using different background colors.

Figure 1. Process flow of the QMOHI (Quantitative Measures of Online Health Information) tool. SHC: student health center.

Phase 1: Locate SHC Website
QMOHI first found the SHC website, more specifically, the web address (URL) of the SHC website for each of the universities specified by the user. We designed and developed an algorithmic approach for this task that consists of four simple steps:

1. Constructing a search query by joining the given university name with the phrase student health center (e.g., Texas A & M University Central Texas student health center).
2. Running the search query using a commercial search engine (e.g., Google Custom Search application programming interface).
3. Retrieving URL of the first result; if the URL was not from the .edu domain, the next URL was retrieved. This was
repeated until the third URL was processed. If none of the top 3 URLs were from .edu domain, it was then concluded that the SHC website could not be found for this university and ended.

4. Sanitizing the retrieved URLs to obtain the definitive URL for the SHC home page by checking whether the URL redirected another URL with the help of the Selenium WebDriver; if yes, then the new URL was used, and the sub-URLs such as /contacts, /appointments, and /location from the URL were removed.

This multistep approach was necessary because of the large variability found in the web addresses of SHC websites. There are no standards or even commonly accepted conventions for SHC website naming or hosting structures. The following 6 California State universities illustrate the scope of variability among sister HEIs. All six California State universities mentioned here have a different approach for formulating their SHC web address:

1. California Polytechnic State University, San Luis Obispo: hcs.calpoly.edu
2. California State University, Bakersfield: www.csub.edu /healthcenter
3. California State University, Stanislaus: www.csustan.edu /health-center
4. California State University, San Bernardino: www.csusb.edu/student-health-center
5. California Polytechnic State University, Pomona: www.cpp.edu/~health
6. San Francisco State University (SFSU): health.sfsu.edu/

**Phase 2: Gather Topical Information**

The core task of this phase was to download all the textual information related to the topics of interest from the SHC website identified in the previous phase. To operationalize this process, we used the following approach:

1. Constructing a disjunctive search query from all the topic keywords specified by the user. (Example query: Corona, coronavirus, COVID; site: health.sfsu.edu)
2. Using a commercial search engine (eg, Google Custom Search application programming interface) to conduct a site-specific search with the above query against the SHC website. (Site-specific search returns only those webpages that are hosted under the specified site, in our case, the SHC website.)
3. Downloading all webpages in the search result. In addition, the URLs of these webpages were saved. The URLs would be required to compute one of the quality metrics in phase 3.
4. From each webpage, every sentence containing any of the input keywords (anchor sentences) and 5 sentences before and after it (context sentences) were extracted. This step filtered out nonrelevant content by anchoring and localizing the extraction process around the topic keywords.
5. Consolidating all the information extracted in step 4 from all the result webpages of SHC. The duplicate sentences from the consolidated information were filtered.

The data gathered by this approach formed the basis for the analysis conducted in the next phase.

**Phase 3: Quantify Information Quality**

**Overview**

The QMOHI tool computed an array of quantitative measures of quality for the gathered information in this phase. Eight quality metrics—readability, coverage, prevalence, objectivity, polarity, navigation, timeliness, and similarity—were implemented in QMOHI. Each quality metric captured a unique aspect of web-based information that was important in the context of health care information dissemination and reflected the multidimensional nature of information quality [32,33]. Every metric was designed and developed such that its computation was completely automated to facilitate large-scale studies. These metrics and the motivations behind them are described as follows.

**Metric 1: Readability (Reading Level)**

If the information provided on an SHC website used a simple, easy-to-understand language, then it was more likely to be understood and correctly applied. In contrast, if the information on the SHC website used specialized medical terminology, then an average college student would be unlikely to find it accessible. There is an extensive body of research in the context of physician–patient communication that transfers over to web-based health information communication [34-37]. We referred to this concept as information understandability and quantified it using the Flesch–Kincaid readability tests [38]. The Flesch–Kincaid readability tests consist of two metrics: Flesch Reading Ease (FRE) and Flesch–Kincaid Grade Level (FKGL), which use linguistic properties of the textual content to score its readability, as follows:

1. Counting the number of syllables, words, and sentences for the consolidated content gathered in the previous phase
2. Computing the FRE metric:
3. Computing the FKGL metric:

A higher score for the FRE metric indicated that the text is easy to read, and a lower score indicated that the material is difficult to read. The scores computed by the FKGL metric corresponded to US grade levels. We applied these metrics to assess the understandability of the information provided on SHC websites.

**Metric 2: Prevalence**

The volume of relevant information was a crucial aspect of information quality [39]. When relevant information was mentioned in passing and never repeated, it was likely to be overlooked or misunderstood [40]. Therefore, the quantity of relevant information provided on SHC websites was also important. One SHC website may provide just a sentence about the topic of interest, whereas the other may include a detailed post, along with additional reading pointers. The prevalence metric captured this intuition by computing the cumulative
frequency of all input keywords present in the information gathered from the SHC website:

Metric 3: Coverage
Some health care topics required several keywords to be completely expressed. If an SHC website contained more of these keywords, then it provided more in-depth and complete information about the given health topic. Here, we defined our next metric, coverage, to model this intuition as the ratio of the number of keywords found on the SHC website to the total number of input keywords:

The coverage metric ranged from 0 to 100 based on the number of input keywords found, where 0% indicated that none of the input keywords were found on the SHC website and 100% indicated the presence of all input keywords on the SHC website. Although the coverage metric can provide the percentage overlap between input keywords and information on SHC, this metric alone should not be considered as completeness of the information on the health topic. This is because input keywords might be only a subset of all keywords related to a particular health topic. As such, the utility of both prevalence and coverage metrics depended on the comprehensiveness of the input keywords for a specific health topic.

Metric 4: Sentiment—Objectivity
High-quality health information is high in factual information content and low in unsupported opinions. A measure of these 2 directly opposing qualities can be expressed as objectivity and subjectivity, respectively. Objectivity is an information quality metric that quantifies the extent to which information is impartial [40]. TextBlob [41] provided sentiment analysis, including subjectivity scoring algorithms based on a curated weighted lexicon approach. The subjectivity scores were bounded in 0 and 1, where 1 is the most subjective and 0 is the most objective. In this work, we computed the subjectivity score of the information gathered in the previous phase of QMOHI using TextBlob, and then defined the objectivity metric as 1 (subjectivity).

Metric 5: Sentiment—Polarity
Along with the objectivity measure, polarity is important for assessing the quality of the information on the SHC website. The same information about the evidence on health effects can be framed either positively or negatively [42], for example, “This disease can be difficult to cure entirely if detected in later stages” and “This disease can be easy to cure entirely if detected in early stages.” Both sentences express similar meanings, but their polarities are contrary. Critically, different positive and negative framing can shift people’s preferences, even if the options are objectively equivalent [43]. Polarity of the health information on the SHC website may affect people’s decisions about health services.

The polarity metric quantified the positivity, negativity, or neutrality of the health information on the SHC website. For this tool, the polarity score was computed using TextBlob’s sentiment analysis feature [41] on the health information collected from the SHC website. This score ranged between –1 and 1, where 1 indicated a strongly positive statement, –1 indicated a strongly negative statement, and 0 indicated a neutral statement, for example,
1. “They have the best available doctors, equipment and treatment facilities.” This sentence shows affirmation. It has a polarity score of 0.7.
2. “If the cancer is located only in the breast, the 5-year relative survival rate of people with breast cancer is 99%.” This sentence is neutral; it has a polarity score of 0.
3. “The service of health center AAA is atrocious for XYZ.” This sentence shows negative expressions, it has a polarity score of –0.39.

Metric 6: Navigation (Number of Clicks)
Well-designed websites make it easy for users to find the information they need, minimizing the demand for users’ time and effort. This intuition was modeled by the navigation metric that computed the minimum number of clicks needed to reach the desired content when starting from the SHC home page. At a high level, the algorithm for computing this metric was designed to simulate the website traversal path a human would follow when looking for specific information on SHC websites. To find the content closest to the SHC home page (minimum number of clicks), this exploration was conducted in a breadth-first search. To operationalize this logic, a customized tree data structure with a queue was used to prioritize the webpages (URLs) that had to be checked iteratively.

As shown inTextbox 1, the expected input by the navigation algorithm is the SHC home page URL and the URLs for webpages retrieved by site-specific search in phase 2. The first node to be created in the tree data structure was for the SHC home page (line 1) and was added to the queue (line 2). At each iteration, a node at the head of the queue was obtained (line 4). The program was terminated if the level of the current node was >10 (line 5).

It was assumed that keywords’ content was not present on this SHC website, and a special value of –1 and empty trace was returned for the navigation metric to indicate the same (line 6). If the current node’s URL matched with any of the target webpage URLs (line 8), then the program ended by returning the level (number of clicks) and trace of the current node (line 9). When a current node’s URL did not match any of the target URLs, all hyperlinks on the current page were extracted (line 11). The hyperlinks that were external to the SHC web domain were filtered out. For the remaining hyperlinks, a new tree node was created that was attached to the current node as a child node (lines 13-19). This process was repeated until the queue was empty (line 3) or until either of the other 2 stopping criteria were met (lines 6 or 9).
Algorithm for the navigation metric.

**Textbox 1.** Algorithm for the navigation metric.

```
Input: (1) SHC home page URL and (2) Target pages: URLs for webpages retrieved by site-specific search in phase 2
Output: (1) Minimum number of clicks (Navigation metric) and (2) Trace (An ordered list of URLs—path from SHC home page to closest target page)

1. Initialize: Tree data structure with one node (root) containing:
   - URL: SHC home page URL
   - level: 0
   - trace: SHC home page URL
2. Add root node to the queue
3. while queue is not empty do
4. Pop the node at the head of queue
5. if level of current node > 10
6. return –1 and empty trace
7. end if
8. if current node’s URL matches with any of the target page URLs
9. return level and trace of the current node
10. else
11. Extract all the hyperlinks from the contents of the node’s URL
12. Filter out the hyperlinks that are outside of SHC web domain
13. For each hyperlink h
14. Create a new child node where:
15. URL: h,
16. level: parentNode.level+1,
17. trace: append ( h to parentNode.trace)
18. Add the new node to the queue
19. End for
20. end if
21. end while
```

**Metric 7: Timeliness**

Health care information is dynamic in which new or improved treatments are brought to the market, sometimes replacing existing treatments, or relegating them to be used only under specific conditions. SHC websites should be regularly checked and revised to stay current with the latest health information, removing deprecated information, and reorganizing existing information to reflect critical health care priorities, such as vaccine availability during a pandemic. Outdated information, without the advice of a trained health care provider, can lead to suboptimal decisions. Therefore, the timeliness of information is an important aspect of information quality. Webpages on a particular university’s SHC website may be modified at different times, and certain webpages may be updated more often than others. It is important to know when the information was last updated on the SHC webpage from which the information of a certain health topic is referred.

The timeliness metric quantified this insight through the last revised timestamps on SHC webpages that contain the input keywords. These timestamps were fetched from the webpage headers with the Last-Modified tag, and if absent, they were marked as –1. For webpages with a –1 timeliness metric score, the recency of content could not be determined. With more recent timestamps, the probability of the latest information increased.

**Metric 8: Relevancy or Similarity**

Relevancy describes the extent to which information is applicable and helpful to users’ information needs [40]. Relevancy of health information on the SHC website is contextual and subjective; as such, it is difficult to assess directly. We can approximate relevancy by calculating the lexical similarity between the information on the SHC website and an ideal reference document, which is a document, manually created by experts, containing all the information relevant to the health topic of interest (perhaps using Centers for Disease Control and Prevention references, for example). To operationalize this intuition, we used a cosine similarity function, which is defined as follows:
where $\mathbf{a}$ is a numeric vector representation of the collated SHC website content gathered in phase 2 and $\mathbf{b}$ is a numeric vector representation of the ideal reference document. Similarity values closer to 1 indicated that the relevance of the topical information on the SHC website is high, whereas values closer to 0 implied low relevance.

**Experimental Setup**

**Overview**

The following set of experiments provide an empirical evaluation of the QMOHI tool on three key performance metrics:

1. Scalability—measured by timed trials versus human annotators to navigate an SHC website with a specific information goal and performance benchmarking trails
2. Generalizability—evaluated by comparing results with varying information specificity and looking for poor performance
3. Robustness—evaluated by computing quality metrics over time as SHC websites change in both content and structure

**Experiment 1: Scalability and Efficacy**

**Overview**

The first experiment investigated the scalability of the QMOHI tool using two methods: (1) by comparing the time needed by human annotators to find topically relevant information on the SHC website to that by QMOHI and (2) through performance benchmarking of the QMOHI tool by measuring its end-to-end runtime and studying the breakdown of the runtime.

**Method 1**

For the first method, 200 universities were chosen at random from a larger set of all 4-year, public, bachelor’s granting universities in the United States (N=549). The list of 200 universities was shuffled and partitioned into 20 equal groups to allow for timing the task at the group level rather than at the university level to smooth out any individual university-level idiosyncrasies. Two annotators conducted the task on all 20 groups for the health topic of long-acting reversible contraceptives (LARC), which was represented by the following keywords: IUD, intrauterine device, IUI, intrauterine implant, contraceptive implant, contraceptive shot, contraceptive injection, Depo Provera, and Depo-provera. The annotators were instructed to perform the following steps:

1. Find the SHC website of the university with Google search.
2. Calculate the minimum number of clicks needed to reach the first mention of any of the given keywords from the SHC home page. The starting point is the SHC website’s home page, with the number of clicks as 0.
3. Indicate No mention if none of the keywords were found on the SHC website.
4. Record the time required to perform the whole task on every group of 10 universities.

The task of finding the first topically relevant webpage on the SHC website could be considered equivalent to computing the navigation metric using the QMOHI tool. Thus, the time required by QMOHI to compute the navigation metric was compared with the annotation time.

**Method 2**

The authors also conducted performance benchmarking for the QMOHI tool by measuring its end-to-end runtime. Specifically, 20 (10%) universities, selected at random from the subset of 200 universities known to have SHC websites, were searched using the QMOHI tool for 2 health topics (topic 1: pap smear and topic 2: all contraception) on cloud servers. The pap smear topic mapped to 6 keywords query, each a variation of pap smear and pap test. The all contraception topic was represented using 37 keywords, including the following: birth control, contraceptive implant, hormonal IUD, and others. The runtime of the tool for every university and every topic was recorded. In addition, the time spent by the tool gathering the information (network time) versus processing the information (compute time) was recorded to facilitate a thorough performance analysis.

Cloud servers provide accessible and reliable networks and dedicated infrastructure, as opposed to local student laptops or university infrastructure, which may be multipurpose or have unreliable networks. Aside from the operating system itself, the cloud server was set up to exclusively run QMOHI during benchmarking. The cloud server was used was an Amazon EC2 t2.large instance, featuring dual central processing units with 8 GB memory, and the network throughput was profiled using iPerf from an EC2 instance in Virginia to a local iPerf server in California and measured an average 51.1 MiB/s over 3 connections. As the universities were all within the United States, transcantinental communications approached the upper bounds of network traversal.

**Experiment 2: Generalizability**

The second experiment examined the QMOHI tool’s ability to compute information quality metrics for a wide range of health topics. Specifically, the quality of information for the 4 health topics—COVID, cancer, LARC, and condoms—on the SHC website of SFSU was evaluated for this experiment.

The other part of this experiment tested QMOHI’s ability to work with narrowly focused health topics. The relevant information for such topics can be sparse and spread on SHC websites. Whether QMOHI can tackle these data challenges was examined by this experiment with the following two fine-grained health topics: hormonal intrauterine device (IUD) and copper IUD (Paragard), which are searched for on SHC website of the SFSU.

The set of input keywords used with QMOHI for each of the above health topics is given in the Multimedia Appendix 1.

**Experiment 3: Robustness**

Robustness is the ability of a software system to recover from errors, such as unexpected changes in input. Public health studies are often longitudinal, and data collection and analysis must be conducted periodically over a longer period of time. During this time, SHC websites might change both webpage content and structure (ie, file names, directories, and even complete URL changes). QMOHI can analyze website content regardless of
changes in the website structure. To evaluate the ability of the QMOHI tool to extract content from moving targets, a longitudinal study was conducted on multiple health topics over a period of 3 months for a large set of universities. Specifically, the QMOHI tool was run on July 14, August 14, and September 14, 2020, on the SHC websites of 549 public universities in the United States for the following five health topics: pap smear, condoms, LARC, all forms of contraception, and superset of all above keywords.

Universities, topics, and keywords were kept consistent in all 3 executions of the QMOHI tool over 3 months.

Results

Experiment 1: Scalability

Method 1

The results for method 1 (navigation task) are listed in Table 1. The task was to find the first topically relevant information webpage on the SHC website. In the fastest scenario, QMOHI completed the task for 10 universities in 1 minute, which is an order of magnitude faster than the manual approach. However, the small difference between the maximum task times for the 2 approaches (approximately 41 minutes vs 34 minutes) was puzzling. To understand the underlying reason, Figure 2 provides zoomed-in data: group-level task times for each of the 20 groups. These data reveal two outliers: groups 6 and 12. QMOHI’s task times for these 2 groups were exceptionally high compared with the other groups.

The unresponsiveness of SHC websites for one of the universities in each of the 2 groups was detected to be the root cause behind this disparity. For most universities (179/200, 89.5%), QMOHI’s task time was less than a minute. For fewer universities (16/200, 8.5%), the task time was under 2 minutes, and a handful of universities (3/200, 1.5%) required 6 minutes or less. However, for 2 universities, the task times were 25 minutes and 32 minutes because of the unresponsiveness of the SHC websites.

We isolated the 2 outliers and compared the manual approach with QMOHI for the remaining 99% (198/200) universities. The average task time per university for the manual approach was 2.52 (SD 0.67) minutes and for QMOHI, it was 0.32 (SD 0.18) minutes. The QMOHI tool was more than 7 times faster than human annotators at the task of finding the first webpage with relevant information on the SHC website.

It is worth noting that this experiment studied the simplest of the metrics for both the tool and human annotators. Other quality metrics, such as readability and prevalence, which are more difficult for humans to assess, would likely increase the time for manual approach substantially. Empirical benchmarking of these task times will be a part of future work.

Table 1. Experiment 1—scalability. Aggregate group-level task times.

<table>
<thead>
<tr>
<th>Method</th>
<th>Minimum time per group</th>
<th>Maximum time per group</th>
<th>Average time per group (SD)</th>
<th>Total time for all 20 groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annotator 1</td>
<td>11</td>
<td>40</td>
<td>23.95 (6.85)</td>
<td>479</td>
</tr>
<tr>
<td>Annotator 2</td>
<td>19</td>
<td>43</td>
<td>27.15 (6.85)</td>
<td>543</td>
</tr>
<tr>
<td>QMOHI tool</td>
<td>1</td>
<td>34</td>
<td>6.30 (9.62)</td>
<td>126</td>
</tr>
</tbody>
</table>

*aQMOHI: Quantitative Measures of Online Health Information.
Figure 2. Scalability experiment: Runtime comparison chart for navigation metric. Group-level task times, with 10 universities per group. QMOHI: Quantitative Measures of Online Health Information.

Method 2

Benchmarking revealed that QMOHI’s mean end-to-end runtime per university was 77.06 (SD 97.65) seconds for topic 1 (pap smear; number of hits=11) and 114.06 (SD 138.85) seconds for topic 2 (all contraception; number of hits=13). No relevant content was found in 9 sites for topic 1 and in 7 sites for topic 2.

The runtime of the tool was dominated by network-related tasks (i.e., retrieving webpages). For topic 1, the network time accounted for 98.33% (75.78/77.06 seconds) of the total runtime. For topic 2, the network time accounted for 98.23% (112.03/114.06 seconds) of the total runtime. The tool’s processing time accounted only for 1.67% (1.29/77.06 seconds) and 1.77% (2.02/114.06 seconds) for topic 1 and topic 2, respectively.

The network times were less interesting to compare, as a human annotator would also experience similar latency retrieving the pages using their browser. However, the quality metric computation was consistently performed in a few seconds by the QMOHI tool, with only approximately 1 second slower performance for queries with 6-fold more keywords. This was in contrast to human annotation, which required a few minutes to read the content, and many more to perform the quality assessments manually. Overall, these results showed that the QMOHI tool is highly scalable and substantially more efficient than the manual approach.

Experiment 2: Generalizability

Table 2 provides 6 quality metrics computed by QMOHI for information posted on the SHC website at SFSU for 4 distinct health topics (COVID, Cancer, LARC, and Condoms) and 2 closely related health topics (Hormonal IUD and Copper IUD). These results illustrated QMOHI tool’s versatility in terms of being applicable to any given topic as long as it was represented as a set of keywords. As such, the QMOHI tool could be used to study the information quality of a wide variety of topics.

Some of the observations from the metric values are as follows: navigation metric value of 0 for COVID aligns with the current trend on public health websites, which is to post a message related to COVID on the home page. The higher coverage of the Condoms topic compared with the other topics is expected as information dissemination on condoms is one of the focus areas for most SHC websites.

If the aforementioned results showcase the breadth ability of QMOHI, then the results in Table 2, group B demonstrate the depth ability of the tool. Table 2, group B provides information quality metrics for two closely related contraception methods: hormonal IUD and copper IUD (Paragard).

Overall, these results suggest that the QMOHI tool is capable of generating information quality metrics for any given topic. Users can customize the input keywords to the QMOHI tool for a particular topic of any granularity, making it a generic tool with broad applicability.
Table 2. Experiment 2—generalizability. Results showing the QMOHI (Quantitative Measures of Online Health Information) tool’s ability to compute information quality metrics for 4 diverse health topics (group A) and closely related health topics (group B).

<table>
<thead>
<tr>
<th>Health topic</th>
<th>Readability (Flesch–Kincaid)</th>
<th>Navigation (number of clicks from home page)</th>
<th>Coverage (0–100)</th>
<th>Objectivity (0.0–1.0)</th>
<th>Polarity (-1.0 to 1.0)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reading ease score (0–100)</td>
<td>Grade level (K–12)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group A: 4 diverse health topics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID</td>
<td>77.61</td>
<td>5.18</td>
<td>0</td>
<td>37.50</td>
<td>0.639</td>
</tr>
<tr>
<td>Cancer</td>
<td>76.06</td>
<td>5.81</td>
<td>1</td>
<td>11.11</td>
<td>0.542</td>
</tr>
<tr>
<td>LARC&lt;sup&gt;a&lt;/sup&gt;</td>
<td>73.27</td>
<td>7.30</td>
<td>1</td>
<td>33.33</td>
<td>0.496</td>
</tr>
<tr>
<td>Condoms</td>
<td>75.42</td>
<td>6.12</td>
<td>1</td>
<td>100.00</td>
<td>0.373</td>
</tr>
<tr>
<td>Group B: 2 closely related health topics</td>
<td>73.19</td>
<td>7.98</td>
<td>1</td>
<td>42.86</td>
<td>0.486</td>
</tr>
<tr>
<td>Hormonal IUD&lt;sup&gt;b&lt;/sup&gt;</td>
<td>70.51</td>
<td>8.14</td>
<td>1</td>
<td>25.00</td>
<td>0.486</td>
</tr>
<tr>
<td>Copper IUD</td>
<td>70.51</td>
<td>8.14</td>
<td>1</td>
<td>25.00</td>
<td>0.486</td>
</tr>
</tbody>
</table>

<sup>a</sup>LARC: long-acting reversible contraceptives.

<sup>b</sup>IUD: intrauterine device.

Experiment 3: Robustness

Figure 3 illustrates the robustness of results in terms of the correlation between the metric values across the 3 reruns of QMOHI for the 5 health topics. For every metric, the pairwise correlation for the 3 time points (July, August, and September 2020) was computed.

As shown in Figure 3, most of the correlation values were close to 1, indicating high fidelity in the reproduction of the results across multiple time points. The absence of perfect correlation scores suggested that the metric values were time-varying because of the dynamic nature of information on the internet. Our analysis revealed two types of changes that had happened to the SHC websites between the tool’s reruns: (1) the content of the website had been updated and (2) the directory structure of the SHC website itself had changed. Table 3 provides a few examples of the second type of change.

Figure 3. Experiment 3—robustness of QMOHI (Quantitative Measures of Online Health Information) tool. Pairwise correlation scores between metric values across the 3 monthly reruns of QMOHI (from July 2020 until September 2020) for the 5 health topics. LARC: long-acting reversible contraceptive.
Table 3. Experiment 3—robustness. Examples of QMOHI’s (Quantitative Measures of Online Health Information) ability to adapt to changing university student health center (SHC) website structure over 3 reruns.

<table>
<thead>
<tr>
<th>University name</th>
<th>Old SHC website structure</th>
<th>New SHC website structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>University of Maryland Baltimore County</td>
<td>/studenthealth/services—hours/student-health-center/</td>
<td>/studenthealth/student-health-center</td>
</tr>
<tr>
<td>West Chester University of Pennsylvania</td>
<td>/_services/stu.inf/</td>
<td>/_services/studentHealthServices</td>
</tr>
<tr>
<td>Francis Marion University</td>
<td>/studenthealth/services/</td>
<td>/studentservices</td>
</tr>
<tr>
<td>Concord University</td>
<td>/student-life/node/35</td>
<td>/studenthealth</td>
</tr>
<tr>
<td>Coastal Carolina University</td>
<td>/services/studenthealth/</td>
<td>/health</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we described a new open-source software tool, QMOHI, which has been designed and developed to quantify the quality of health information available on SHC websites. We then conducted an empirical evaluation of the QMOHI tool along three key performance metrics: scalability, generalizability, and robustness.

In our first evaluation, we showed that the navigation capabilities of QMOHI are at least seven times more efficient than the manual approach in determining web-based information quality. The runtime of the tool was dominated by network-related tasks. Once the relevant webpages are found, the processing times for computing the quality metrics are trivial. In contrast, human annotators would likely spend most of their time ascertaining information quality. In the second evaluation, we used a tool to retrieve quality metrics on broad and narrow health topics. We showed that once the user selects appropriate keywords, the tool can be adapted to any health topic, thereby establishing the generalizability and versatility of the tool. In the final evaluation, we redeployed QMOHI across 3 periods and showed that the tool is not vulnerable to typical structural changes to SHC websites, thereby allowing users to conduct longitudinal studies.

Limitations

Currently one of the main limitations of QMOHI is its reliance on the keywords provided by users for the health topic of interest. The data gathered by the tool are entirely dependent on these keywords. The ability of the keywords to represent the health topic accurately and completely directly affects the accuracy of the information quality metrics provided by QMOHI. The keywords can also become a source of bias and thus influence the outcomes and conclusions drawn from studies in unexpected ways. One of the future directions of this work will explore automated keyword-generation approaches that require only the name of the health topic from the user and thus remove the dependence on user-provided keywords.

The QMOHI project’s codebase can be downloaded and installed by following step-by-step instructions on the project webpage. In the future, we seek to take this a step further by providing a plug-and-play setup where minimal installation is needed. For this, we leverage the virtualization frameworks (eg, Docker) that are being increasingly adopted to lower the barriers for users with any background.

The applicability of QMOHI is currently restricted to the SHC websites of universities. This narrow focus was beneficial in terms of providing guardrails during the first cycle of project development. However, our goal is to lift this restriction and allow other web-based health information dissemination platforms to also use the quality assessment provided by QMOHI.

Comparison With Previous Work

Health information quality assessment is an active field of research [9,11-13]. Nearly all existing approaches, including DARTS [11], study by Dobbins et al [12], DISCERN [9], and Lida [13], use surveys crafted by experts as the central tool for information quality assessment. These approaches can produce high-quality assessments, but are costly, time-consuming, and prone to human errors. QMOHI automates quality assessments by using natural language processing techniques in lieu of survey takers.

Table 4 shows how QMOHI fits in a sampling of the ecosystem of health information quality assessment tools. For a fair comparison, we combine QMOHI’s prevalence and coverage metrics as part of relevancy and QMOHI’s sentiment and polarity as part of reliability. DARTS, study by Dobbins et al [12], and DISCERN start with the assumption that the user has found a webpage of health information relevant to their interests. QMOHI and Lida start with the assumption that the user has (1) a specific health information need and (2) access to the internet. Lida does a superb job for assessing web usability, far more extensively than QMOHI (which assesses navigability only) and has a battery of automated tests to achieve those goals. Lida then relies on manual surveying to conduct information quality assessments. Many of these tools lack readability assessment and are used in conjunction with an external Flesch reading level analyzer [4-6]. QMOHI offers integrated Flesch-readability metrics. DARTS (Finland), study by Dobbins et al (Canada) [12], DISCERN (United Kingdom), and Lida (United Kingdom) were all developed outside of the United States; these tools rely on human survey takers, and are compatible with content in any language, provided that the survey is accessible to the survey takers. For example, DARTS...
specifically accommodates health care information in Finnish and English [44]. QMOHI focuses on university SHC websites in the United States. We believe that QMOHI offers a well-balanced and larger feature set than the existing tools. An empirical comparative analysis with tools such as AutoDISCERN [14,45] is part of future work.

Table 4. Comparison of information quality assessment tools.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Is fully automated</th>
<th>Is freely available</th>
<th>Assessments and metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>DARTS\a</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dobbins et al [12]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DISCERN</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Lida</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>QMOHI\b</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

\a Mnemonic for Date, Author, References, Type, Sponsors.  
\b QMOHI: Quantitative Measures of Online Health Information.

Conclusions

This work introduced a new tool for public health research, QMOHI, that facilitates the scale monitoring of the quality of web-based information available on university SHC websites. QMOHI provides a suite of 8 metrics that quantify different aspects of information quality. Longitudinal studies that require periodic reexamination of the same information can be effectively facilitated by QMOHI. Such a tool can assist college health administrators in monitoring the recency and relevancy of the information provided on the SHC website. QMOHI can also be instrumental for centrally operated bodies, such as the ACHA, to help with the evaluation and standardization of health information on SHC websites of universities across the country. Overall, QMOHI is a powerful tool that can accelerate public health research based on web-based health information. QMOHI is an open-source project that is publicly available for nonprofit use [46].
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Abstract

Background: Panic attacks (PAs) are an impairing mental health problem that affects >11% of adults every year. PAs are episodic, and it is difficult to predict when or where they may occur; thus, they are challenging to study and treat.

Objective: The aim of this study is to present PanicMechanic, a novel mobile health app that captures heart rate–based data and delivers biofeedback during PAs.

Methods: In our first analysis, we leveraged this tool to capture profiles of real-world PAs in the largest sample to date (148 attacks from 50 users). In our second analysis, we present the results from a pilot study to assess the usefulness of PanicMechanic as a PA intervention (N=18).

Results: The results demonstrate that heart rate fluctuates by about 15 beats per minute during a PA and takes approximately 30 seconds to return to baseline from peak, cycling approximately 4 times during each attack despite the consistently decreasing anxiety ratings. Thoughts about health were the most common trigger and potential lifestyle contributors include slightly worse stress, sleep, and eating habits and slightly less exercise and drug or alcohol consumption than typical.

Conclusions: The pilot study revealed that PanicMechanic is largely feasible to use but would be made more so with modifications to the app and the integration of consumer wearables. Similarly, participants found PanicMechanic useful, with 94% (15/16) indicating that they would recommend PanicMechanic to others who have PAs. These results highlight the need for future development and a controlled trial to establish the effectiveness of this digital therapeutic for preventing PAs.

Introduction

Background

Almost one-third (>28%) of adults have experienced a panic attack (PA) and >11% have experienced one in the past 12 months [1]. People experiencing PAs exhibit impairment in physical and emotional health as well as in occupational and financial functioning. They also have increased use of health care facilities, emergency departments, and psychoactive drugs [2]. A PA is defined as “an abrupt surge of intense fear or discomfort that reaches a peak within minutes,” characterized by rapid activation of stress-related physiology and fear-related cognitions [3]. Although the body’s ability for rapid physiological activation is evolutionarily advantageous (eg, to provide a bodily response to a direct predatory attack [4]), the generation of this response during PAs, which are inherently unexpected, impairs daily functioning [3].
Quantifying PAs

Given their critical evolutionary role in the body’s acute response to stress [5] and measurement feasibility, heart rate (HR) and respiration variables have been studied as key metrics in PA research. For instance, HR was observed to increase significantly 1 minute before patient-identified PA onset and remain at a level significantly higher than the resting state for the approximately a 10-minute duration of the PA [6]. However, other studies measuring HR during real-world PAs demonstrated mixed results such that only a moderate percentage of examined PAs (37%-68%) were found to exhibit rapid HR increases compared with non-PA periods. Similarly, respiration changes have been observed before PA and during the PA as characterized by changes in tidal volume and end-tidal PCO₂, but these PA-related values did not differ significantly from typical resting states [7-9].

As PAs are unexpected and episodic, they are difficult to capture in real-world situations. To collect and present sufficient data, studies on PA physiology have (1) presented spontaneous PA data as case studies [10,11], (2) induced PAs medically in the laboratory [12], or (3) focused on a subsample of 4% of people having PAs who have panic disorder (PD) [6,13], which is characterized by recurrent PAs with persistent worry between PAs. There is evidence to suggest that PA physiology differs in severity depending on how the PA is induced [12] and participant symptomatology [6]; thus, generalizations to real-world PAs for individuals without PD are limited. The sample size across studies is also relatively low. In a study of individuals with PD, 43 participants were monitored for 6 continuous days and 13 unexpected PAs were observed, demonstrating that high effort and participation is necessary to collect data on even a small number of episodic PAs. In the 3 studies that aimed to capture the average physiological changes during real-world PAs in individuals without PD, the combined number of PAs was only 50 [7-9] including several PAs within individuals. Thus, there is a clear need for additional studies of PA physiology, particularly in individuals without PD.

A key factor that has likely limited previous studies of PA physiology is the availability of technologies for providing noninvasive measurements in real-world environments. For instance, one of the HR studies described above conducted continuous ambulatory monitoring with 9 wearable sensors connected by wires to a data monitor worn in a fanny pack [6]. This approach imposes a significant burden on researchers and participants alike. Less cumbersome equipment does exist [14-16], yet these specialized devices can be expensive and burdensome to carry around, limiting accessibility. To better capture a representative picture of real-world PAs, more feasible and accessible tools are needed to measure PAs wherever and whenever they occur.

Treating PAs

Although there is limited evidence demonstrating the real-time physiological response to PAs, there is more research on their treatment. It is critical that individuals experiencing PAs have access to feasible and evidence-based interventions as they tend to seek help at significantly higher rates (46%) than individuals with any other axis 1 disorder each year [2,17]. Despite increased treatment-seeking, only 18% of services delivered to these individuals are based on evidence specific to PA reduction [2], as most treatments are intended for general mental health impairment (ie, anxiety). Existing PA treatments can be categorized by their mechanism of action as follows: (1) actively attempting to prevent physiological symptoms (avoidance techniques) or (2) reframing the patient’s perspective of their physiological symptoms (approach techniques).

Avoidance techniques, such as meditation or progressive muscle relaxation, focus on preventing physiological symptoms at onset. In individuals with general anxiety, avoidance techniques have been found to induce (not reduce) anxiety in a significant number of patients (17%-54%) [18]. For PAs specifically, prescribed relaxation demonstrates poorer effectiveness and significantly higher attrition than other treatment options [19]. Psychopharmacological intervention (eg, benzodiazepines) is another potential avoidance technique for treating PAs. Although this approach effectively stops the physiological symptoms of PAs, it does not decrease the likelihood of future PAs and has serious clinical side effects (eg, dependence, rebound anxiety, and memory impairment) that reduce quality of life [20]. Thus, there is little evidence demonstrating that avoidance techniques are effective in addressing the underlying mechanisms that drive PAs and some of these approaches have significant side effects.

Approach techniques aim to help patients think about their physiological symptoms differently and confront them. Psychotherapies such as cognitive behavioral therapy with interoceptive exposure involve reframing panic-related thoughts and learning to experience symptoms with less panic via in vivo exposure (eg, by inducing PA symptoms, such as dizziness, in a session by spinning the patient in a chair). These therapies are very effective in reducing PA frequency and severity [19] but require a weekly 1-hour visit with a trained and licensed clinician for 12 consecutive weeks. Unfortunately, access to these evidence-based therapies is limited [1], which motivates the development of alternative approaches for treating PAs that do not require the presence of a licensed mental health professional.

Biofeedback is an approach technique in which some form of involuntary physiology (eg, respiratory rate, electroencephalogram, or HR) is continuously measured over time and simultaneously displayed back to the user. During biofeedback, the user is trained to improve their health by learning to regulate internal bodily processes that typically occur involuntarily [21]. Biofeedback with breathing training (BT) is one of the most commonly studied biofeedback techniques for treating PAs. This approach, which requires a specialized device (ie, capnometer) to measure breathing data and display it back to the patient in real time, helps patients learn how to raise or lower their end-tidal PCO₂. In 2 studies of patients with PD, a 4-week biofeedback with BT intervention (two 17-minute sessions per day) was shown to be effective at reducing PA frequency and severity [15,22] at 1 year follow-up. However, studies have shown that individuals with PD exhibit breathing irregularities even when not experiencing a PA [23] and thus the effectiveness of this treatment may be limited to those with PD [24]. Other forms of biofeedback without BT have been
shown to be effective for treating more general anxiety [25,26] and thus could also be effective for treating PAs in those without PD. For example, a meta-analysis of 24 studies investigating the impact of HR variability biofeedback on stress and anxiety revealed a rather large effect (Hedges g=0.83) [26]. Although these data suggest that biofeedback can improve anxiety-related symptoms across physiology, treatment effectiveness specific to PAs in persons without PD remains unknown. Biofeedback is thought to provide effective intervention for PAs because it allows users to “feel more in control of their bodily reactions and react less fearfully to them,” thus ending the cycle of panic by acquiring a sense of mastery [17]. In support of this theory, perceived control was found to be associated with the effectiveness of both biofeedback with BT and cognitive behavioral therapy [27]. HR, but not respiration variables, has been significantly related to patient-reported rating of fear of losing control [6], indicating that HR may be an ideal choice for such interventional strategies. HR is significantly higher during PAs [6] than in a resting state for those who have PA, but there is no evidence to suggest that individuals with PAs (but not PD) experience differences in HR during typical resting states. Approach techniques that demonstrate long-term reduction in panic and anxiety focus on confronting symptoms when they are active, even attempting to reproduce similar symptoms while in a therapist’s office (eg, interoceptive therapy). Now that we have the technology to provide the tools and guidance during an episodic PA, biofeedback could be especially effective during a PA, when an individual can immediately observe their HR fluctuations; however, this has not yet been examined in PAs.

To address the unmet needs of (1) quantifying PAs in individuals in more representative and larger samples and with less burden and (2) offering an accessible, biofeedback-based treatment option for PAs, our research team has developed a digital therapeutic called PanicMechanic (Figure 1). This mobile health (mHealth) app can accurately and feasibly collect HR data during a PA using only a smartphone and use these data to provide HR-based biofeedback to users during their PAs [28]. This tool can profile remote PAs, which was limited by technology so far, but the usefulness of this novel intervention still needs to be assessed to inform future efficacy trials. Thus, in this study, we aim to present our novel digital therapeutic PanicMechanic and leverage it as a feasible and scalable data collection tool to capture profiles of real-world PAs in a sample of help-seeking PanicMechanic users (analysis 1) and conduct a pilot study to assess the feasibility and usefulness of PanicMechanic as a PA intervention in a convenience sample of university students (analysis 2).

Figure 1. PanicMechanic mobile health app screens. The PanicMechanic mHealth app is available wherever and whenever a user experiences a PA (screen 1). It provides biofeedback through objective measurement of HR during the PA (screen 2) and allows users to capture their perceived anxiety throughout the PA and identify their behavioral and thought triggers (screens 3 and 4). These data are aggregated over time to allow users to track their progress and identify trends that may be helpful for preventing future PAs (screens 4 and 5).

Methods

To address these aims, we first introduce PanicMechanic and then describe the data collection and analysis procedures used to capture the profiles of real-world PAs. Finally, we describe the data collection and analysis procedures used to pilot PanicMechanic as a PA intervention.

PanicMechanic

PanicMechanic is a commercially available mHealth app (available on Android and iPhone operating system) developed by our team and released in April 2020 that guides users through
their PAs (Figure 1). The app provides biofeedback through objective measurements of HR during the PA, which are enabled via an analog to reflective photoplethysmography provided by the smartphone’s camera and validated algorithms [29]. For photoplethysmography, the camera is used to assess changes in the color of the fingertip associated with blood being pumped by the heart through the capillary bed of the fingertip. The app also allows users to rate their anxiety levels throughout the PA and choose from a selection of and record information about lifestyle contributors and triggers (see Figure 2 for data from an example user’s PA). App features were developed by a clinical psychologist with experience in treating PAs, and leveraged best practices in clinical psychology while considering input from a variety of individuals who undergo or who have undergone PAs. Our previous work has demonstrated the feasibility of this measurement modality during PAs [29,30].

Upon download, users complete a brief tutorial and are encouraged to open the app whenever they start to experience a PA. During a PA, users are first instructed to place an index finger on the lens of their phone camera with the flash activated to record their HR for the first time. The app cycles through screens that display a graph of HR over time (biofeedback) and prompts the users to make additional HR measurements, rate their anxiety level, and answer questions about lifestyle contributors (exercise, sleep, nutrition, stress, and substance use) and triggers for their PA. The screens provide encouraging messages, such as “You got this!” throughout the attack and using the data from previously logged attacks, the app also provides an estimate of the time that remains in the user’s attack. PanicMechanic aggregates user data over time to allow identification of trends (eg, HR, anxiety ratings, and most common triggers) that may help users prevent future attacks.

Figure 2. Example of panic attack case recorded with PanicMechanic. bpm: beats per minute; HR: heart rate. Data from a PA tracked by a PanicMechanic user are reported here. The app tracked HR (bpm) and anxiety ratings (on a scale of 0 to 10; low to high) during attacks (top). This attack lasted for approximately 5 minutes, during which time HR showed 3 distinct peaks and anxiety ratings generally decreased. The app also allowed users to identify lifestyle factors and triggers that may have contributed to the attack (bottom). Data were tracked over time and reported back to the user (Figure 1) to help them identify trends that may be helpful for preventing future PAs.
Capturing Profiles of Real-world PAs (Analysis 1)

To capture profiles of real-world PAs, we considered data from PanicMechanic users in the 1-year period from April 2020 to April 2021. All the users of the app agreed to its terms and conditions, which included the statement, “Your User Content might be anonymized and used for research purposes.” As of April 2021, PA data were available from 148 anonymized PanicMechanic users.

Data from the first PA tracked by these users were used to examine the average profile of HR and anxiety ratings throughout an attack. The inclusion criteria for considering the first PA from a given user were that the HR time series had to have at least 4 HR samples (80/148, 54.1% rejected) and a clear peak (18/148, 12.2% rejected). These criteria led us to reject, for example, instances when app use was terminated before the end of the PA (before a peak HR occurred) or commenced after the peak HR had occurred. These data were leveraged to compute the ensemble average time series of HR and subjective anxiety ratings to capture the physiological profile of real-world PAs and explore their relationships during the PA.

We cannot control when users begin using the app during their PA; hence, to compute the ensemble time series, it was necessary to express the time series relative to a standardized instant in time. Thus, all time stamps were expressed relative to the first peak in the HR signal as this was an easily identifiable physiological feature, was expected to characterize a typical PA [6], and was common across many of the tracked PAs. As the time stamps did not exactly match across the time series, it was necessary to linearly interpolate the HR data over a uniform grid (0.01-second intervals) for the time interval (−15 and 60 seconds, ie, only data 15 seconds before and 60 seconds after the first peak HR were considered) before averaging. Time series were then smoothed using a low-pass filter (zero-phase, fourth order, Butterworth filter, and 0.1 Hz cutoff frequency) and averaged. If a time series contained data only for time stamps within (but not the entire) a time interval, it was included in the ensemble average only for those time stamps for which data were recorded or could be interpolated. For example, if a time series had data at time stamps −17, −5, 0, 20, and 33 seconds, it would contribute to the ensemble average only for the subinterval (−15 and 33 seconds). Ensemble average time series of subjective anxiety rating data (n=48) were processed in the same way as the HR data (n=50) for PAs that met the inclusion criteria.

On capturing the profiles of real-world first recorded PAs, we also extracted information from each PA about the typical duration of recordings, severity (in terms of peak HR and anxiety rating), and information about lifestyle contributors and triggers. To provide a more comprehensive picture of these factors, we considered all the data from the first 4 PA recordings that met the inclusion criteria from 148 PanicMechanic users.

PanicMechanic as a PA Intervention (Analysis 2)

To assess the feasibility and usefulness of PanicMechanic as a PA intervention, we considered data from a pilot study of PanicMechanic use among university students. This demographic was chosen as a convenience sample because the majority of university students have smartphones and are open to using mental health apps [31] and because PAs have been shown to rise significantly during the transition to adulthood [32]. Email, social media, and flyer advertisements were used to recruit 18 participants at a northeastern public university in March 2020, April 2020, and May 2020, notably (and coincidentally) just after the COVID-19 pandemic-related stay-at-home order was issued in the northeastern United States. Interested persons were screened via phone for eligibility with the following inclusion criteria: must own an Apple iPhone (Android version was not bug-free at the time of the study), be at least 18 years old, report experiencing a PA in the past month, and have university student status.

The participants provided written informed consent before completing a baseline assessment survey. They were given access to PanicMechanic on their personal smartphones and viewed the app’s tutorial. They were instructed to use the app whenever they experienced a PA during the following 12 weeks. Throughout the study period, the participants completed 2-minute weekly web-based surveys about their PA and were administered a 15-minute web-based follow-up survey about their experience with using the app 1 week after the study period. Upon study completion, participants were compensated with Amazon gift cards worth up to US $50. All data collection activities were approved by the institutional review board of the University of Vermont (CHRBSS 00000747).

The baseline assessment survey included 42 items that captured participant demographics; PA symptom assessment using the Structured Clinical Interview for Diagnostic and Statistical Manual for Mental Disorders, which is a standardized semistructured interview; and previous treatment and mental health history. During the 2-minute weekly survey, if the participant self-reported capturing a PA with PanicMechanic, they also rated how difficult it was to use the app and indicated the ways (if any) in which the app was helpful. The follow-up survey included open-ended questions about helpfulness and challenges of app use, an indication of whether the participant would use the app in the future, and if they would recommend the app to others who experience PAs.

Descriptive data for participants in the pilot study were available, including demographic characteristics (N=18) and their PanicMechanic use (n=16; of the 18 participants, 2 [11%] participants did not participate beyond the first week of the study period and were lost to follow-up). Content analysis was conducted on qualitative data responses to 2 open-ended items in the follow-up survey at the conclusion of the 12-week intervention: “Overall, in what ways did you find app use helpful” and “Overall, what challenges did you face in using the app during panic attacks?” Content analysis followed the steps detailed in a previous work [33], including first inductive and then deductive analyses to understand the data. First, 2 raters independently conducted inductive content analysis that involved reading all the participant responses, making notes on their content, grouping them, and organizing the responses into categories [33]. Next, the raters jointly conducted deductive content analysis that involved developing a structured matrix of categories, coding the data into those categories, and discussing how those data compare to expectations [33]. Any
discrepancies between the 2 raters were blindly analyzed by a third rater and majority ruled. Consensus categories, descriptions, percentages of total responses, and example responses are presented.

**Results**

**Profiles of Real-world PAs (Analysis 1)**

A total of 148 PanicMechanic users tracked at least some HR data from at least one PA. In accordance with the iOS app privacy policy, no demographic data were required to download and use the app; thus, we were not able to report any demographic data besides the knowledge that all 148 users had unique and verified email addresses. PanicMechanic had been featured on news media outlets in April 2020 when it became available but had no paid advertising to promote it. Figure 2 provides an example of the data recorded by PanicMechanic during a PA tracked by a user, including the time series of HR and anxiety ratings (top), lifestyle contributors, and the PA trigger (bottom). This example PA lasted just over 5 minutes, during which time you could see a decreasing trend in anxiety rating and 3 clear instances when the user’s HR peaked (at between 90 and 115 beats per minute [bpm]) and then returned to baseline (at between 60 and 70 bpm). Before this attack, triggered by financial issues, the user reported much worse exercise but slightly better diet, sleep, substance use, and stress than typical. It should be noted that significant heterogeneity was observed in HR patterns across PanicMechanic users, including in the timing, amplitude, and duration of HR fluctuations and particularly following the relatively consistent pattern of initial HR peak and return to baseline.

**Figure 3** (top) shows the mean HR for the first PA recorded by 50 users with at least 4 HR measurements demonstrating activation (an increase to peak) and recovery (a decrease from peak) slopes. The mean peak HR was approximately 98 (SD 21.56) bpm. It appeared to take approximately 30 seconds from peak HR for a significant recovery down to 85 bpm, which was maintained for an average of 30 seconds. Subjective anxiety rating per minute (range 0-10) maintained a weak yet significant recovery slope (E=−0.43, SE 0.001; P<.001) from peak HR to PA end, which appears to be insensitive to specific changes in HR. **Figure 3** (bottom) also demonstrates individual heterogeneity across the demeaned 50 recorded first PAs. Several individual PAs appeared to show a secondary smaller peak HR, which could indicate a cyclical HR pattern for a subset of users that was also exhibited in the example PA presented in **Figure 2**. The average PA recording lasted 4.64 (SD 6.27) minutes. Exercise amount, stress level, sleep, and eating habits were all slightly worse to typical and substance use was typical to slightly better during the 24 hours before a PA (**Figure 4**). The most commonly identified triggers out of the given choices were health, conflict, performance, and workload (**Figure 4**).

**Figure 3.** Mean heart rate (HR) and anxiety level during panic attacks. bpm: beats per minute. This figure shows ensemble average HR (solid, left axis, N=50) and subjective anxiety rating (dashed, right axis, N=48) responses for the first PA measured by PanicMechanic users (top). Both time series are expressed relative to the first peak in the HR signal. Demeaned HR recordings (gray, bottom) used for computing the ensemble average (black, bottom) demonstrate the variety in HR trajectories observed.
Figure 4. Frequencies of panic attack data. This figure shows participant-reported PA data including mean scores for potential lifestyle contributors that may impact the likelihood of experiencing a PA and the frequency of triggers identified as being responsible for inducing the PA. Lifestyle contributor responses were on a 5-point scale from a lot worse or less to a lot better or more compared with typical. Stress, diet, sleep quality, and exercise were all reported as slightly worse, whereas substance use was reported as slightly better immediately before the PA. Thoughts about health were the most common trigger followed by conflict, performance, and workload.

PanicMechanic as a PA Intervention (Analysis 2)

The demographics of the 18 study participants aged 19-35 years (Table 1) indicate that most of them identified as women, were White, had diagnosed mental health disorder, and had previously sought services for their panic. None of the participants had received biofeedback previously. Participants cited an increase in PA frequency, severity, and duration (mean 5.94, SD 2.38 on a scale of 1-10; 1=not at all increased, 5=somewhat increased, 10=extremely increased) owing to the COVID-19 pandemic, which began shortly before the study recruitment commenced. The most commonly reported panic symptom was a racing, pounding, or skipping heart (16/16, 100%) followed by shortness of breath (13/16, 83%), trembling or shaking (12/16, 78%), and feeling crazy or a loss of control (12/16, 78%; Figure 5). Over the 3-month intervention, the following information was collected in weekly surveys: 94% (15/16) of the participants self-reported to have experienced 123 attacks, of which 39 (31.7%) were self-reported as recorded in the app. The reasons for missing PA recordings are listed in Table 2. Of the 10 participants, 9 (90%) participants with a valid recorded attack (recorded at least four HR data points, which would take about 60 seconds to record) indicated that it was helpful in at least one of the following ways: (1) reducing the severity or duration of the PA, (2) learning about their personalized fear response, or (3) feeling more in control of their body. The participants who used the app rated the user difficulty as 4.73 (SD 2.57) out of 10.

Table 2 presents a qualitative analysis of participant comments from the final survey (n=16). In response to an open-ended question, “Overall, in what ways did you find app use helpful?” the most frequent responses were about observing symptom patterns, which aided understanding of body response (symptom pattern recognition) and the structure of the app helping to redirect user attention (guided attention). In response to the open-ended question, “Overall, what challenges did you face in using the app during panic attacks?” the most frequent responses were about remembering or being motivated enough to open the app (forgot or unmotivated to use) while experiencing panic and app problems owing to technology glitch or user error (such as difficulty placing finger properly for HR to be detected) being a barrier to use (technology difficulties). Representative testimonials and additional response categories are presented in Table 2. When asked if they would use the app again in spite of difficulties, 56% (9/16) of the participants indicated they would. When asked if they would recommend the app to someone else experiencing panic, 94% (15/16) of the participants indicated they would recommend it. In examining the discrepancy between the prevalence of future use and recommendation to others, it appeared that some participants believed the app could be helpful to others who may better remember to open the app at the start of panic symptoms.
Figure 5. Symptoms of panic attack among the participants. This figure shows that the most common PA symptom is racing HR, which was experienced by 100% (16/16) of participants and supports our choice to consider HR biofeedback for PAs. Shortness of breath was the next most common symptom, experienced by 83% (13/16) of participants. The number of responses range from 17 to 18 owing to some missing responses.
Table 1. Pilot study participant demographics (N=18).

<table>
<thead>
<tr>
<th>Pilot study demographics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>13 (72)</td>
</tr>
<tr>
<td>Male</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (11)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>24 (5)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>15 (83)</td>
</tr>
<tr>
<td>Asian American</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (11)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>16 (89)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>2 (11)</td>
</tr>
<tr>
<td><strong>Mental health diagnosis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Any diagnosis</td>
<td>13 (72)</td>
</tr>
<tr>
<td><strong>Type of diagnosis</strong></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>10 (56)</td>
</tr>
<tr>
<td>Depression</td>
<td>7 (39)</td>
</tr>
<tr>
<td>OCD&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (17)</td>
</tr>
<tr>
<td>PTSD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3 (17)</td>
</tr>
<tr>
<td>ADHD&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Panic</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Eating disorder</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Adjustment disorder</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Personality disorder</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Panic treatment sought, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Currently in therapy</td>
<td>12 (67)</td>
</tr>
<tr>
<td>Ever in therapy</td>
<td>17 (94)</td>
</tr>
<tr>
<td>Physician</td>
<td>13 (72)</td>
</tr>
<tr>
<td>Emergency room or urgent care</td>
<td>5 (28)</td>
</tr>
<tr>
<td>Prescribed medication</td>
<td>10 (56)</td>
</tr>
<tr>
<td>Self-medicated (alcohol or drugs)</td>
<td>5 (28)</td>
</tr>
<tr>
<td>Biofeedback</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Range: 19-35 years.

<sup>b</sup>OCD: obsessive compulsive disorder.

<sup>c</sup>PTSD: posttraumatic stress disorder.

<sup>d</sup>ADHD: attention-deficit/hyperactivity disorder.
Table 2. Pilot study content analysis (n=16).

<table>
<thead>
<tr>
<th>Qualitative category</th>
<th>Values, n (%)</th>
<th>Example testimonial 1</th>
<th>Example testimonial 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall, in what ways did you find app use helpful?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptom pattern recognition (observing symptom patterns aided the understanding of body response)</td>
<td>6 (38)</td>
<td>“Rather than freaking out and feeling like I was dying, I saw that my heart rate was just slightly elevated and fluctuating, and I knew that the attack was temporary and I could work through it.”</td>
<td>“I liked how it kept track of my heart rate because seeing it decrease was calming.”</td>
</tr>
<tr>
<td>Guided attention (the structure redirected attention)</td>
<td>6 (38)</td>
<td>“Watching my heart rate during the panic attack helped me focus more on what was going on.”</td>
<td>“Seeing my pulse change was really helpful in giving me something to focus on to calm down during a panic attack.”</td>
</tr>
<tr>
<td>Accessibility (knowing it was accessible)</td>
<td>3 (19)</td>
<td>“The app provides instant assistance with attacks, instead of waiting to get help.”</td>
<td>“The app was accessible from my pocket, easy to read, and easy to follow.”</td>
</tr>
<tr>
<td>Physiological validation (the personalized data objectively acknowledged the experience as a panic attack)</td>
<td>3 (19)</td>
<td>“The app was most helpful in getting me to acknowledge experiences that I’ve had for a long time as real, manageable symptoms of a known disorder - rather than just terrifying feelings.”</td>
<td>“I found the information provided by the app regarding panic attacks to be calming and affirming.”</td>
</tr>
<tr>
<td>Affirmations (the words of encouragement)</td>
<td>2 (13)</td>
<td>“The positive affirmations it gives you is helpful.”</td>
<td>“It helped encourage me through it and stay in tune with myself.”</td>
</tr>
<tr>
<td>Triggers (being asked to identify triggers)</td>
<td>2 (13)</td>
<td>“Identifying the trigger and watching your body calm down as you calm down was helpful.”</td>
<td>“The app has many different triggers that we could choose from.”</td>
</tr>
<tr>
<td>Overall, what challenges did you face in using the app during panic attacks?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forgot or unmotivated to use (remembering or being motivated to open the app owing to panic)</td>
<td>8 (50)</td>
<td>“I often lacked the presence of mind or motivation to get my phone and start tracking it.”</td>
<td>“It is not my first instinct to use an app when I am having an attack.”</td>
</tr>
<tr>
<td>Technology difficulties (owing to glitch or user error)</td>
<td>5 (31)</td>
<td>“Sometimes I felt like it wasn’t recording my pulse right which I fixed on.”</td>
<td>“The app never gave me an average length of my panic attacks so it always said I had 0 min left.”</td>
</tr>
<tr>
<td>Symptom barrier (panic symptoms impacted app use once it was opened)</td>
<td>4 (25)</td>
<td>“Physically shaking made it hard for me to keep my finger on long enough to read my heart rate.”</td>
<td>“I had trouble answering because I was freaking out.”</td>
</tr>
<tr>
<td>Not accessible (did not have access to phone)</td>
<td>3 (19)</td>
<td>“I didn’t end up having my phone with me during most of my panic attacks.”</td>
<td>“It’s too inconvenient for me to use considering my panic attacks often happen while driving.”</td>
</tr>
<tr>
<td>Repetitive guidance (structure of app was repetitive)</td>
<td>1 (6)</td>
<td>“Questions too repetitive, especially when tracking more than one attack a day.”</td>
<td><em>a</em></td>
</tr>
<tr>
<td>Would you use the app again?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (57)</td>
<td>“To monitor myself and keep myself in touch with my body and reality.”</td>
<td>“It was helpful so I would continue using it.”</td>
</tr>
<tr>
<td>Would you recommend the app?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15 (94)</td>
<td>“I would say yes because it made me feel more educated on my physical well-being.”</td>
<td>“Although it doesn’t work for me [Forgot to Use], I definitely recognize the benefit of real time biofeedback, and I feel like this is a great option for people who struggle with anxiety and panic attacks.”</td>
</tr>
</tbody>
</table>

Discussion

Summary

Overview

In this study, we examined the profile of real-world PAs recorded by users of the mHealth app, PanicMechanic, in the largest observation of PA physiology yet considered in this research area (N=50). We also assessed the feasibility and usefulness of the app as a PA intervention in a pilot study of university students (N=18). We discuss the results of these studies in the following sections, including an analysis of the characteristic changes in HR and anxiety ratings during PAs, common lifestyle contributors and triggers for PAs, and the

---

*Second testimonial is not available.
observations of the pilot study participants after using PanicMechanic for the 12-week intervention period.

**Profiles of Real-world PAs**

During recorded PAs, HR appears to fluctuate by approximately 15 bpm (Figure 3), which is consistent with several studies that reported significant HR change at the onset of a PA [6]. However, other studies with null results identified a HR increase only when HR was disproportionate to activity levels [8]. Our results show that the average HR varied between 85 and 100 bpm, which are within normal limits of resting HR for adults [34] and therefore would not qualify as HR increase under that study criterion. It may be noted that although there is a significant difference between PA HR peak and baseline, it is the relative HR increase that indicates a PA. For reference, an increase of approximately 15 bpm is seen in 30 seconds of stair climbing in a healthy individual aged 44 years [35].

On the basis of data from the PanicMechanic users, there appears to be an average duration from peak to baseline HR of approximately 30 seconds during PAs (Figure 3). Given that previous works indicate that PAs last approximately 10 minutes, these results imply that there are several cycles of HR peaks and recovery to baseline within a PA. Although the frequency of HR changes during PAs has not been reported previously, a study appears to show that 4 HR cycles occur within a typical 10-minute PA (Figure 2) [6]. Similarly, the data we report in Figure 2 show 3 clear HR cycles during a 5-minute PA recording. This cyclical HR pattern could be beneficial to biofeedback intervention, allowing multiple chances for patients to observe and expect recovery patterns. From the data presented in Figure 2, we note that significant heterogeneity was observed in the pattern of HR during the recorded PAs across users. Further exploration of this heterogeneity remains an interesting potential area of future study as these HR patterns could further inform our understanding of how and when PAs induce cycles of physiological arousal.

Subjective anxiety did not follow a cyclical pattern, but slowly decreased across the HR monitoring period (Figure 3). This is consistent with research demonstrating that physiological data does not necessarily correlate with subjective anxiety ratings during fear tasks (eg, tasked with giving a spontaneous speech in front of judges [36]). In previous literature, a significant HR increase was seen to precede self-reported PA onset by approximately 1 minute [6]; thus, there may be a sequential nonlinear relationship between HR and subjective anxiety outside the scope of our recorded PA profile. Observing moment-by-moment HR metrics alongside self-reported anxiety may allow users, or, importantly, help clinicians to observe and expect panic patterns that they may not be able to intervene on otherwise.

We also derived profiles of PA triggers (of the available choices), which were not previously examined. As expected, because this mHealth app became available during the COVID-19 pandemic in the United States (released in April 2020), health was the primary trigger in more than one-third of PAs (Figure 4). This is supported by the pilot study data in which the participants indicated that the pandemic increased the frequency, severity, and duration of their PAs. On days where PAs were recorded, the users reported slightly worse stress, sleep, and eating habits; slightly less exercise than typical; and slightly less drug or alcohol consumption in the past 24 hours (Figure 4). These results could inform future studies focused on predictive models of PA occurrence by providing objective monitoring of these parameters or behavioral interventions to reduce PA risk.

**PanicMechanic as a PA Intervention**

The pilot study results provide insight into the populations that are most interested in participating in an mHealth intervention for PAs. Results show that most participants had multiple mental health disorders (Table 1), consistent with previous literature on individuals who experience PAs [37]. Of the 18 participants, 2 (11%) participants had PD (observed in 3.8% of persons with PAs in the general public [1]). In addition, consistent with previous literature, the participants (all experienced a PA in the month before study participation) had also sought several forms of help services before the study [2] but, importantly, had never tried biofeedback. Interestingly, all the participants reported experiencing subjective HR increases during PAs (Figure 5), suggesting the validity of HR-based biofeedback.

We assessed the subjective feasibility of using PanicMechanic as a biofeedback intervention for PAs. Quantitatively, the participants rated the difficulty of use as a 4.73 out of 10. Qualitatively, half of the participants indicated that the main difficulty of app use was not remembering or being motivated to open the app during the onset of a PA. Despite difficulties, 56% (9/16) of the participants indicated that they would use the app again in the future. Future development work to incorporate hearables and wrist-worn or other wearable devices is indicated to capture HR continuously and more seamlessly. We envision a system in which a push notification asks the user to open the PanicMechanic app if a HR increase has occurred outside of exercise, which may precede a PA [6]. This type of system modification could, for example, reduce the challenge of not remembering to open the app at the beginning of a PA.

However, despite these challenges, 94% (15/16) of the participants would recommend the PanicMechanic app to others who have PAs. Interestingly, several participants indicated that they would not use the app themselves but would recommend it. These participants cited that they believed in the theory of the intervention, but that their use challenges such as forgetting to use the app or their own circumstances such as only experiencing PAs while driving prevented them from benefiting from the intervention. Quantitatively and qualitatively, the participants found this biofeedback app useful. In weekly reports, 90% (14/16) of the participants who had valid use of the app (at least 4 HR data points, which would take at least 60 seconds to record) indicated that PanicMechanic was helpful in one of the following three ways: (1) reducing the severity or duration of the PA, (2) learning about their personalized fear response, or (3) feeling more in control of their body. Qualitatively, they reported that observing their personalized symptom patterns aided their own understanding of their body and also that the app helped them focus by guiding them through their panic in a structured way. These mechanisms are consistent with previous theory on how biofeedback works [17] and
indicate that PanicMechanic shows promise as an accessible PA intervention.

There are several limitations to our study. First, we cannot be certain of the validity and duration of the recorded PAs. It is possible that users recorded HR data outside of a PA, started to record data after PA onset, and completed data recording before the end of a PA. We attempted to mitigate these problems by providing a step-by-step tutorial and practice mode on the app upon download and only analyzing PAs that had at least 4 HR measurements with a visible peak. Importantly, these steps yielded exclusion of 66% of our HR data. Thus, although collection of unsupervised data allows for much larger sample sizes than previously studied, the available data diminishes as it is cleaned [6-9]. As the app provided biofeedback during the first PA recording, it is possible that PAs may be attenuated in intensity owing to biofeedback, as the effective number of sessions studied ranged from 1 to 50 [26]. In addition, we report the prevalence of triggers of remote PAs. However, it is important to note that in this iteration of PanicMechanic, there were specific choices of triggers and no ability to input other options. Users were also able to track a PA without indicating a trigger. These prelisted triggers likely do not encompass all the triggers of PAs and thus the results can only represent the prevalence of the given triggers. Given the likely need for multiple sessions for PA improvement and the fact that only 5 (31%) of the 16 participants in our pilot study used the app more than twice, we were not able to evaluate the objective effectiveness of PanicMechanic. This should be analyzed in future studies of app users and specifically in a controlled trial. Overall, our pilot study sample size was small and they represented a subsample of all the people who have PAs. Future studies should include a larger sample with a more diverse range of people who have PAs to inform more generalizable conclusions.

Conclusions
Overall, we have presented a small window into the profile of real-world PAs in the largest sample of people who have PAs to date. We also demonstrated promising preliminary results from a pilot study with participants indicating that PanicMechanic is useful, albeit with some feasibility challenges, which can be addressed with simple app improvements that leverage existing technologies.
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Abstract

Background: Public health surveillance systems should be evaluated periodically, and the evaluation should include recommendations for improving the system’s quality and efficiency. Each surveillance system may have a unique situation in which evaluating its quality depends on its methodology, aims, and other factors, such as the frequency of repeating the survey in the case of survey-based surveillance.

Objective: As the consistency of the surveillance system to capture demographic data and its sensitivity to monitor the intended health-related event are important indicators of the quality of the surveillance system, the aim of this article is to evaluate the Saudi Arabia Mental Health Surveillance System (MHSS) in terms of consistency and sensitivity via the scientific hypothesis testing process.

Methods: The quality of the MHSS was assessed by examining (1) the consistency of the main demographic variables and (2) the sensitivity to changes in score between the 2 mental health screening tools used in the MHSS and between the 3 waves collected in 3 consecutive months. The assessment uses all data collected via the MHSS between May 2020 and July 2020. The first null hypothesis predicted there were differences between the distributions of the demographic variables between the 3 waves. The second predicted there were no differences between the scores of the Patient Health Questionnaire 9 (PHQ-9) and the Generalized Anxiety Disorder 7-item scale (GAD-7) between the 3 waves.

Results: In terms of sampling variables (age, gender, and region), there were no significant differences between the 3 waves in age, using one-way ANOVA, nor in gender and region, using the chi-square test. In addition, there were no significant differences between the 3 waves in all other demographic variables, except in the income variable. However, in terms of the PHQ-9 score, the one-way ANOVA ($F_{2,12334}=8.05; P<.001$) showed significant differences between waves. Similarly, significant differences between waves were found in the GAD-7 score ($F_{2,12334}=7.09; P=.001$).

Conclusions: The MHSS showed a consistent distribution of the sample demographic variables, while being sensitive to the changes in mental health scores across waves. The MHSS can generate an acceptable level of consistency and sensitivity to monitor mental health trends.

International Registered Report Identifier (IRRID): RR2-10.2196/23748

(JMIR Form Res 2022;6(2):e23965) doi:10.2196/23965
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Introduction

Public health surveillance is the ongoing, systematic collection, analysis, interpretation, and dissemination of health data essential to the planning, implementation, and evaluation of public health programs for use in public health action to reduce morbidity and mortality and to improve health [1,2]. A surveillance system, however, is a collection of processes and components that enable a successful surveillance process, including data collection, data quality monitoring, data management, data analysis, interpretation of analytical results, information dissemination, and application of the information to public health programs [2]. Methodologically, the most popular surveillance systems in public health repeat cross-sectional surveys on a regular basis in the form of waves, which allow the data to be clustered by periods. Eventually, public health surveillance systems should generate information to inform decision-makers in many areas, including prevention program planning and management, health promotion, quality improvement, and resource allocation [2].

Mental disorders account for more collective disability burden than any other group of illnesses, including cancer and heart disease [3]. Disability can be caused by the effect of mental illness on emotions, thoughts, and daily function and the link between mental illness and general health, especially chronic diseases [4]. Historically, surveillance focused on infectious diseases, then broadened to other areas, such as chronic diseases [5]. Currently, mental health is increasingly recognized as a field in public health surveillance [5-7]. Mental health screenings are now included in established health surveillance surveys, such as the US Centers for Disease Control and Prevention’s (CDC) National Health Interview Survey (NHIS), National Health and Nutrition Examination Survey (NHANES), Behavioral Risk Factor Surveillance System (BRFSS), and the Substance Abuse and Mental Health Services Administration’s (SAMHSA) National Survey on Drug Use and Health (NSDUH) [5].

In April 2020, the Sharik Association for Research and Studies, formerly known as the Sharik Association for Health Research, established the Saudi Arabia Mental Health Surveillance System (MHSS) in collaboration with the Saudi Health Council (SHC), which is the highest national authority in the health domain in Saudi Arabia. The MHSS is a monthly phone-based cross-sectional survey conducted across the 13 administrative regions of Saudi Arabia, with a monthly sample of approximately 4000 participants. At the time of writing this manuscript, 3 waves have been successfully completed with a sample size of more than 12,000 participants. The full details of the MHSS’s scientific approach were published as a protocol paper [8]. The MHSS disseminates its results in an electronic dashboard developed for this project to inform decision-makers of the results as soon as possible and to compare the results with previous waves. A subcommittee under the SHC governs the MHSS, with members representing the main stakeholders across the SHC, including the Ministry of Health.

Although the need for public health surveillance systems has long been recognized, there is increasing pressure to improve the effectiveness of these surveillance systems via appropriate evaluation [9]. According to the CDC Guidelines for Evaluating Public Health Surveillance Systems, evaluation ensures that problems of public health importance are being monitored efficiently and effectively [1]. A recent systematic review focusing on existing approaches to surveillance system evaluation found only 10 originated from the public health surveillance field [9]. However, most of the approaches (13/15) could be defined as either frameworks or guidelines, as they provided a general or structured roadmap for the evaluation process, while fewer provided systematic information about how the evaluation should be carried out and, therefore, could be defined as methods [9]. However, all the assessment methods shared some common aspects and none suggested that all of their attributes would be relevant to each evaluation; instead, they could be selected according to the context and objectives of the evaluation at hand [1,9]. In terms of data quality evaluation, most guidelines suggest “data quality reflects the completeness and validity of the data recorded in the surveillance system” [1]. The first issue is that, with the advances of electronic data collection systems, the completeness of data is no longer an issue, as the data are always complete when an electronic system enforces it, which is the case with the MHSS. The second issue is that all of the guidelines focus on clinical data collection, although none focus on cross-sectional survey–based surveillance. Nevertheless, each surveillance system could have a unique approach and parameters for evaluating data quality depending on its methodology, aims, and other factors, such as the frequency of repeating the survey in the case of survey-based surveillance. Nevertheless, to ensure the quality of the MHSS, we considered all relevant attributes by evaluating the public health surveillance systems issued by the CDC [1].

Looking outside the public health domain for a more practical guide to assess surveillance system quality in general, the US Environmental Protection Agency (EPA) has published several versions of the Guidance for Data Quality Assessment: Practical Methods for Data Analysis, which is described as a “toolbox” of useful techniques for assessing the quality of data [10]. This guidance encourages the use of assumption and hypothesis testing to assess data quality and includes a well-detailed process for doing so [10].

In spite of that, public health surveillance systems should be evaluated periodically, and the evaluation should include recommendations for improving the system’s quality and efficiency [1,11]. As the consistency of the surveillance system in capturing demographic data and its sensitivity to monitor the intended health-related event are important indicators of the quality of the surveillance system, the aim of this article is to evaluate the MHSS in terms of consistency and sensitivity via the scientific hypothesis testing process by following the EPA Guidance for Data Quality Assessment.

Methods

This study assesses the quality of the MHSS by examining (1) the consistency of the main demographic variables and (2) the changes between the scores of the 2 mental health screening
tools used in the MHSS and between the 3 waves collected in 3 consecutive months.

Null Hypotheses
With the assumption that the 3 waves were conducted in 3 consecutive months using the same data collection process and sampling methodology, which is further controlled by an automated sampling system [12], and the assumption that major demographic variables (eg, age, gender, education level, and marital status) will not change significantly over a short period of time, there will be no significant difference between the distribution of the demographic variables between the 3 waves. Thus, the first null hypothesis for this study is as follows: there are differences between the distributions of the demographic variables between the 3 waves.

With the assumption that the screening tools, the Patient Health Questionnaire 9 (PHQ-9) [13,14] and Generalized Anxiety Disorder 7-item scale (GAD-7) [15], are very sensitive to detecting changes in depressive and anxiety symptoms and that depressive and anxiety symptoms could vary significantly between individuals and within the same individual over a short period of time, as both tools measure symptoms within the prior 2 weeks, and because we are assessing different groups of individuals in each wave who will produce different scores, we assume that there will be significant changes in both scores across the 3 waves. Thus, the second null hypothesis for this study will be as follows: there is no difference between the scores of PHQ-9 and GAD-7 between the 3 waves.

In addition, internal consistency and test-retest reliability for both the PHQ-9 and GAD-7 were performed with the assumption that the system will generate an acceptable level of internal consistency and test-retest reliability.

Variables
For the first experiment, the demographic variables to be tested are age, gender, region, education level, income level, marital status, and work status. Age, gender, and region are part of the sampling variables and are used to determine the completion of the sampling quota. Therefore, they will generate evidence about the quality of the sampling system because they are expected to be proportional according to the MHSS methodology [8].

For the second and third experiments, the total score of the PHQ-9 and GAD-7 will be used.

Data
This study will use all the data generated by the MHSS between May 2020 to July 2020, which includes 12,337 participants (4004 participants in wave 1, 4180 participants in wave 2, and 4153 participants in wave 3). Each of the participants participated in one wave only. For the test-retest reliability, only 22 participants, 11 of whom (50%) were female, were interviewed twice in a pilot study before initiating the surveillance system, with one week between the two interviews.

Data Analysis
For continuous variables (age and PHQ-9 and GAD-7 scores), a one-way ANOVA test will be used; box plots were also included to show the overall trend of the data. For other categorical variables, the chi-square test will be used. Internal consistency was assessed using the Cronbach $\alpha$ coefficient, and the test-retest reliability was assessed with the intraclass correlation coefficient. We used the SPSS statistical software, version 20 (IBM Corp).

Results

Assumption 1: Consistency of the Main Demographic Variables Between the 3 Waves Collected in 3 Consecutive Months
In terms of sampling variables (age, gender, and region), there were no significant differences between the 3 waves in age ($F_{2,12334}=0.71; P=.49$), in gender ($\chi^2=0.1; P=.97$), and in regions ($\chi^2_{24}= 4.8; P>.99$).

In terms of other demographic variables, as shown in Table 1, there were no significant differences, except for income level.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Wave 1, n=4004</th>
<th>Wave 2, n=4180</th>
<th>Wave 3, n=4153</th>
<th>All waves, N=12,337</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1989 (49.7)</td>
<td>2083 (49.8)</td>
<td>2058 (49.6)</td>
<td>6130 (49.7)</td>
<td>.97</td>
</tr>
<tr>
<td>Female</td>
<td>2015 (50.3)</td>
<td>2097 (50.2)</td>
<td>2095 (50.4)</td>
<td>6207 (50.3)</td>
<td></td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>1444 (36.1)</td>
<td>1457 (34.9)</td>
<td>1465 (35.3)</td>
<td>4366 (35.4)</td>
<td>.27</td>
</tr>
<tr>
<td>Undergraduate diploma</td>
<td>484 (12.1)</td>
<td>456 (10.9)</td>
<td>466 (11.2)</td>
<td>1406 (11.4)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>1846 (46.1)</td>
<td>2022 (48.4)</td>
<td>1955 (47.1)</td>
<td>5823 (47.2)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate degree (eg, master’s/PhD)</td>
<td>230 (5.7)</td>
<td>245 (5.9)</td>
<td>267 (6.4)</td>
<td>742 (6)</td>
<td></td>
</tr>
<tr>
<td>Income level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than 5000 SAR(a) (&lt;US $1331.47)</td>
<td>629 (15.7)</td>
<td>604 (14.4)</td>
<td>689 (16.6)</td>
<td>1922 (15.6)</td>
<td></td>
</tr>
<tr>
<td>Between 5001 to 8000 SAR (US $1331.74 to $2130.36)</td>
<td>687 (17.2)</td>
<td>595 (14.2)</td>
<td>668 (16.1)</td>
<td>1950 (15.8)</td>
<td></td>
</tr>
<tr>
<td>Between 8001 to 11,000 SAR (US $2130.62 to $2929.24)</td>
<td>619 (15.5)</td>
<td>610 (14.6)</td>
<td>664 (16)</td>
<td>1893 (15.3)</td>
<td></td>
</tr>
<tr>
<td>Between 11,001 to 13,000 SAR (US $2929.51 to $3461.83)</td>
<td>486 (12.1)</td>
<td>551 (13.2)</td>
<td>502 (12.1)</td>
<td>1539 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Between 13,001 to 16,000 SAR (US $3462.10 to $4260.71)</td>
<td>542 (13.5)</td>
<td>628 (15)</td>
<td>559 (13.5)</td>
<td>1729 (14)</td>
<td></td>
</tr>
<tr>
<td>More than 16,000 SAR (&gt;US $4260.71)</td>
<td>1041 (26)</td>
<td>1192 (28.5)</td>
<td>1071 (25.8)</td>
<td>3304 (26.8)</td>
<td></td>
</tr>
<tr>
<td>Region, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Asir</td>
<td>321 (8)</td>
<td>322 (7.7)</td>
<td>321 (7.7)</td>
<td>964 (7.8)</td>
<td></td>
</tr>
<tr>
<td>Baha</td>
<td>316 (7.9)</td>
<td>311 (7.4)</td>
<td>314 (7.6)</td>
<td>941 (7.6)</td>
<td></td>
</tr>
<tr>
<td>Eastern Region</td>
<td>314 (7.8)</td>
<td>322 (7.7)</td>
<td>323 (7.8)</td>
<td>959 (7.8)</td>
<td></td>
</tr>
<tr>
<td>Hail</td>
<td>293 (7.3)</td>
<td>326 (7.8)</td>
<td>320 (7.7)</td>
<td>939 (7.6)</td>
<td></td>
</tr>
<tr>
<td>Jazan</td>
<td>312 (7.8)</td>
<td>321 (7.7)</td>
<td>324 (7.8)</td>
<td>957 (7.8)</td>
<td></td>
</tr>
<tr>
<td>Al Jouf</td>
<td>288 (7.2)</td>
<td>318 (7.6)</td>
<td>320 (7.7)</td>
<td>926 (7.5)</td>
<td></td>
</tr>
<tr>
<td>Madinah</td>
<td>321 (8)</td>
<td>325 (7.8)</td>
<td>316 (7.6)</td>
<td>962 (7.8)</td>
<td></td>
</tr>
<tr>
<td>Makkah</td>
<td>325 (8.1)</td>
<td>325 (7.8)</td>
<td>323 (7.8)</td>
<td>973 (7.9)</td>
<td></td>
</tr>
<tr>
<td>Najran</td>
<td>303 (7.6)</td>
<td>322 (7.7)</td>
<td>321 (7.7)</td>
<td>946 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Northern Border</td>
<td>318 (7.9)</td>
<td>318 (7.6)</td>
<td>321 (7.7)</td>
<td>957 (7.8)</td>
<td></td>
</tr>
<tr>
<td>Qassim</td>
<td>309 (7.7)</td>
<td>328 (7.8)</td>
<td>320 (7.7)</td>
<td>957 (7.8)</td>
<td></td>
</tr>
<tr>
<td>Riyadh</td>
<td>301 (7.5)</td>
<td>323 (7.7)</td>
<td>320 (7.7)</td>
<td>944 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Tabuk</td>
<td>382 (7.1)</td>
<td>319 (7.6)</td>
<td>310 (7.5)</td>
<td>912 (7.4)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>1548 (38.7)</td>
<td>1641 (39.3)</td>
<td>1611 (38.8)</td>
<td>4800 (38.9)</td>
<td>.77</td>
</tr>
<tr>
<td>Married</td>
<td>2196 (54.8)</td>
<td>2269 (54.3)</td>
<td>2279 (54.9)</td>
<td>6744 (54.7)</td>
<td></td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>169 (4.2)</td>
<td>165 (3.9)</td>
<td>152 (2.7)</td>
<td>486 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>91 (2.3)</td>
<td>105 (2.5)</td>
<td>111 (2.7)</td>
<td>307 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.29</td>
</tr>
<tr>
<td>Employed</td>
<td>1579 (39.4)</td>
<td>1723 (41.2)</td>
<td>1638 (39.4)</td>
<td>4940 (40.0)</td>
<td></td>
</tr>
<tr>
<td>Self-employed</td>
<td>179 (4.5)</td>
<td>189 (4.5)</td>
<td>170 (4.1)</td>
<td>538 (4.4)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>1121 (28)</td>
<td>1081 (25.9)</td>
<td>1117 (26.9)</td>
<td>3319 (26.9)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>816 (20.4)</td>
<td>853 (20.4)</td>
<td>907 (21.8)</td>
<td>2576 (20.9)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>309 (7.7)</td>
<td>334 (8)</td>
<td>321 (7.7)</td>
<td>964 (7.8)</td>
<td></td>
</tr>
</tbody>
</table>

\(a\) 1 SAR=US $0.27.
Assumption 2: The Changes Between the 2 Mental Health Screening Tools Used in the MHSS and Between the 3 Waves Collected in 3 Consecutive Months

In terms of the PHQ-9 score, the one-way ANOVA ($F_{2,12334}=8.05; P<.001$) showed significant differences between waves. Similarly, significant differences between waves were found for the GAD-7 score ($F_{2,12334}=7.09; P=.001$). Figure 1 shows the box plots for both PHQ-9 and GAD-7.

Figure 1. Box plots of the Patient Health Questionnaire 9 (PHQ-9) and Generalized Anxiety Disorder 7-item scale (GAD-7) across the 3 waves of data collection.
Assumption 3: Internal Consistency and Test-Retest Reliability

Internal consistency measures for both scales (α=.838 for the PHQ-9, α=.881 for the GAD-7) were good. In the analysis of test-retest reliability, the intraclass correlation coefficient was 0.941.

Discussion

Principal Findings

This study has used assumption and hypothesis testing to evaluate the quality of the MHSS, which uses repeated cross-sectional surveys conducted in a systematic process as a surveillance system. The results showed that, for the first assumption, the null hypothesis was rejected for 6 out of 7 variables. This finding confirms the assumption that there will be no significant differences between the 3 consecutive waves in the main demographic variables if the surveillance system can generate high-quality data. Similarly, for the second assumption, the null hypothesis was rejected. This finding confirms the assumption that there will be significant differences in PHQ-9 and GAD-7 scores between the 3 consecutive waves if the surveillance system can generate high-quality data. In addition, the internal consistency and test-retest reliability showed an acceptable level of data consistency and reliability. Although income level showed a significant difference on the chi-square test, a closer look reveals that the within-wave variability is still small, with the largest variability at 3% between the highest and lowest proportions. The age, gender, and region variables were used by the electronic data collection system to control the sample, to provide proportional distribution in gender and region and a similar average age as the general adult population in Saudi Arabia. The lack of differences in these 3 variables confirms the quality of the electronic sampling system and the assumption that it will generate the sample as planned.

The results showed that the MHSS generated a consistent composition of demographic variables in each wave, while showing sensitivity to the changes in the mental health screening measures (PHQ-9 and GAD-7). This finding provides an acceptable level of confidence that the MHSS is measuring what it is intended to measure. However, it is important to clarify that the PHQ-9 and GAD-7 have shown a high level of sensitivity and specificity across the literature, and that is part of the reason we selected them for mental health screening in this mental health surveillance system, to build on the strength of these well-established screening tools [13-15]. We acknowledge that it is hard to separate the effect of the screening tools from the surveillance system sensitivity; however, knowing that these two screening tools are sensitive to change and knowing that the surveillance system can generate consistent demographic segments each wave, we assumed that the change in PHQ-9 and GAD-7 scores will be significant if the surveillance system is functioning well overall. Confirming this assumption via hypothesis-based testing is not a solid confirmation of the sensitivity and consistency of the system, but it can generate some confidence until further evidence can be found.

This study used assumption and hypothesis testing to investigate the ability of the MHSS to generate an acceptable level of data consistency and sensitivity to monitor mental health trends, as defined by the EPA Guidance for Data Quality Assessment, although hypothesis-based evaluation is not an EPA or environmental research specific method. However, the accuracy of the results depends on the validity of the assumptions, which is a limitation for hypothesis testing in general. Another limitation is that the results came from internal comparison data from the same surveillance system, not from external data generated by another surveillance system or a cross-sectional survey using the same or similar methodology to provide external validity. Furthermore, although the ANOVA results used to test the second assumption show statistical significance, they might not be practically significant, especially with the short time period between waves. Finally, this study looked at the surveillance system quality as a broader concept than just data completion or data accuracy when comparing the same record to another record using the same participants. It showed that surveillance system quality could be investigated independently with various scientific testing methods.

Conclusion

The MHSS showed a consistent distribution of the sample demographics, while being sensitive to the changes in mental health scores across waves. The MHSS can generate an acceptable level of consistency and sensitivity to monitor mental health trends.
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Abstract

Background: The HIV epidemic in the Philippines is one of the fastest growing epidemics globally, and infections among men who have sex with men are rising at an alarming rate. The World Health Organization recommends the use of mobile health (mHealth) technologies to engage patients in care and ensure high levels of adherence to antiretroviral therapy (ART). Existing mHealth interventions can be adapted and tailored to the context and population served.

Objective: This study aims to create a locally tailored intervention using a mobile phone platform to support treatment adherence for HIV patients on ART in the Philippines.

Methods: A mixed methods approach guided by the Behavior Change Wheel framework was used to adapt an existing mHealth adherence support platform for the local setting and target population. A literature review, retrospective clinical record review, and focus group discussions with patients were conducted to understand the drivers of ART adherence and tailor the intervention accordingly. The resulting intervention was pilot-tested for 8 weeks, followed by focus group discussions with patients who received the intervention to assess the acceptability of the design.

Results: Key issues contributing to nonadherence included side effects, lack of behavioral skills for pill taking, social support, mental health, and substance use. Patients identified mHealth as an acceptable mode of intervention delivery and wanted mHealth services to be highly personalizable. The study team, clinicians, and software developers integrated these findings into the intervention, which included a menu of services as follows: pill reminders, health tips, adherence feedback, appointment reminders, and symptom reporting. During the pilot phase, technical issues in the interactive voice response system (IVRS) were identified and addressed. Participants who participated in the pilot phase expressed a preference for SMS text messaging over the IVRS. Patients responded positively to the appointment reminders and health tips, whereas patient feedback on daily and weekly pill reminders and adherence feedback was mixed.
Conclusions: The mobile phone–based SMS text messaging and IVRS intervention was acceptable to men who have sex with men in Manila, the Philippines, and qualitative analysis suggested that the intervention helped promote ART adherence and appointment attendance.

(JJMIR Form Res 2022;6(2):e30811) doi:10.2196/30811
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Introduction

HIV on the Rise in the Philippines

The Philippines has the fastest growing HIV epidemic in the Asia-Pacific region [1-3]. National surveillance data show that the number of new HIV cases in the Philippines has increased at an alarming rate during the past decade, with an increase from 311 cases identified in 2007 to 12,778 cases identified in 2019—a 41-fold increase in new HIV diagnoses [4]. According to the surveillance reports by the Joint United Nations Program on HIV/AIDS, the Philippines’ progress toward reaching HIV/AIDS 90-90-90 goals has been slow, with 73% of people living with HIV being aware of their status, 44% on treatment, and low coverage of viral load testing (<50%) [5,6].

The group most impacted by HIV in the Philippines is men who have sex with men (MSM), representing 84% of new diagnoses since 2015. The median age of new cases is 28 years, and >80% of people living with HIV/AIDS in the Philippines are aged <35 years [4,7]. In 2015, a national surveillance survey found that HIV prevalence among MSM who practiced anal sex was 6%—an increase from 3.3% in 2013 [4-6,8-10].

As the burden of HIV increases, it is imperative that as many HIV-infected people as possible are diagnosed, started on treatment, and successfully retained in care. Achieving adequate viral suppression through the use of antiretroviral therapy (ART) will be one of the key tools in ending the HIV epidemic in the Philippines. Unfortunately, widespread stigma, lack of knowledge, and barriers to accessing care pose a challenge to engaging patients in testing and ensuring high levels of adherence to ART and retention in care [8,10,11]. As in many low- and middle-income countries, high rates of first-line treatment failure, loss to follow-up, and suboptimal treatment adherence led to poor outcomes for many HIV patients in the Philippines [12,13].

Evidence-based public health interventions are required. However, a 2015 report by the World Health Organization highlights that the body of HIV research conducted in the Philippines has been limited [14], and a systematic review of HIV risk studies in the Philippines through April 2018 found only 3 publications that included data about the group most affected by HIV—MSM [15].

Mobile Health for Adherence

As mobile phone technologies have become widespread in low- and middle-income countries, mobile phone interventions have become increasingly popular in the global health and development sectors as a potentially inexpensive and efficient way to communicate with and deliver services to people. Mobile phones are multifunctional tools that can be used for a variety of functions that range from simple alarm functions, SMS text messaging, calls, interactive voice response systems (IVRSs), and complex apps and games. People usually have their mobile devices with them; therefore, using mobile technologies allows the timing of the intervention delivery to be synchronized with the most relevant time to claim the attention of the recipient [16]. Moreover, mobile phones can be used almost anywhere. As wireless coverage is improving globally, mobile communications can be provided even in remote areas.

In the Philippines, 99% of the population is reached by mobile cellular network coverage and mobile phone use is among the highest in the world, with 155 mobile connections per 100 people [17,18]. Although the coverage of mobile networks is high, smartphone coverage and mobile internet (Long-Term Evolution) speeds are lower in the Philippines than in other countries in the region [19], which limits the potential reach of mobile internet and app-based solutions.

The 2016 World Health Organization Consolidated Guidelines on the Use of ART for the Treatment and Prevention of HIV Infection promoted the use of SMS text messaging to improve adherence to therapy [20]. Research has shown that mobile health (mHealth) interventions have potential benefits for a wide variety of health issues, including antiretroviral adherence, smoking cessation, diabetes control, maternal health, and vaccination programs [16,21]. Mobile phone interventions have proven successful in improving ART adherence in Africa, South Asia, and Latin America [22-28]. Several systematic reviews have been published regarding mHealth for ART adherence specifically [29,30]. A variety of mHealth approaches to improve adherence to antiretroviral medications have been studied globally, including daily and weekly short text messages [22-31,33], weekly long text messages [31], weekly voice messages [34], and fortnightly phone calls [35,36]. The outcome measures of ART adherence interventions vary; outcome measures include self-reported adherence, objective measures of adherence (ie, pill count, pharmacy refill, and medication monitors), biological end points (ie, viral load suppression), and quality-of-life measures.

In Kenya, 2 important examples of successful ART adherence interventions were implemented. At the WeitTel Kenya multisite randomized clinical trial of HIV-infected adults initiating ART, adherence to ART was reported in 61.5% (168/273) of patients receiving the SMS text messaging intervention compared with 49.8% (132/265) of patients in the control group (relative risk for nonadherence 0.81; P=0.006). Suppressed viral loads were reported in 57.1% (156/273) of
patients in the SMS text messaging group and 48.3% (128/265) of patients in the control group (relative risk for virologic failure 0.84; \( P = .04 \)) [22].

Another randomized trial of 131 adult patients who had initiated ART less than 3 months before enrollment found that 53% of participants receiving weekly SMS text messaging reminders achieved adherence of \( \geq 90\% \) during the 48 weeks of the study, compared with 40% of participants in the control group (\( P = .03 \)). Participants in groups receiving weekly reminders were also significantly less likely to experience treatment interruptions exceeding 48 hours during the 48-week follow-up period compared with participants in the control group [31].

Multiple reviews of the literature on adherence programs suggest that mobile phones are a feasible, acceptable, and effective mode of delivery for HIV interventions targeting young MSM [37-40]. There is also evidence that daily reminders can support habit forming over 2-3 months and that weekly reminders effectively support adherence [23,25,29,41,42]. It is not clear whether improvements in adherence are sustained if reminders are stopped once a habit is formed. Some evidence suggests that weekly messages with interactive elements that elicit a response from the user may be the most effective SMS text messaging adherence interventions, but many questions remain unanswered [23,24].

Aim and Objective

The investigators aim to create a locally tailored intervention using a mobile phone platform to support treatment adherence for HIV patients on ART at the study clinic in Metro Manila, Philippines.

The objective of the formative research phase of the study is to adapt an existing technology platform (Connect for Life) for the local context. We seek to answer the following questions:

- What is the level of adherence in the study clinic population and similar populations in the country and region?
- What are the barriers to and determinants of ART adherence among the study clinic population?
- What components should an mHealth intervention include to address these barriers and determinants?

Methods

Setting

The Sustained Health Initiatives of the Philippines (SHIP) Clinic is a public-private partnership that opened in 2012. It is a low-cost, private facility in Metro Manila, a city of approximately 13 million people in the predominantly Catholic country of the Philippines and the most densely populated city in the world. As of April 2021, the SHIP clinic provided HIV primary care and wraparound services to approximately 900 patients. Between 2012 and 2018, SHIP was a satellite partner clinic of the Sexually Transmitted Infection/AIDS Guidance Intervention and Prevention Unit at the Philippine General Hospital, the largest public hospital in the country.

Approximately 98% of SHIP’s clients are MSM, with an average age of 30 years at the initial consultation. Most are employed full time or part time. The patients come from all regions of Metro Manila, and some live outside of Metro Manila in other provinces. SHIP currently enrolls approximately 4 new patients each month.

Ethical clearance for the study was obtained from the University of the Philippines Manila Research Ethics Board (protocol number 2016-265-01) and from the London School of Hygiene and Tropical Medicine (reference number 11631). All patients provided written consent before inclusion in the study.

Intervention Development Approach

Overview

To determine the best configuration of mobile phone support services for patients in the study site, we used the following methodology (Figure 1):

1. Formative research to understand the drivers of ART adherence: literature review of factors associated with ART adherence (global, regional, and country-specific data), retrospective analysis of clinic files (ART refill forms), and focus group discussions (FGDs) with patients in the SHIP clinic.
2. Development of mHealth intervention: we adapted an existing mHealth adherence support platform, tailored it to the setting and target population, and pilot-tested the platform, guided by the Behavior Change Wheel (BCW) approach.
3. Pilot test and preliminary evaluation: we piloted the intervention with a subset of clinic patients for 8 weeks and then conducted FGDs with patients who received the intervention in the pilot phase.
**Formative Research to Understand the Drivers of ART Adherence**

**Review of ART Adherence Literature**

A literature review of regional, country-specific, and site-level routine clinical data on ART adherence was conducted by the investigators. The literature provided point estimates for adherence that could serve as a comparison with our study population and outline some of the main facilitators of and barriers to adherence in the Philippines context.

**Retrospective Analysis of Clinic Files**

A record review of all pharmacy refill forms from the study clinic was conducted. Data were captured from 3381 pharmacy refill forms collected during routine clinical care for 682 patients between May 2012 and August 2016. The pharmacy refill forms included basic demographic information, dispensing data, pill count, and self-report of the number of doses missed in the past 30 days. Data quality for these forms was poor, with missing forms, fields left blank, and inconsistent or conflicting data in a large proportion of the records. Owing to these limitations in data quality, only the most recent refill form for each patient was included in the analysis, as data were much more complete in the recent forms. The estimate of adherence was calculated as follows:

\[
\text{Adherence percentage} = 1 - \left( \frac{\text{number of pills reported missed since last visit}}{\text{number of pills dispensed at the last visit}} \right)
\]

**FGDs With Clinic Patients**

During the formative research stage, the study team conducted FGDs to explore adherence challenges and possible approaches to support adherence. The specific topics covered during the discussions were adherence challenges, use of mobile phones, attitudes toward receiving adherence reminders, priority health education topics for mHealth tips, and acceptability of receiving an adherence score as a feedback mechanism.

Focus group participants were recruited through convenience sampling of clinic patients as identified by the SHIP clinic physician. Patients were eligible to participate if they were aged ≥18 years, HIV-positive and on ART at the SHIP clinic, and willing to participate in a group discussion setting. Privacy around HIV-positive status was the biggest barrier to recruitment, and only patients who were publicly open about their HIV-positive status participated in FGDs.

Each FGD was facilitated by a qualified HIV test counselor who was experienced in qualitative methods. A second staff member took detailed notes throughout the session, and immediately after the discussion, the notetaker and facilitator debriefed and recorded their initial observations. The FGDs were conducted in a mix of English and Filipino, which is common in Metro Manila. The discussions were held in a hired conference room located in the building next to the SHIP clinic, selected for the convenience of the participants. Before the discussion, the participants completed the informed consent process and provided demographic data and ART adherence data using a short questionnaire. The FGDs were audio recorded on 2 devices, and the discussions ranged from 60 to 105 minutes.

The FGDs were transcribed, and a framework-guided rapid analysis was conducted. Transcripts were manually coded using a deductive coding methodology in which initial coding grouped responses into overarching themes as per the topic areas included in the FGD guide. Following initial coding, line-by-line coding was used to assign the subthemes. Qualitative data were consolidated in a structured template based on the a priori research questions. The template enabled the consolidation of data into matrices by each category to identify salient themes.

**Develop Adherence Support mHealth Intervention**

**Develop Intervention SMS Text Messaging and Content**

The intervention development process was broadly guided by the BCW developed by Michie et al [43-45]. Behavior change techniques (BCTs) related specifically to ART adherence were informed by the information-motivation-behavioral skills (IMB) model of ART adherence [46].
The BCW is a method for characterizing and developing behavior change interventions based on a comprehensive causal analysis of behavior (Figure 2) [45]. In the BCW approach, the intervention design process consists of 3 stages.

The first stage of intervention development is to understand the behavior. In this case, the specific target behavior is optimal adherence to ART, defined as taking at least 95% of the prescribed ART doses on time. To understand behavior, the BCW approach starts with the question, *What conditions internal to individuals and in their social and physical environment need to be in place for a specific behavioral target to be achieved?* On the basis of the formative research findings, the components of capability, opportunity, and motivation that interact to account for behavior in the BCW approach were summarized [43-45]. Using the capability, opportunity, motivation, behavior (COM-B) model, we aimed to understand the challenges faced by patients and identify opportunities to address specific behaviors through the provision of BCTs.

The second stage of intervention development in the BCW model is to identify the intervention options. In this case, we planned to use an mHealth platform that would be tailored to the setting and population.

The third stage is to identify the content and implementation options, including BCTs and mode of delivery. To better understand the most appropriate BCTs, we referenced the BCW taxonomy of BCTs [47] and IMB skills model of ART adherence (Figure 3) [46]. IMB is a useful behavioral theory for exploring factors that lead to adherence and is supported by robust evidence [46,48,49]. It posits that adherence-related information, motivation, and behavioral skills are the fundamental determinants of adherence to ART. The model’s mediational assumption asserts that ART adherence information and motivation generally work through ART adherence behavioral skills to affect adherence behavior. We used the IMB skills model to identify the aspects of motivation, information, and behavioral skills that our intervention might target.

The intervention services were tailored based on input from the IMB skills model, input by SHIP patients during FGDs, and information from clinical service providers at the study site. The study team and clinicians worked together to write 210 health tips, script the reminder messages, and map the call flows. The lead clinic physician created a symptom-reporting algorithm. A local voice talent agency was engaged to record the content. Figure 4 provides examples of tips in each of the health tip categories.

![Figure 2. The Behavior Change Wheel [45].](image-url)
Local Configuration and Setup of Connect for Life Technology Platform

From 2015 to 2016, SHIP staff worked with internet technology specialists and public health professionals from the study sponsor Janssen Global Public Health to adapt the Connect for Life platform for use at the SHIP clinic. Connect for Life is a technology built on the Mobile Technology for Community Health (MOTECH) open-source software platform [50]. It enables health facilities to connect to patients via their cell phones or feature phones through IVRS or SMS text messaging. It was piloted in India and Uganda before roll out in the Philippines [51,52].

The platform has the following functionalities: pill reminders, visit reminders, symptom reporting, health tips, and adherence feedback messages. The study team collaborated with clinic physicians and software developers to adapt the various functions of the Connect for Life platform to align with the needs of the patients, as documented in the formative research phase.

Pilot Test and Preliminary Evaluation

Overview

During the first 8 weeks of piloting the intervention, 62 patients were enrolled in the study. These patients received adherence reminder calls and health tips and reported their adherence via IVRS. During this pilot test phase, the feasibility and...
acceptability of the intervention were analyzed before moving to a larger scale implementation phase.

Feasibility
To assess the feasibility of the intervention, use data from the Connect for Life platform were analyzed. This included the number of calls generated from the platform, the number of calls answered by the participants, and the outcomes of those calls.

Acceptability
To assess acceptability, 2 FGDs were held to assess user experience. All eligible study participants were invited to participate in the focus groups, of which only 5 agreed to participate in a FGD (the major barrier to participation in these FGDs was the difficulty of transport owing to the traffic congestions in Metro Manila). Participants discussed their experience with Connect for Life; their reactions to the reminders, health tips, and adherence feedback; their feedback on the call length and call frequency; and their suggestions for improving the system.

Results
Understanding Drivers of ART Adherence

Review of ART Adherence Literature (Regional and Country-Specific)
Globally, approximately 40% of patients report suboptimal adherence to ART [53,54]. In the regional Therapeutics, Research, Education, and AIDS Training (TREAT) in Asia cohort (which includes 12 clinical sites from Thailand, Hong Kong, Malaysia, the Philippines, and Indonesia) of the 1316 patients, 421 (31.99%) self-reported suboptimal adherence of <100% [13]. Similar to our Connect for Life study cohort, majority of the TREAT Asia group comprised a male (67%) population and was aged <40 years (66%); however, most participants of the TREAT Asia cohort were exposed to HIV via heterosexual contact (69%), whereas our study group was primarily homosexual. The study found that the adherence rate was the lowest during the first 6 months on ART and the rate improved the longer the patient was on treatment [13].

Several key factors influencing ART adherence are well documented in the literature, including medication side effects, substance abuse, presence of social support, and time spent on treatment [13,28,54-57]. In the Philippines context, issues of stigma and discrimination also emerged as a major barrier to medication adherence [1,58,59].

Retrospective Analysis of Clinic Files
On the basis of the pharmacy refill forms for SHIP clinic patients, 67.7% (317/468) of patients reported perfect adherence in the 30 days before their most recent refill, 31.8% (149/468) reported suboptimal adherence <100%, and 20% (94/468) reported adherence <95%. A retrospective review of pharmacy refill data is summarized in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Sustained Health Initiatives of the Philippines clinic adherence data from pharmacy refill forms (N=682).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic information (n=542), median (IQR; range)</strong></td>
</tr>
<tr>
<td>Age (years)</td>
</tr>
<tr>
<td>HIV history (years)</td>
</tr>
<tr>
<td>Time since diagnosis</td>
</tr>
<tr>
<td>Time from diagnosis to antiretroviral therapy initiation</td>
</tr>
<tr>
<td><strong>Adherence estimates for patients with 30-day adherence reported at the last pharmacy refill (n=468), n (%)</strong></td>
</tr>
<tr>
<td>100% adherence</td>
</tr>
<tr>
<td>Missed 1 dose—adherence (95%-100%)</td>
</tr>
<tr>
<td>Missed ≥2 doses—suboptimal adherence (&lt;95%)</td>
</tr>
</tbody>
</table>

FGDs With Clinic Patients
We also conducted FGDs with 1.8% (12/682) of the participants regarding their adherence challenges. All participants were male, 75% (9/12) were homosexual, 25% (3/12) were bisexual, and 67% (8/12) had full-time employment. The time patients had been on ART ranged from 5 months to 6 years, with a median time of 4 years. Overall, 83% (10/12) of the participants reported that they sometimes forgot to take their medications and 42% (5/12) had missed a dose within the past 2 weeks.

FGD findings on the causal factors for ART adherence are summarized in Table 2.
### Table 2. Causal analysis of antiretroviral therapy adherence behavior.

<table>
<thead>
<tr>
<th>Reason for nonadherence</th>
<th>Illustrative quotes from FGD participants</th>
</tr>
</thead>
</table>
| **Inconsistent daily routines, change in habits, behavioral skills, or difficulties with timing of dose** | • “You usually...take it at home, not in the office; there are some instances when you calculated the time...so you have to be in the office to take it properly. Then when you are there, you forget to take it, it’s because you’re busy already working.”  
• “The challenge that I faced with ARV...I think it’s very essential for those working in BPO [business process outsourcing], is adjusting the time when your schedule shifts, because it has to be taken during your sleeping time...And, you know, you can’t disclose, ‘I was late because I overslept because I was really high with my ARVs.’” |
| **Low social support** | • “My partner is really helping me a lot to adhere to the schedule in taking the medications...When my partner gets too busy, the tendency is that we both forget that I need to take the medications.”  
• “The reason why most of the patients are lost to follow up is because they feel like they are treated like patients in other [HIV treatment] hubs. The reason why we continue going to SHIP is because we feel welcome, we feel like it’s like an extension of our family. Unlike in other hubs – they feel they have to wait; they don’t know if they are going to die on that day or that hour. They feel that they are not that important.” |
| **Medication side effects or type of regimen** | • “If we open a fresh bottle of ARV sometimes it feels kind of strong...It’s like the first time. You feel all the side effects an NRTI + NNRTI regimen had poorer adherence than those who initiated on an NRTI + protease inhibitor regimen [13]. This is most likely because of difficulty tolerating the central nervous system side effects of efavirenz, a theme that was noticed throughout our focus groups.”  
• “For me it really is the headache, especially this first few weeks.”  
• “Especially when I was having a pneumonia, especially with interactions with antibacterials – It’s really hard to actually take the ARV together with the other medicines because you will be getting a really, really painful stomach, even if you ate something. So sometimes in order for me to finish the whole course of the meds that’s been described I have to skip if I really can’t tolerate anymore.” |
| **Shorter time on ART** | • “For the newbies this would be a big help because for a while it’s a way for them to adjust. Not all of them are still open in discussing their status with people, and this is a first step for them to accept the fact that they have this situation that they need to cope with. And to do that, it’s like the IVR is helping [them]. So, it’s a big help.” |
| **Substance use or abuse** | • “[When you are high on drugs] You tend to delay it more and more. When you are high you are more carefree, it’s like ‘I’ll take it later, then later, then later’…”  
• “I make it a point of, I have been with my friends taking drugs, and then I know that some of them have that schedule of taking the ARV. So I make it a point that I remind them to take ARV. It’s like a sisterly bond, like ‘Friend, it’s your time...’ You have to insist. It’s like a responsibility within friends.” |

**Stress, coping abilities, or poor mental health**
Reason for nonadherence | Illustrative quotes from FGD\(^a\) participants
---|---
People living with HIV are more likely to be affected by depression and anxiety \[54,55\]. Focus group participants stated that coping with a new diagnosis can be overwhelming. Interruptions in treatment for patients who have been in care for several years may be caused by episodes of depression. | • “The only reason why we really skip for days is like when you are really depressed. And drugs, with your serotonin and dopamine levels really low and you’re really emotional. You tend to be like ‘my life sucks and I don’t want to take my meds.’”
• “You mentioned harm reduction – okay, yes. Could be. Another thing we are not really addressing is mental wellness...It’s one reason why we consciously skip our medication, is our mental wellness.”

Stigma

Many people living with HIV are fearful of the repercussions of disclosing their status (or having it disclosed inadvertently) to family, friends, or employers \[33,55,63,64\]. Focus group participants shared their fears and their experiences that disclosing their diagnosis could result in personal rejection, losing their housing (multi-generation family homes are the norm in Philippines), or being dismissed from their jobs. They do not want to be seen taking medicines around other people. The psychological challenges of coping with and accepting an HIV diagnosis during the early stages is a major factor for nonadherence. | • “For me I’ve been battling this on my own for 6 years. None of my relatives know that I’m positive. The only people that know that I’m positive are my friends. So, I think this reminder thing...the IVR thing, the health tips, is really good.”
• “I think there is one point that I when I consciously, not really skipped, but delayed it 4 to 6 hours, just because when that alarm went really crazy everyone was looking at me...There’s this thing now that gay people are being judged when we take our meds in public...That’s why it’s hard to have that really loud alarm now.”

\(^a\)FGD: focus group discussion.
\(^b\)ARV: antiretroviral.
\(^c\)NRTI: nucleoside reverse transcriptase inhibitor.
\(^d\)NNRTI: nonnucleoside reverse transcriptase inhibitor.
\(^e\)ART: antiretroviral therapy.

Development of the mHealth Intervention

**Overview**

The intervention services were tailored based on the input from SHIP patients and clinicians during formative research.

**Figure 5.** Summary of the components contributing to optimal antiretroviral therapy adherence based on the capability, opportunity, motivation, and behavior and information, motivation, and behavioral models. ART: antiretroviral therapy.

The focus group findings suggested that mobile phones would be an acceptable mode of delivery for HIV interventions targeting young MSM in the Philippines. During the FGDs, participants provided detailed input about the acceptability of various intervention aspects, including pill reminders, health tips, visit reminders, adherence feedback, and symptom reporting.

**mHealth Intervention Preferences**

Patients reported that they would like mHealth services to be personalizable. For example, patients requested to be able to select whether they receive pills and visit reminders via SMS text messages or via calls, as well as to determine the frequency and the time of the day that they receive reminders. Participants believed that newer patients who recently started ART would benefit most from daily pill reminders and experienced patients on the basis of the formative research findings, the various components of the COM-B framework were summarized, incorporating the aspects of the IMB skills model of adherence (Figure 5).
would prefer less frequent reminders. They stated that it would be important to be able to opt in or out of any call or SMS text messaging services at any time.

Patients expressed a strong interest in health tips that covered a variety of topics, not strictly HIV disease, and they wanted to personally select which categories of health tips they would hear.

In summary, patients suggested that an ideal mHealth service should be personalized based on the following factors: (1) call or SMS text messages, (2) timing of calls or messages, (3) frequency of calls or messages, and (4) content or topic areas for health education messages.

**mHealth Intervention Configuration**

The investigators created a standard service scheme (Table 3) that could be adjusted at the patient’s request. The recommended service scheme included pill reminders for all patients. As focus groups and literature review suggested that more intensive adherence support is required in the early stages of HIV treatment while forming of habits, ART-naïve patients and patients in their first 24 weeks of ART received reminders daily for the first 24 weeks and weekly for the next 24 weeks. Patients who were experienced with ART received weekly reminders for 24 weeks and no reminders after 48 weeks.

During IVRS pill reminder calls, patients were prompted to report symptoms or side effects of medications using an IVRS touch-tone menu. The patients received SMS text message recommendations for over-the-counter medications and advice depending on the algorithm outcome. The system automatically generated an alert for the clinician of any symptom reports that required urgent attention.

All patients received SMS appointment reminders at 2 set times in advance of their scheduled clinic visit date.

All patients who received IVRS calls for their pill reminders could receive a weekly adherence feedback message informing them of their score—from 0 to 7—based on the number of days they reported taking their doses in the prior week via the IVRS platform. The adherence feedback score was followed by a short motivational message to encourage improvement among patients with low adherence or support continued good adherence among patients with high adherence scores.

Patients would automatically receive audio health tips when they received pill reminder calls, or they could opt to receive health tips via SMS text messages. For patients new on ART, there was a tailored set of health tips that explained the basics of HIV and ART. In addition, we created tips on a variety of other health topics based on the suggestions of patients from the FGDs. The following five broad categories were selected for health tips: (1) HIV disease and treatment, which include tips about HIV testing and diagnosis, transmission of HIV, coinfections, and laboratory tests for people living with HIV; (2) fitness, nutrition, or lifestyle, which included tips for exercise and eating healthy; (3) mental health or well-being, which included tips on acceptance and disclosure of HIV status, and approaches for understanding and dealing with depression, anxiety, and stress; (4) drug use and harm reduction, which included medical information about common recreational drugs, safer injection, and hepatitis C; and (5) sexual risk reduction, which included tips on condoms and lubricants and tips on leading a healthy sex life with HIV.

The investigators worked with 2 clinic providers and a local voice talent agency to write and record 210 health tips that related to the common questions and issues raised by patients and tips that incorporated the themes that emerged from the focus groups. The messages were crafted ensuring that they not only provided didactic information related to the health topic but also ended with a specific action or behavior that the patient could adopt to improve or to minimize the impact of a specific behavior.

The system was configured to protect patient privacy and prevent unintended disclosure of health information. Upon answering any call from the system, the patient would immediately hear a jingle, a song that was associated with the Connect for Life system. Upon hearing the jingle, they would enter a personal identification number to advance to the next step of the call. No health-related information would be transmitted unless the personal identification number was keyed in, to protect patient privacy and confidentiality.

Services in the intervention package address the 3 main components of the COM-B model. Capability is addressed through health tips, which aim to improve knowledge regarding ART and HIV disease and improve behavioral skills. Opportunity is addressed through the pill reminder service, which provides an external prompt or cue for pill taking and supports habit forming through the appointment reminder service, which prompts attendance at the clinic for refill, thereby increasing accessibility and availability of medications; and through the symptom-reporting algorithm, which addresses the medical barriers to pill taking by expediting a response to side effects or medication reactions. Motivation is addressed through health tips (eg, messages designed to help with stress, overcome stigma, and inform positive attitude toward pill taking) and adherence feedback messages, which reward and reinforce high adherence and encourage improvement for low adherence.

Table 3 presents the proposed service scheme. However, the services were flexible and a patient could opt out of any call or SMS text messaging service that they did not wish to receive or opt into services depending on their preference and the clinician’s judgment. The clinician could reactivate or extend the pill reminders for patients who needed additional support.
Table 3. Connect for Life services scheme.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Pill reminder and adherence feedback messages (voice or SMS text messages)</th>
<th>Health tips (voice or SMS text messages)</th>
<th>Appointment reminders (voice or SMS text messages)</th>
<th>Symptom reporting (voice calls only)</th>
</tr>
</thead>
</table>
| Treatment naïve and recently initiated (<6 months on antiretroviral therapy), or treatment experienced more than 6 months with adherence <80% in the 30 days before enrollment | - Daily reminders from 0 to 24 weeks  
- Weekly reminders from 25 to 48 weeks | Health tips play during all pill reminder calls; health tips topics tailored to new patients | Yes | Yes (during all pill reminder calls) |
| Treatment experienced >6 months with adherence ≥80% in the 30 days before enrollment | - Weekly reminders from 0 to 24 weeks  
- No reminders from 24 to 48 weeks | Health tips frequency and topics selected based on the preference of clinician and patient | Yes | Yes (during all pill reminder calls) |

Pilot Test and Preliminary Evaluation Findings

A pilot test phase was conducted from October 2017 to January 2018, in which 62 patients were enrolled in the service. During the pilot test period, we received reports of several technical issues that affected the functionality of the system. In all, 2 FGDs were held in January and February 2018, after approximately 3 months of the pilot project implementation. There were 5 participants—3 in one discussion and 2 in the next. FGD findings on the themes that emerged from the pilot test are summarized in Table 4.

On the basis of the findings from the pilot phase FGDs, enrollment in the study was suspended because of pending solutions to technical issues. The study team worked with software developers to trace the source of the technical issues.

It was determined that the platform was functioning well and that the technical failures were because of issues within the local telecommunications infrastructure (ie, poor call quality). After the team addressed all the technical issues on the software development side, enrollment continued with SMS text messaging services only.

Since mid-2019, we have found that as telecom services improved in the Philippine setting, voice calls in the Connect for Life system can now be delivered with fewer technical issues. Following the initial pilot study, the intervention was scaled up at the SHIP clinic and currently serving 1491 patients at 2 HIV clinics. The platform is being further developed to move from the MOTECH base to open medical record system. We plan to pilot test the new version in several HIV treatment sites across the Philippines.
### Table 4. Themes emerging from the pilot test evaluation.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Illustrative quotes from FGD(^a) participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CfL(^b) technical issues or functionality</strong></td>
<td></td>
</tr>
<tr>
<td>- PIN(^c) issues: DTMF(^d) is the signal to the phone company that is generated when a user presses a telephone's touch keys. All FGD participants reported instances in which they attempted to enter their PIN code and the code was not recognized. The frequency of DTMF problems varied widely among the participants.</td>
<td>- “Actually, I just experienced that issue last night [DTMF malfunction]. Sometimes I have been able to enter [my PIN code] and sometimes I haven’t. The jingle kept going on, so I kept entering the PIN again and nothing happened, so I just hung up.”</td>
</tr>
<tr>
<td>- Call origin: Calls are generated from an interactive voice response platform using a United States–based telecom provider. The interactive voice response service provider sets the incoming call number to be displayed as the patient’s own phone number. However, patients reported that this was inconsistent and that some of the incoming calls from the CfL system that they answered displayed phone numbers originating in different countries.</td>
<td>- “In my case, I think I received thrice already from various locations an unknown number that’s why I didn’t bother answering. One from South Korea, one from US and one from China. The problem is if the number is unknown basically I don’t answer it. I’m just guessing that the number came from CfL…”</td>
</tr>
<tr>
<td><strong>SMS vs voice call preferences</strong></td>
<td></td>
</tr>
<tr>
<td>- There was mixed feedback about whether SMS text messages or voice calls were more effective or acceptable. Some participants said that the frequency and length of voice calls were too much. Several FGD participants requested to be changed from voice calls to SMS text messages, as texting is more convenient and less intrusive. Others preferred to stay on voice calls as they are more difficult to ignore.</td>
<td>- “I think SMS would be nice to have as an option. If at the time the program calls you but you didn’t answer an SMS reminder would be good just to keep in touch.”</td>
</tr>
<tr>
<td>- SMS vs voice call preferences</td>
<td>- “I hated the call because I’ve been receiving the calls especially when I’m on my way home in an Uber. If I mistakenly answer it without the headset, the voice will be loud and basically everyone in the Uber would know.”</td>
</tr>
<tr>
<td>- Adherence feedback gamification</td>
<td>- “If you are going to put the schedule of the consultation, I’d rather those to be in text because there’s too much information that I need to remember.”</td>
</tr>
<tr>
<td>- Participants did not like receiving adherence feedback scores because it was inaccurate and made them feel stressed.</td>
<td>- “I think it’s also cultural when people don’t like answering calls. Mostly Asians I know don’t like answering calls. I’m not good at answering calls and most of the people I know don’t also like answering calls especially if the number is unknown and overseas and then you hear this very gloomy guy voice.”</td>
</tr>
<tr>
<td><strong>Pill reminders</strong></td>
<td></td>
</tr>
<tr>
<td>- Daily pill reminder calls were not as used as expected by the study team based on the findings from the first 2 focus groups. After the pilot phase, patients reported that, although they like the idea of regular reminder calls, in practice, they are often too busy to answer the calls and report their adherence.</td>
<td>- “[The adherence feedback score] has no effect. It has no significance to me.”</td>
</tr>
<tr>
<td>- The issue of poor uptake of pill reminder calls was further compounded by the technical issues with the entering their PIN code (DTMF issue).</td>
<td>- “For me I don’t even care about it because it just stresses me out.”</td>
</tr>
<tr>
<td>- Some participants said that the pill reminders did not make a big difference for them as they already had other systems in place to remind them to take their medications.</td>
<td>- “It helped. Sometimes I would forget but it would help to remind me because I usually take my pill after work, and after work I’m just so tired, I don’t check the time and sometimes I almost forget because I’m so sleepy.”</td>
</tr>
<tr>
<td>- Some participants would prefer SMS text messages rather than voice recordings for the health tips. Some thought the voice recording spoke too slowly; therefore, they would prefer to read it by SMS text messages.</td>
<td>- “I hate to be reminded that I have this condition every single day. I know I need to take it but I don’t need to be reminded every single day that I have to.”</td>
</tr>
<tr>
<td>- One technical issue reported was that sometimes the same health tips were received for multiple days instead of receiving a new tip each day, as intended.</td>
<td>- “If you call seven times a week that’s a bit irritating for the patient. What the patient can do is have the option to get reminded another reminder calls, in practice, they are often too busy to answer the calls especially if the number is unknown and overseas and then you hear this very gloomy guy voice.”</td>
</tr>
<tr>
<td><strong>Health tips</strong></td>
<td></td>
</tr>
<tr>
<td>- The content of the health tips was useful and informative. All participants wanted to continue to receive health tips.</td>
<td>- “The health tips are super helpful. Those are the tips about alcohol, and that say you can have sex, you are not prevented but protected. There are even those great tips on eating and what you should eat.”</td>
</tr>
<tr>
<td>- Some participants would prefer SMS text messages rather than voice recordings for the health tips. Some thought the voice recording spoke too slowly; therefore, they would prefer to read it by SMS text messages.</td>
<td>- “Just the voice. The girl answering the questions in the health tips is okay. The guy is very depressing.”</td>
</tr>
</tbody>
</table>
Other findings

- Participants were enthusiastic about receiving the automated reminders for their clinic appointments.
- Participants stated they would have liked a more in-depth orientation or onboarding process at the outset of the intervention. They emphasized the importance of onboarding, setting expectations, and a thorough explanation of the intervention.
- Not all participants understood they could change or adapt the service model.
- Peer support: Participants mentioned that they found participating in a FGD with other people living with HIV very helpful and asked if there could be an opportunity for the clinic to organize in-person support groups.
- “But what I noticed was that it helped with the appointment. That was a big help as I was reminded that I had to go to the clinic. That's a big deal to me. But about missing the meds, it's still human.”
- “I think the program’s good. I could recommend that for the newbies. I think the program should be laid on properly. For example, scheduling, the time, reminders, and the tips. Maybe after a month if the patient has already established a routine so maybe it could lessen the reminders.”
- “Besides, the importance of the support group is for patients who have not disclosed to family members. There you can get support or have conversations like this. If there were a support group now, I'd want to be a part of it because I would like to share what I have experienced before with others.”

Discussion

Principal Findings

The intervention development approach resulted in an mHealth intervention tailored to the information needs and communication preferences of MSM in the Philippines. The intervention was designed to address various aspects of capability, opportunity, and motivation to achieve optimal adherence to ART.

The formative research found that mobile phone use is widespread in the Philippines and that mobile phones are an acceptable mode of communication for health information and adherence support. The literature review and FGDs revealed that in our patient population, key behavioral barriers to adherence included challenges around forming consistent routines and habits, low social support, stress and mental health issues, substance use, and social stigma of living with HIV. Focus group participants strongly emphasized the need for social and family support to enable and encourage good adherence to ART. Key clinical issues affecting adherence included medication side effects (especially among efavirenz-based regimens) and shorter duration on ART.

Following the pilot test, recipients of the intervention reported that the tone, frequency, and content of the voice messages were acceptable and appropriate. In the prepilot focus groups, participants preferred the male voice actor whose voice sounded more “attractive” according to several participants, whereas in the postpilot groups, several participants mentioned that they preferred the female voice actor because her tone was warmer and she came across as a trusted friend. This finding indicates that more iterations of recording should be tested in future implementations before a full-scale roll out and that budgets and project work plans should allow for several rounds of recording. The accounts of the focus group participants indicated that the intervention increased their knowledge and adherence behaviors. However, a large-scale cohort is needed to assess the intervention’s effectiveness.

In the prepilot focus groups, participants were enthusiastic about receiving voice reminders via phone calls, following their experience of participating in the pilot most participants expressed a preference for SMS text messaging over voice calls. This preference may have been related to the inconvenience of answering phone calls, and it may also have been related to the technical problems experienced with the IVRS. These technical challenges posed a significant challenge to the feasibility of the intervention, and delivery would need to be adapted to allow for SMS text messaging options to achieve full-scale implementation.

Strengths and Limitations

The strength of the intervention development process was the participatory approach, which included the beneficiaries or users of the potential intervention, clinical service providers, and developers of the technology platform. The views of the target audience were collected during focus groups, which informed the tone, style, frequency, duration, and content of the intervention.

The BCW is a robust intervention development approach that provides a comprehensive understanding of the sources of a behavior, spectrum of intervention functions, and environment in which the behavior occurs. A strength of this approach is the COM-B model at the hub of the BCW. By identifying the capabilities, opportunities, and motivations behind a behavior, we can clearly identify the most relevant intervention approaches and BCTs. This approach allowed us to develop a solid intervention plan that described the technique, mode, and content to address each identified barrier to or enabler of ART adherence.

A weakness of our approach was the sampling and recruitment strategy for the participants in the focus groups. It was a challenge to identify patients who were willing to participate
in a group where everyone had a HIV-positive status because many patients were not publicly out as people living with HIV, indicating that individual interviews may be an option in future studies. The patients who agreed to participate may not be representative of the wider patient population, introducing a degree of selection bias to the process. The study only included patients >18 years and the patients were almost exclusively male; thus, the findings do not address the distinct needs and challenges of adolescents and women living with HIV. In addition, there was low attendance among those who confirmed their intention to participate in the focus groups. This is reflective of the larger need to provide differentiated models of care in the Philippines, as transportation to the clinic site is not easy in Metro Manila because of traffic congestion.

Another weakness of our approach was that we had an intervention mode in mind—mobile phone—at the outset of the intervention development process. Although there are several key determinants of adherence that the Connect for Life platform can address (ie, knowledge, habit forming, and environmental cues to take medication), there are other factors that the mHealth approach does not address (ie, physical availability of medication and social support).

Notably, the technical challenges experienced in delivering the intervention during the pilot phase made it difficult to assess the true acceptability and feasibility of the planned intervention. Feedback received after the pilot phase focused largely on the mobile phone functionality issues, which then limited the discussion regarding the content and design of the intervention as it was intended to be delivered. Conducting a small pilot phase with a few participants allowed us to identify the problems with functionality and adapt the intervention before scaling up the intervention to the larger cohort; however, a more iterative process with several pilot stages would have been advantageous if budget and timeline had allowed us to do so.

**Comparison With Prior Work**

Research on ART adherence has shown that less time on ART is associated with an increased risk of poor adherence [13,65-67]. With this in mind, the intervention was designed with more frequent (daily) pill reminders for patients during their first 6 months on ART and less frequent (weekly) reminders for patients with longer than 6 months on ART. However, after the intervention design was completed and pilots, an analysis of the Philippine cohort found a different trend within the study population, observing that, even before receiving the intervention, newer patients in the Connect for Life cohort tended to be more adherent compared with patients who had taken ART for longer and showed signs of treatment fatigue [68]. This highlights the importance of the ability of clinicians to tailor the reminder frequency and other intervention functions based on individual patient needs.

Before this study, 2 other projects using the same technology that the Connect for Life program was built on were implemented and evaluated in India and Uganda. First, a program called Treatment Advice by Mobile Alerts (TAMA), provided people living with HIV in India with daily or weekly pill reminders, adherence feedback, automated algorithms for managing clinical events for patients being initiated on ART, health tips, appointment reminders, and real-time reporting to the clinics of patient interaction with TAMA. Evaluation of the TAMA pilot found that patients gave the platform a high system usability score and gave generally positive feedback about their experience with using the technology. In TAMA, patients could call a toll-free number to access health tips and a clinical event algorithm. Health tips were used by 76% (42/55) of the patients, and automated clinical advice was accessed by 64% (35/55) of the participants in the pilot study. In the Philippines, these functions were available only through outgoing system-generated calls and SMS text messaging because of the prohibitive cost of toll-free inbound telephone lines in the Philippine setting [51,69].

The second project, the Call for Life Uganda program, also found good uptake, acceptability, and positive response to the system. In Uganda, there was a strong preference for interactive voice response over SMS text messages, which was different from the Philippines where participants preferred SMS text messages [70,71].

**Conclusions**

Our research found that a mobile phone–based SMS text messaging intervention and IVRS intervention were acceptable to MSM in Manila, the Philippines, and the FGDs suggested that it helped promote ART adherence and appointment attendance. A randomized controlled trial is required to establish the effects of the intervention on the clinical outcomes of HIV care and treatment.
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Abstract

Background: Walking therapy improves functional outcomes in patients with peripheral artery disease (PAD). Less is known about the additive benefit of a dietary intervention.

Objective: Our objectives were to develop a smartphone app and, as a pilot, explore its potential efficacy as compared to motivational interviewing (MI) to increase walking distance and promote weight loss in overweight/obese adults with PAD.

Methods: We conducted a 3-month, 2-arm randomized pilot study at the University of Kansas. Inclusion criteria were BMI >27 kg/m² and symptomatic PAD, defined by an ankle-brachial index <0.9. Patients were randomized into 2 groups: MI, delivered through in-person and telephone counseling, and app, a mobile smartphone app. Both interventions encouraged walking for exercise and healthy dietary habits (increasing fruits and vegetables and whole grains while reducing fat and sugary drinks). We assessed medical history at baseline. At baseline and 3 months, participants completed an assessment of 6-minute walking distance, weight, quality of life, exercise behaviors, and dietary habits. The primary outcome was 3-month change in walking distance. Secondary outcomes were changes in weight, quality of life, exercise behaviors, and dietary habits. We used a Wilcoxon rank-sum test to analyze the primary and secondary outcomes at 3 months within the MI and app groups and to compare the changes between the groups with adjustment for baseline.

Results: We randomized 29 participants with a mean age of 66.03 (SD 8.12) years; 25 participants completed the trial. At baseline, mean walking distance among completers was 260.40 (SD 94.32) meters and 326.15 (SD 69.28) meters for MI and app participants, respectively. At 3 months, the mean walking distance was 298.67 (SD 101.20) meters and 331.19 (SD 58.63) meters for MI and app participants, respectively (group difference P=.03, adjusting for baseline). Increase in walking distance at 3 months was 40.5 meters (95% CI 6.77 to 61.34; P=.02) in MI group. At baseline, mean body weight was 253.10 (SD 59.45) lbs and 225.13 (SD 58.93) lbs for MI and app participants, respectively. At 3 months, mean body weight was 242.14 (SD 58.54) lbs and 223.44 (SD 59.54) lbs for MI and app, respectively (group difference P=.006, adjusting for baseline). Pre-post study decrease in
Peripheral artery disease (PAD) is atherosclerosis of the abdominal aorta and arteries of the lower extremities that causes stenosis or occlusion [1]. Patients with PAD are at increased risk for cardiovascular events and functional decline [2-5]. As such, treatment for PAD has focused not only on risk factor modification but also on improving walking distance [6-10].

Community-based walking therapy is an effective noninvasive treatment option for PAD [11-13]. Motivating adherence to community-based walking therapy can be achieved through traditional, in-person approaches. Alternatively, motivating adherence can be achieved through mobile health or counseling [8,9]. We explored the potential efficacy of a smartphone app versus a well-known counseling approach, motivational interviewing (MI), to improve walking distance and promote weight loss among overweight/obese adults with PAD.

Although walking therapy is an important component of improving outcomes in patients with PAD, less is known about the efficacy of dietary interventions for disease management—in particular, to promote weight loss in overweight/obese patients with PAD.

Our pilot study is novel insofar as it focuses on walking therapy combined with dietary intervention. We delivered this combined intervention using 2 approaches: a smartphone app versus MI, delivered both in person and by phone. The app offers an innovative approach to behavior change for patients with PAD, and the use of MI builds upon our prior work involving patients with PAD [14,15]. The app was developed by MG and his team in the School of Journalism and Mass Communications, University of Kansas, Lawrence, Kansas. The theoretical framework for the app includes the transtheoretical model, social cognitive theory, and self-determination theory. Similarly, for MI, the theoretical framework includes the self-determination theory and transtheoretical model. In addition, MI is based on client-centered therapy [16-19].

In this pilot, we explored the potential efficacy of our app versus MI to increase walking distance and promote weight loss among overweight/obese adults with PAD.
standardized patients and ongoing review of sessions through direct observation. The counselor’s goals were to elicit and reinforce change talk about increasing walking behavior and healthy dietary habits (Table 1).

During each counseling session, the counselor assessed participant willingness to walk for exercise using the Patient-Centered Assessment and Counseling for Exercise (PACE) survey, which assesses readiness to exercise [20,21]. Following a discussion of their current PACE score, the counselor queried patients about the importance of exercising and their current motivation to increase walking behavior. The counselor concluded each session by offering patients the option to set a walking goal for the next 2 weeks.

The counselor followed a similar process with respect to the nutritional portion of the interview. She guided patients to choose 1 of 6 nutritional options to work on in the following 2 weeks: (1) reducing sodium, (2) increasing fruits, (3) increasing vegetables, (4) decreasing sugary drinks, (5) increasing whole grains, or (6) mindful eating. Similar to the exercise therapy, the counselor discussed the importance of change, patient confidence levels, and individual values. After patients established exercise and nutritional goals, counselors would arrange for subsequent follow-up sessions at 2-week intervals.

Table 1. Behavior change techniques: nutrition and physical activity.

<table>
<thead>
<tr>
<th>Technique</th>
<th>MIa</th>
<th>App</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 Goal setting (behavior): agreed on weekly walking goals</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>1.2 Problem solving: identifying triggers to eating unhealthy foods or avoiding walking for exercise</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>1.4 Action planning: setting aside time to exercise and planning meals in advance</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>1.6 Discrepancy between current behavior and goal: recorded walking goals or self-reported dietary goals were not met</td>
<td>—b</td>
<td>✓</td>
</tr>
<tr>
<td>3.1 Social support (unspecified): participants received recommendations on the value of having a buddy to walk with</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4.1 Instruction on walking therapy to improve walking distance</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4.3 Re-attribution: if a participant attributed their desire for food to boredom, we provided guidance on mindful eating</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>5.1 Information about health consequences: participants were provided information about the potential for disease progression in the absence of a walking intervention</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5.4 Monitoring of emotional consequences: participants were queried about satisfaction with their weekly dietary and walking goals</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>8.2 Behavior substitution: participants were provided with guidance on substituting unhealthy dietary choices with healthy dietary choices</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>9.1 Credible source: participants viewed videos in which the principal investigator, who is board-certified in internal and vascular medicine, shared the importance of walking for exercise for persons with peripheral artery disease</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>9.2 Pros and cons: participants were queried regarding the pros and cons of eating a healthy diet and walking for exercise</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>10.4 Social reward: participants were congratulated for achieving their weekly goals</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>13.2 Framing/reframing: participants were provided with cognitive structuring to think of tasks to reduce sedentary behavior</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>15.1 Verbal persuasion about capability: participants were told they can walk for exercise despite leg discomfort</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

aMI: motivational interviewing.
bNot applicable.

**Smartphone App Development**

We created the PAD mobile app with support from the Center for Excellence in Health Communication to Underserved Populations at the University of Kansas School of Journalism and Mass Communication. Author MG supervised the design, operational functionality, and development of the app. We employed iterative feedback from experts and research team members to design the user interface, content, and functionality.

The app was designed for use with Android OS smartphones (patients without this type of phone received it as part of the study). We tailored nutritional content for clarity and lower health literacy levels. We designed the mobile app to allow users to input walking plans, track walking intervals, and record episodic pain. We designed in-app notifications to encourage patient use and for diet and exercise management.

The app was completely automated and adaptive to patient use. The study team was available to troubleshoot and answer questions as needed. Safeguards permitted recovery of previously saved data in the event of accidental malfunction. Participant data were encrypted and saved locally to the phone. Once initialized, the app sent secure, depersonalized data to an online backup server via the internet.

**Implementation**

We developed the PAD mobile app specifically for this pilot study based on the PACE and MI principles described previously. The PAD mobile app had 2 distinct components: a nutritional component and a walking component. Similar to the MI group content, the nutritional component of the mobile app contained 6 modules, with each of the topics designed to be...
completed over a 2-week period. We designed each module to reflect nutritional issues specific to PAD patients. Patients were permitted to choose the order the modules for completion, and completion was self-initiated. The app employed identical measures for assessing patient perceptions of the importance of change, confidence levels, and individual values. The app used the PACE format to set exercise goals, and self-assessment to set nutritional goals over a 12-week period. Similar to the MI group content, nutritional modules were further divided into six 2-week cycles.

On the first day of the study, patients installed the app, and it prompted them to enter their demographic, health, and identity information. The app then presented patients with 6 possible nutritional changes that they could choose to address during the first 2-week cycle. Once participants chose a dietary modification, they were prompted to perform a self-assessment; the app would then adjust goals according to patients’ responses. We made explicit efforts to ensure that patients would not have trouble installing, using, or interacting with the app. Several safeguards were installed to provide patients with continuous support and resources. The app provided extensive exercise tracking (Figure 1) as well as a comprehensive reporting menu with information about patient progress (Figure 1). Automatic reminders prompted participants to engage with the app and to select their next PAD intervention cycle at 2-week intervals.

Figure 1. PAD mobile app: components of walking and nutrition modules.

Measures

Ankle-Brachial Index
The ankle-brachial index was used to define the presence or absence of PAD. During this assessment, a participant rested for 5 minutes after which a 5 MHz hand-held Doppler with an attached stethoscope was used to measure systolic blood pressures in both brachial arteries and in both ankles (ie, the dorsalis pedis and posterior tibial arteries) [22].

Medical History
The principal investigator and colleagues developed the Lifestyle and Clinical Survey (Multimedia Appendix 1) to obtain patients’ medical history, including smoking status and sociodemographic and comorbidity data. It has a summary k-statistic for reliability of 0.81 (95% CI 0.78 to 0.84) and a summary k-statistic for validity of 0.58 (95% CI 0.52 to 0.64) [23].

Stage of Readiness to Engage in Exercise
The PACE score was used to identify a participant’s readiness for exercise. To obtain a PACE score, a participant chose 1 of 8 graded statements that best described their current level of and interest in physical exercise [24]. We assessed a participant’s PACE score at baseline and 6 weeks; we employed these assessments to tailor the intervention to each patient’s respective stage of readiness.

Outcomes
The primary outcome was the 3-month change in walking distance as measured by the 6-minute walk test, which provides information on a patient’s ability to walk in the community. The test is conducted by placing 2 cones 100 feet apart in a marked hallway and instructing patients to walk as many laps around the cones as possible. Patients were permitted to stop walking during the test; however, time was recorded during the rest period. We recorded time and distance to onset of leg discomfort and total distance walked. In a prior study involving 64 patients with PAD, the reliability coefficient for distance during 6-minute walk tests performed 1 week apart was 0.94 with a coefficient of variation of 11.7% [25].

Secondary outcomes included weight loss, quality of life, exercise behaviors, and dietary habits. For weight loss, we used a standardized scale to measure body weight. For health-related quality of life, we used the Vascular Quality of Life Questionnaire (VascuQoL) [26]. The intraclass (reliability) coefficient for the VascuQoL was 0.94 (CI >90%) and Cronbach α ranged between .7 and .9, indicating good internal consistency within the 5 domains. The VascuQoL total score has a correlation with the Fontaine classification of disease severity [27] of r = –.79 (P<.001) and with treadmill walking distances of r = .36 (P<.05). For self-reported physical activity, we used the Stanford Patient Education Research Center Exercise
Behavior Survey [28,29]. The Exercise Behavior Survey retest reliability scores between 0.56-0.72. We employed the Fat-Related Diet Habits Questionnaire [30] to assess basic consumption as well as healthier choices, such as substitution of low-calorie or low-fat food alternatives. We modified the survey to a 3.9 reading level. The Fat-Related Diet Habits Questionnaire has high test-retest and internal consistency reliabilities and correlations with percentage of calories from fat ranging from 0.34 to 0.57 ($P<.01$). The correlation of the sum of the 5 scales with percentage of calories from fat was 0.68 ($P<.001$) and, in multiple regression models, the multiple $R^2$ using all factors to predict percentage of calories from fat was 0.47. All outcomes were measured at baseline and 3 months.

**Study Flow**

**Screening**

We prescreened potential participants via phone. The prescreen assessment captured (1) physical activity readiness (Physical Activity Readiness Questionnaire) to identify conditions that would preclude participation in the study [31] and (2) leg symptoms (San Diego Claudication Questionnaire) [32]. Based on eligibility criteria, we scheduled candidates for an in-person visit.

**Baseline In-Person Visit and Randomization**

After obtaining informed consent, a blinded assessor measured individuals’ ankle-brachial index, weight, and height. We referred eligible candidates to graded submaximal treadmill testing, as per American College of Cardiology guidelines.

**Analysis Plan**

We used a Wilcoxon rank-sum test to analyze the primary outcome of change in 6-minute walking distance at 3 months within the MI and app groups and compare the changes between the groups with adjustment for baseline (difference in difference). We used this same method for other outcomes. For comparing participants’ baseline characteristics between the MI and app groups, we used a Wilcoxon test for continuous measurements and a Fisher test for dichotomous measurements. We use R (version 4.0.0, R Foundation for Statistical Computing) for all data analyses.

Thirteen participants per group were required to provide 80% power at a 0.05 error level and to detect a difference between the 2 groups of 50 meters walking distance change.

**Results**

We randomized a total of 29 participants and assigned 16 to MI and 13 to the app (Figure 2); 25 participants completed the 3-month assessment (MI=14 and app=11), which retained >75% power.
Baseline characteristics of all 29 participants are shown for the entire sample and by treatment group in Table 2. For the overall cohort, the mean age was 66.0 (SD 8.12) years. There was no group difference in prevalence of cardiovascular risk factors or alcohol use.

At baseline, mean walking distance by group was 260.40 (SD 94.32) meters for MI and 326.15 (SD 69.28) meters for the app. At 3 months, the mean walking distance was 298.67 (SD 101.20) meters for MI and 331.19 (SD 58.63) meters for the app. The median increase in walking distance was 40.51 meters (95% CI 6.77 to 61.34, \( P = .02 \)) in MI and 8.04 meters (95% CI –15.86 to 22.92; \( P = .41 \)) in app. Group difference in change of walking distance was 33.60 meters (95% CI 8.69 to 58.39, \( P = .03 \)). At baseline, mean body weight by group was 253.10 (SD 59.45) lbs for MI and 225.13 (SD 59.83) lbs for the app. At 3 months, mean body weight by group was 242.14 (SD 58.54) lbs for MI and 223.44 (SD 59.54) lbs for the app. The median weight decrease was 10.1 lbs (95% CI –17.9 to –3.0; \( P = .01 \)) in MI and 2.3 lbs (95% CI –3.4 to –0.7; \( P = .02 \)) in app. Group difference in weight change was –7.48 lbs (95% CI –14.60 to –3.20; \( P = .006 \)).

Table 2. Baseline participants characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (n=29)</th>
<th>MI (n=16)</th>
<th>App (n=13)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>66.03 (8.12)</td>
<td>68.39 (7.36)</td>
<td>63.12 (8.34)</td>
<td>.01</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>38.25 (9.25)</td>
<td>39.69 (10.18)</td>
<td>36.47 (8.00)</td>
<td>.37</td>
</tr>
<tr>
<td>Weight (lbs), mean (SD)</td>
<td>236.67 (59.05)</td>
<td>244.30 (60.38)</td>
<td>227.28 (58.36)</td>
<td>.53</td>
</tr>
<tr>
<td>Waist, mean (SD)</td>
<td>48.12 (5.78)</td>
<td>48.41 (6.18)</td>
<td>47.77 (5.49)</td>
<td>.63</td>
</tr>
<tr>
<td>Income ($), mean (SD)</td>
<td>50,805.43 (39,571.16)</td>
<td>50,534.5 (47,581.8)</td>
<td>51,166.67 (30,022.77)</td>
<td>.59</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>20 (70)</td>
<td>11 (69)</td>
<td>9 (69)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Educations (≥ high school), n (%)</td>
<td>28 (97)</td>
<td>16 (100)</td>
<td>12 (92)</td>
<td>.45</td>
</tr>
<tr>
<td>Worried about housing loss, n (%)</td>
<td>3 (10)</td>
<td>1 (6)</td>
<td>2 (15)</td>
<td>.57</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time work</td>
<td>12 (41)</td>
<td>5 (31)</td>
<td>7 (54)</td>
<td>.22</td>
</tr>
<tr>
<td>Unemployed but not seeking work</td>
<td>15 (52)</td>
<td>10 (63)</td>
<td>5 (38)</td>
<td>.27</td>
</tr>
<tr>
<td>Insurance, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None/uninsured</td>
<td>4 (14)</td>
<td>2 (13)</td>
<td>2 (15)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Medicare</td>
<td>16 (55)</td>
<td>11 (69)</td>
<td>5 (38)</td>
<td>.14</td>
</tr>
<tr>
<td>Private insurance</td>
<td>8 (28)</td>
<td>3 (19)</td>
<td>5 (38)</td>
<td>.41</td>
</tr>
<tr>
<td>Health history, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>8 (28)</td>
<td>4 (25)</td>
<td>4 (31)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Cardiac catheterization</td>
<td>12 (41)</td>
<td>9 (56)</td>
<td>3 (23)</td>
<td>.13</td>
</tr>
<tr>
<td>Claudication</td>
<td>9 (31)</td>
<td>5 (31)</td>
<td>4 (31)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Hypertension</td>
<td>23 (79)</td>
<td>12 (75)</td>
<td>11 (85)</td>
<td>.66</td>
</tr>
<tr>
<td>Hypercholesterolemia</td>
<td>19 (68)</td>
<td>10 (63)</td>
<td>9 (69)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Diabetes</td>
<td>13 (45)</td>
<td>8 (50)</td>
<td>5 (38)</td>
<td>.71</td>
</tr>
<tr>
<td>Diabetes-related complications</td>
<td>8 (28)</td>
<td>7 (44)</td>
<td>1 (8)</td>
<td>.04</td>
</tr>
<tr>
<td>Arthritis other than rheumatoid</td>
<td>12 (41)</td>
<td>9 (56)</td>
<td>3 (23)</td>
<td>.13</td>
</tr>
<tr>
<td>At least 100 cigarettes during lifetime</td>
<td>18 (62)</td>
<td>10 (63)</td>
<td>8 (62)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Ethanol use</td>
<td>18 (62)</td>
<td>8 (50)</td>
<td>10 (77)</td>
<td>.25</td>
</tr>
</tbody>
</table>

\( ^a \)MI: motivational interviewing.

In addition to walking distance and weight loss, we also assessed changes in quality of life, exercise behaviors, and dietary habits (Multimedia Appendix 2). Overall, there were no differences between the app and MI groups in quality of life, exercise behaviors, and dietary habits, comparing baseline to 3 months. To encourage patients to complete the nutritional components of the app, researchers sent out reminders both midcycle and at the end of each cycle. Despite these nudges, patient participation with the nutritional component of the app was highly variable. Out of 14 participants, only 3 individuals started all 6 nutrition modules. Among patients randomized to the PAD mobile app, 29% completed all 6 modules, 24% completed 5 modules, and 5% completed only 1 module. A total of 72% (10/14) of participants started 4 nutrition modules or more. Overall, there
was a high degree of variability in terms of engagement with the nutritional component of the app.

Included with the nutritional component of the app were guided assessments designed to measure patients’ confidence and personal importance in achieving nutritional goals. Across all of the cycles, patients’ initial average confidence in achieving nutritional goals was 6.4 on a scale from 1 (lowest confidence) to 10 (highest confidence). In addition, the average perceived personal importance of the nutrition topics was 6.5 on a scale from 1 to 10.

The app was designed to prompt self-evaluation of progress at 2 time points during each nutritional module. We designed interactions with the app to mimic the dialogue that occurred at 2-week intervals in the MI group. The use of the app varied across the group of participants, with some using it as little as 8 times during the 12-week period and others using it over 200 times during the same interval. There were a total of 1137 interactions with the app, of which 111 were generated by directly responding to a prompt from an app notification.

Patients entered midcycle data in only 13 out of the 52 started modules (25%). Patients entered end-of-cycle data in only 18 out of the 52 modules initiated. Thus, there was a huge attrition rate associated with participation in the nutritional component of the app. This attrition occurred despite the presence of multiple, automatic system notifications—9, on average—sent to support nutritional goals and to remind participants to log in and enter feedback.

Participants demonstrated substantially greater interaction with the walking component of the PAD mobile app than the nutritional modules. The app tracked a total of 355 walking episodes over the duration of the study; this represented an average of 25 walking episodes per participant.

Patients reported variable levels of pain throughout the 12-week study period. A total of 55% (6/11) of participants recorded less pain on their last cycle compared with the first one. A total of 36% (4/11) recorded more intense pain at their last recorded cycle in comparison to their first.

The app recorded average walking time per recorded walking episode as 00:17:57. Based on limited data from 3 devices, we found that patients walked at an average pace of 2.15 seconds per step. Thus, participants averaged approximately 500 steps per session.

Discussion

Principal Findings

We found that MI but not the app promoted increased walking distance and both interventions promoted somewhat significant weight loss among overweight or obese adults with PAD, although the loss in the app group was rather small in size. To our knowledge, this is the first study to demonstrate the potential efficacy of MI to promote weight loss in overweight or obese patients with PAD. Applications of MI to improve outcomes have been demonstrated in prior work. Cunningham and colleagues [33] found that MI was successful in motivating PAD patients to increase walking distances. This pilot confirmed that MI was efficacious to improve walking distance. However, in prior work by Collins et al [15] involving African Americans with PAD, MI was not efficacious. Findings from that study highlight the need among some populations for more physician-directed counseling to motivate adherence to walking therapy. However, understanding the potential efficacy of MI on a larger scale is still warranted.

MI was more efficacious than our app for improving weight loss. The reason for the efficacy of MI versus our app is likely multifactorial. One consideration is the human contact that is afforded by MI as compared to the app (or mHealth). Both human contact and mHealth have their advantages and disadvantages, as noted by Santarossa et al [34]. mHealth should create accountability and social support to successfully motivate behavior change. Although we designed our app to provide support, we can certainly address this more in future work. The theoretical framework underlying MI includes the self-determination theory and transtheoretical model. Thus, the potential mechanisms by which MI was efficacious include intrinsic and extrinsic motivation as well as stages of change. However, there were no statistically significant improvements in dietary habits. A larger study with assessment of potential mediators and moderators for intervention efficacy could shed more light.

Also, some technological design challenges may explain our limited findings with respect to walking distance and weight loss among patients randomized to the app. For example, the current version of the app requires that patients deliberately initiate it during every use. In addition to technological challenges, we observed that patients’ overall use of the mobile app was highly variable. This finding could be improved through additional in-app notifications.

Despite midcycle and end-of-cycle notifications, patient participation with the nutritional component of the app was also highly variable. Among the participants randomized to the app, very few started all 6 nutrition modules. We speculate that complexity of the nutritional components of the app may have contributed to decreased participation. This decreased participation may have in turn contributed to the modest findings among individuals randomized to the app.

Limitations

The small sample of participants is an obvious limitation of the study as it precludes generalizability and has limited power. We readily acknowledge these constraints as we prepare to move forward with a larger clinical trial in the future.

Additionally, because of licensing constraints imposed by the Apple Corporation, we designed the mobile app for use with Android phones (an Apple version is in development). Relaxing these constraints in the future will allow for a more streamlined, feature-rich, and automated app. Our ultimate goal is to expand accessibility of the app as an mHealth alternative among the broader PAD population. We did not complete in-depth interviews with app participants regarding reasons for or against use of the app. Finally, improvements are needed in the app to increase use. Again, another complication associated with the app is that patients were prompted to provide progress data, but
these data needed to be entered voluntarily into the app in order to chart progress. The app was designed to prompt midcycle for an initial evaluation of the progress as well as at the end of the module. The purpose of these data points was to assess and record completion, estimate goal achievement, and identify barriers. Researchers designed interactions with the mobile app to mimic the dialogue that occurred over the phone in the first arm of the study. Thus, the notifications were intended to be similar to conversations that a trained evaluator would have with the patient by telephone every 2 weeks.

**Conclusion**

MI significantly improved walking distance and promoted weight loss for participants randomized to MI versus the app. As the use of mobile devices is increasing, the need for development of mobile apps to promote walking therapy and health dietary habits cannot be ignored. The potential of MI to promote weight loss in overweight/obese adults with PAD warrants further study. Additionally, the development of a mobile app that is compatible with iOS as well as Android phones with content available in multiple languages will be the focus of a future study. This pilot project represents one of the first pilot studies to include behavioral interventions targeting both exercise and diet in overweight/obese adults with PAD.
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Abstract

Background: Although Latino men have the highest prevalence (45%) of obesity among all men in the United States, traditional weight loss interventions have not effectively engaged this hard-to-reach and diverse group. Offering choices among technology-mediated weight loss interventions may offer advantages.

Objective: The aim of this study is to examine Latino men’s preferences among 3 weight loss intervention options. We also examined whether attendance in group sessions (videoconference and in person) and weight loss differed according to intervention choice.

Methods: Latino men (n=200; mean age 47.3, SD 11.8 years) participated in a comparative effectiveness trial based on primary care and were randomized to receive the 1-year HOMBRE (Hombres con Opciones para Mejorar su Bienestar para Reducir Enfermedades Crónicas; English translation: Men With Options to Improve Their Well-being and Reduce Chronic Disease) intervention. HOMBRE is a weight loss intervention that offers 3 delivery options. During an orientation session, a trained bilingual coach helped men select 1 of the 3 intervention options that differed in coach, peer support, and available language. We used canonical discriminant analysis to assess multivariate associations of demographic, clinical, employment, cultural, and technology use and access factors with men’s intervention choices. We used generalized linear models to estimate weight loss at 6, 12, and 18 months for men in each intervention option.

Results: Among Latino men, 28% (56/200) chose videoconference groups, 31% (62/200) chose web-based videos, and 41% (82/200) chose in-person groups. The canonical discriminant analysis identified 1 orthogonal dimension that distinguished between men who chose an in-person group and men who chose web-based videos. Men who were older, spoke Spanish, and did not use a computer frequently had a higher probability of choosing in-person groups versus web-based videos. For men who selected a group delivery option, 86.9% (107/123) attended ≥25% of the sessions, 83.7% (103/123) attended ≥50% of the sessions, and 73.2% (90/123) attended ≥75% of the sessions, with no differences by type of group (videoconference or in person). Men who
chose videoconference and in-person group sessions lost significantly more weight at 6 months (both \(P<.001\)) and 18 months (\(P=.02\) and \(P=.04\), respectively) than those who chose web-based videos. Men who chose in-person group sessions also lost significantly more weight at 12 months (\(P=.008\)) than those who chose web-based videos.

Conclusions: There were significant differences according to demographic, employment, cultural, and technology use factors between men who chose 1 of the 3 intervention options. Men who chose one of the group-based options (videoconference or in person) lost significantly more weight than those who chose web-based videos. Providing options that accommodate the diversity of Latino men’s preferences is important for increasing engagement in behavioral interventions.

Trial Registration: ClinicalTrials.gov NCT03092960; https://clinicaltrials.gov/ct2/show/NCT03092960

\textbf{(JMIR Form Res 2022;6(2):e29537)} doi:10.2196/29537

\textbf{KEYWORDS}
Latino men’s health; technology-mediated behavioral interventions; weight management; mobile phone

\section*{Introduction}

\section*{Background}

Obesity is a major contributor to the leading causes of death among all men in the United States, such as heart disease, cancer, and type 2 diabetes [1,2]. As part of the largest minority group in the United States, Latino men are disproportionately represented among men with obesity compared with all other races and ethnicities [3]. The US Preventive Services Task Force recommends intensive behavioral lifestyle interventions for obesity treatment [4]. However, research to identify effective behavioral lifestyle interventions has derived primarily from research on non-Hispanic White women [5]. Minority men and Latino men specifically have been particularly underrepresented in this research [5]. Thus, it is imperative to develop and scale interventions tailored to Latino men.

Technology, including web-based and smartphone apps, offers opportunities for extending the reach and engagement of behavioral lifestyle interventions to priority populations such as Latino men. Technology can help overcome prevalent barriers to engaging in interventions because of competing priorities from family, inflexible work schedules, and unreliable transportation. In addition, technology-mediated approaches became essential during the COVID-19 pandemic, when in-person meetings were not allowed or encouraged. Latinos increasingly have access to technology in general and smartphones specifically, which makes this a promising approach to maximize reach and engagement in this population [6-9]. However, little is known about Latino men’s preferences for intervention delivery formats, especially those using technology [10].

\section*{Objectives}

The HOMBRE (Hombres con Opciones para Mejorar su Bienestar para Reducir Enfermedades Crónicas; English translation: Men With Options to Improve Their Well-being and Reduce Chronic Disease) trial was designed to compare a culturally adapted behavioral lifestyle intervention for Latino men with minimal-intensity control. The culturally adapted behavioral lifestyle intervention offered men 3 options for engaging in the intervention sessions: coach-facilitated group sessions using web-based videoconferencing, prerecorded videos of group sessions available on the web, and coach-facilitated group sessions in person. The 3 choices differed in the used technology, the level of coach and peer support, and language options. The goal of this study is to examine Latino men’s preferences among the 3 intervention options according to demographic, clinical, employment, cultural, and technology use and access factors. We also examined whether attendance (for the videoconference and in-person groups) and weight loss differed among the intervention options. Understanding Latino men’s preferences according to key baseline characteristics can inform future implementation of technology-based interventions for this high-priority population.

\section*{Methods}

\textbf{Study Design}

The institutional review board for Sutter Health, Northern California, and Stanford University approved the study. All participants provided written informed consent. The trial protocol has been previously published [11]. Participants’ deidentified study data and identifiers were protected following the Protection of Human Subjects protocol. Study recruitment and intervention were not affected by the COVID-19 pandemic as they were completed before the pandemic.

\textbf{Recruitment and Participants}

A total of 424 Latino men who had a BMI of \(\geq 27 \text{ kg/m}^2\) and \(\geq 1\) cardiometabolic risk factor (high waist circumference, high triglycerides, high blood pressure, high fasting plasma glucose, or low high-density lipoprotein cholesterol) were enrolled in the HOMBRE trial following a multistep process, as described in the trial protocol [11]. Patients with significant psychiatric (eg, bipolar or psychotic disorder) or medical comorbidities (eg, active cancer or organ failure) were excluded. Participants were randomly assigned to receive the 12-month HOMBRE behavioral lifestyle intervention adapted for Latino men (212/424, 50\%) or a minimal-intensity intervention (212/424, 50\%). This study included men who participated in the HOMBRE intervention and attended an orientation session to make a choice on intervention delivery (200/424, 47.2\%). Of the 212 men assigned to the HOMBRE intervention, 200 (94.3\%) attended an orientation session and made a choice on intervention session delivery.

\textbf{Description of the Intervention}

The HOMBRE intervention was based on the Group Lifestyle Balance (GLB) intervention, a group-based adaptation of the
original Diabetes Prevention Program intervention [12-14] grounded in social cognitive theory [15]. Social cognitive theory emphasizes a triadic, reciprocally deterministic relationship between the individual, environment, and behavior. The year-long HOMBRE intervention included 12 weekly sessions during the intensive phase (months 1-3) and 8 monthly contacts during the maintenance phase (months 4-12) either by phone or email. The HOMBRE intervention offered men 3 options for engaging in the 12 weekly sessions: coach-facilitated group sessions using web-based videoconferencing, prerecorded videos of group sessions available on the web, and coach-facilitated group sessions in person (Table 1). A trained health coach facilitated the group sessions on videoconference and in person using a cultural adaptation of the GLB. The Latino Patient Advisory Board adapted the GLB and made the following major changes: (1) added an orientation session before session 1 to provide a brief overview of the intervention to participants and family members; (2) incorporated the MyPlate visual in the orientation and in the early intervention sessions, given its effectiveness for communicating the types of food choices recommended by the intervention; and (3) invited family members to sessions 6 and 12, given the cultural importance of family support [16]. The prerecorded videos did not include any of these adaptations, except that health coaches encouraged men to watch the videos with a family member. In all 3 options, health coaches encouraged men to self-monitor weight using a study-provided digital scale, physical activity using a study-provided wearable activity tracker, and dietary intake using MyFitnessPal web or a smartphone app (available in Spanish and English).

Table 1. Session delivery options in the HOMBRE (Hombres con Opciones para Mejorar su Bienestar y Reducir Enfermedades Crónicas) intervention.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Videoconference</th>
<th>Web-based videos</th>
<th>In person</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>A bilingual, bicultural coach facilitated weekly sessions on a videoconferencing platform (Zoom)</td>
<td>Men were given access to prerecorded web-based videos of coach-facilitated group sessions</td>
<td>A bilingual, bicultural coach facilitated weekly sessions at the clinic where men were recruited</td>
</tr>
<tr>
<td>Coach support</td>
<td>Coach-facilitated sessions</td>
<td>Self-directed sessions</td>
<td>Coach-facilitated sessions</td>
</tr>
<tr>
<td></td>
<td>Feedback from the coach on diet and physical activity monitoring</td>
<td>Option to contact the coach for feedback on diet and physical activity monitoring</td>
<td>Feedback from the coach on diet and physical activity monitoring</td>
</tr>
<tr>
<td>Peer support</td>
<td>Support from other members of the group</td>
<td>No peer support</td>
<td>Support from other members of the group</td>
</tr>
<tr>
<td>Frequency of sessions</td>
<td>Weekly</td>
<td>Self-paced; weekly recommended</td>
<td>Weekly</td>
</tr>
<tr>
<td>Language</td>
<td>English or Spanish per preference</td>
<td>English with Spanish subtitles</td>
<td>English or Spanish per preference</td>
</tr>
</tbody>
</table>

In addition to the differences in delivery, the 3 intervention options differed in level and type of coach feedback (Table 1). The videoconferencing and in-person options had the highest level of real-time coach involvement. Using the tracking data from participants, the health coach provided individualized feedback on diet and physical activity goals during the intensive phase. Individualized feedback provided ample opportunity for tailoring based on cultural and other individual differences. During the maintenance phase, men who chose the videoconferencing and in-person options received monthly phone calls from the coach, which focused on supporting continued goal progress and problem solving for encountered barriers. The web-based video format had the lowest level of coach involvement, according to the protocol, as participants watched prerecorded videos of a coach facilitating the 12 sessions with a multiethnic group of men and women. Men in this option received standardized weekly messages in months 1 to 3, with reminders to watch the videos, use written materials, self-monitor, and reach out to their assigned coach with questions or requests for more individualized feedback. This was in alignment with this intervention choice, which included less proactive coach interaction. In months 4 to 12, men in the web-based video option received monthly standardized messages that included handouts on maintenance topics, reminders to self-monitor, and contact information for the coach.

**Intervention Choice**

Following randomization, all participants attended an in-person group orientation session. Trained health coaches offered the orientation sessions in English and Spanish at different times of the day throughout the 2 weeks following randomization to accommodate all participants. Group sessions were designed for approximately 10 participants but could accommodate varying sizes as needed. Participants were encouraged to bring their partners and other family members to the orientation session with the purpose of increasing understanding and social support among family members. Group orientation sessions followed a standardized protocol that featured a didactic component to provide information on the background and goals of the intervention and a small group discussion component specific to their randomization arm. The goal of the small group discussion for the HOMBRE arm was to support men in making a choice among the 3 intervention options. The small group discussion included 3 components to support men in making a choice: (1) description of the 3 intervention choices provided by a health coach, (2) a worksheet that helped men reflect on each of the 3 options, and (3) a small group discussion on the...
Pros and cons of each option. The worksheet prompted men to think about whether they liked participating in groups, the degree to which they would like support from a coach, their comfort with new technologies, and their availability for attending regular weekly sessions. In the small group, the coach asked men to discuss the pros and cons of each option to assist them in considering the choices. At the end of the session, men were asked to make their choice, given their intervention materials, and assisted with using the activity tracker and other technologies based on their choice.

The intervention participants’ initial choices of intervention delivery were used to group them into the 3 options (videoconference, web-based videos, and in person). The participants were allowed to change their choice within 4 weeks. However, none of the participants elected to change. Coaches could transfer patients from the videoconference or in-person groups to the web-based videos if they did not attend the first 4 sessions; 15 men (n=11, 73% from the videoconferencing group and n=4, 27% from the in-person group) were transferred to the web-based videos group.

**Measures**

Baseline characteristics included demographic (eg, age, income, education, marital status, and household size) and clinical characteristics (eg, weight, waist circumference, blood pressure, depression symptoms, quality of life, and sleep function), employment (eg, employment status and occupation), cultural characteristics (eg, language, acculturation, and health literacy), and technology use and access. Weight, waist circumference, and blood pressure were measured in duplicate according to standard protocols [17-19]. Depression symptoms were measured using the 9-item Patient Health Questionnaire, with scores between 0 (best) and 27 (worst) [20,21]. Quality of life measures included the health-related quality of life EuroQol 5-dimension questionnaire [22,23], scored on 5 levels (no, slight, moderate, severe, or extreme problems) for 5 domains, and obesity-specific quality of life, with higher scores (range 0-100) indicating more obesity-related psychosocial problems [24,25]. Sleep function was measured using the Patient-Reported Outcomes Measurement Information System sleep disturbance and sleep-related impairment questionnaires [26]. Sleep disturbance and sleep-related impairment T scores ranged from 25 (high disturbance or impairment) to 80 (none at all), with a mean score of 50 (SD 10) representing the average of the calibration sample, which was generally more enriched for chronic illness. The level of acculturation was assessed using the Short Acculturation Scale for Hispanics, with higher scores (range 1-5) indicating higher acculturation to US society [27]. Health literacy was assessed using the newest vital sign, which uses a food nutrition label, with higher scores (range 0-6) indicating higher health literacy [28]. Technology use and access were assessed using a survey adapted from the Pew Hispanic Trust on technology access and use [29]. Session attendance was recorded in the videoconference and in-person groups only.

**Statistical Analysis**

**Overview**

We used 2 steps to identify the different profiles of demographic, clinical, employment, cultural, and technology use and access characteristics based on their choice of delivery options. First, we performed a bivariate analysis to choose a set of candidate variables. Second, we conducted multivariate analysis based on the variables identified in the bivariate analysis to derive the baseline characteristic profiles that significantly differentiated the men who chose 1 of the 3 intervention delivery options [30].

**Bivariate Analysis**

Percentages and means and SDs were used to describe the baseline characteristics among HOMBRE intervention participants overall and by intervention delivery option chosen. We used the Fisher least significant difference method [31] to test for significant differences among all 3 options, which included 2 steps. First, we used analysis of variance (for continuous variables) and chi-square tests (for categorical variables) to compare overall differences in demographic, clinical, employment, cultural, and technology use and access factors across the 3 intervention delivery options. Second, variables with \( P < 0.05 \) (2-tailed) from the first step were then further assessed for pairwise comparisons using Student \( t \) tests for continuous variables and chi-square tests for categorical variables.

**Multivariate Analysis**

Canonical discriminant analysis was used to derive linear combinations of the baseline characteristic profiles that significantly differentiated the men who chose 1 of the 3 intervention delivery options. Canonical discriminant analysis is a multivariate dimension reduction technique that derives a linear combination of explanatory variables that has the highest possible multiple correlation with the groups of a classification variable. The dimension defined by the linear combination is the first canonical dimension. This maximum multiple correlation is called the first canonical correlation. The coefficients of the linear combination are the canonical coefficients. The second canonical dimension is obtained by finding the linear combination with the next highest possible multiple correlation with the groups that is uncorrelated with the first canonical dimension. The process of extracting canonical dimensions can be repeated until the number of canonical dimensions equals the number of original variables or the number of groups minus 1, whichever is smaller. We included only the baseline characteristics with \( P < 0.15 \) from the bivariate analyses [32]. The categorical variables were coded as dummy variables in the canonical discriminant analysis. Standardized canonical coefficients measured the strength and direction of the correlation of each dimension with the characteristics. Participant scores on each dimension were calculated as the sum of the products of the canonical coefficients and the participant’s individual values for the characteristics. These scores were then compared among the 3 intervention delivery options using analysis of variance.

We used generalized linear models to compare weight loss among men in different intervention options at 6, 12, and 18
months after randomization. We examined weight according to the men’s initial and final intervention choices. Weight was measured by trained study staff at baseline. Weight was measured using a standard calibrated scale at baseline and 18 months at local clinic sites according to standard protocol [17]. Participants also self-reported weight using the study-provided digital scales at 6, 12, and 18 months (if no study-measured weight). According to the trial protocol, in the case of missing study-measured weight, the closest weight measurement from the electronic health record within 3 months of the due date of a missed 18-month visit or self-reported weight (if no electronic health record weight) was used.

Session attendance was calculated for weekly sessions and monthly phone calls combined and separately in the videoconference and in-person groups, excluding the 15 participants who were transferred to the web-based video option. Session attendance was then compared between the videoconference and in-person groups using Student t tests.

All analyses were conducted using SAS version 9.4 (SAS Institute Inc). Statistical significance was defined as $P<.05$ (2-sided).

**Results**

**Baseline Characteristics**

As shown in Tables 2 and 3, the participants who attended were middle-aged (mean age 47.3, SD 11.8 years), educated (150/195, 76.9% attended at least some college), employed full- or part-time (167/194, 86.1%), and had access to a computer (165/184, 89.7%) and smartphone (179/184, 97.3%). Among these men, 28% (56/200) chose web-based videoconference groups at the orientation, 31% (62/200) chose web-based videos, and 41% (82/200) chose in-person groups. In addition, most preferred to engage in the intervention in English (142/200, 71%) versus Spanish (58/200, 29%).
Table 2. Baseline characteristics overall and by initial choice of intervention delivery (N=200).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All</th>
<th>Videoconference (n=56)</th>
<th>Web-based videos (n=62)</th>
<th>In-person group (n=82)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n=76)</td>
<td>(n=56)</td>
<td>(n=62)</td>
<td>(n=82)</td>
<td></td>
</tr>
<tr>
<td><strong>Demographic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>47.3 (11.8)</td>
<td>45.6 (10.9)a</td>
<td>45.4 (11.4)a</td>
<td>50.0 (12.3)b</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Income (US $; n=167), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;75,000</td>
<td>49 (29.3)</td>
<td>8 (16)a</td>
<td>14 (25.9)a,b</td>
<td>27 (42.9)b</td>
<td>.02</td>
</tr>
<tr>
<td>75,000-&lt;150,000</td>
<td>53 (31.7)</td>
<td>17 (34)a</td>
<td>17 (31.5)a,b</td>
<td>19 (30.2)b</td>
<td></td>
</tr>
<tr>
<td>≥150,000</td>
<td>65 (38.9)</td>
<td>25 (50)a</td>
<td>23 (42.6)a,b</td>
<td>17 (27)b</td>
<td></td>
</tr>
<tr>
<td><strong>Education (n=195), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>High school, GEDc, or less</td>
<td>45 (23.1)</td>
<td>7 (12.7)a</td>
<td>12 (19.7)a,b</td>
<td>26 (32.9)b</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>49 (25.1)</td>
<td>12 (21.8)a</td>
<td>19 (31.1)a,b</td>
<td>18 (22.8)b</td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>58 (29.7)</td>
<td>17 (30.9)a</td>
<td>21 (34.4)a,b</td>
<td>20 (25.3)b</td>
<td></td>
</tr>
<tr>
<td>More than college</td>
<td>43 (22.1)</td>
<td>19 (34.5)a</td>
<td>9 (14.8)a,b</td>
<td>15 (19)b</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status (n=196), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Married or living with a partner</td>
<td>156 (79.6)</td>
<td>38 (69.1)</td>
<td>52 (83.9)</td>
<td>66 (83.5)</td>
<td></td>
</tr>
<tr>
<td>Single, separated, divorced, or widowed</td>
<td>40 (20.4)</td>
<td>17 (30.9)</td>
<td>10 (16.1)</td>
<td>13 (16.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Household size (n=191), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.51</td>
</tr>
<tr>
<td>1-2</td>
<td>13 (6.8)</td>
<td>4 (7.3)</td>
<td>4 (6.7)</td>
<td>5 (6.6)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>35 (18.3)</td>
<td>10 (18.2)</td>
<td>10 (16.7)</td>
<td>15 (19.7)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>44 (23)</td>
<td>19 (34.6)</td>
<td>10 (16.7)</td>
<td>15 (19.7)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>49 (25.7)</td>
<td>10 (18.2)</td>
<td>18 (30)</td>
<td>21 (27.6)</td>
<td></td>
</tr>
<tr>
<td>≥6</td>
<td>50 (26.2)</td>
<td>12 (21.8)</td>
<td>18 (30)</td>
<td>20 (26.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Clinical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>33.1 (5.2)</td>
<td>33.7 (5.7)</td>
<td>32.6 (5.4)</td>
<td>33.0 (4.6)</td>
<td>.48</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>101.5 (33.7)</td>
<td>102.7 (22.3)</td>
<td>96.7 (17.3)</td>
<td>104.3 (46.8)</td>
<td>.39</td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>109.5 (12.3)</td>
<td>111.0 (14.0)</td>
<td>106.8 (11.8)</td>
<td>110.6 (11.2)</td>
<td>.11</td>
</tr>
<tr>
<td>Number of metabolic risks, mean (SD)</td>
<td>2.0 (0.9)</td>
<td>1.9 (0.9)</td>
<td>2.0 (0.8)</td>
<td>2.0 (0.9)</td>
<td>.62</td>
</tr>
<tr>
<td>SBPd (mm Hg), mean (SD)</td>
<td>122.4 (12.2)</td>
<td>121.2 (13.9)</td>
<td>121.5 (11.2)</td>
<td>123.9 (11.6)</td>
<td>.36</td>
</tr>
<tr>
<td>DBPd (mm Hg), mean (SD)</td>
<td>78.6 (9.4)</td>
<td>78.1 (10.0)</td>
<td>79.2 (9.0)</td>
<td>78.5 (9.4)</td>
<td>.81</td>
</tr>
<tr>
<td>PHQ-9f score (n=196), mean (SD)</td>
<td>3.5 (3.7)</td>
<td>3.6 (4.2)</td>
<td>3.6 (3.3)</td>
<td>3.2 (3.7)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>EQ-SD-5Lg : mobility (n=196), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>No problems</td>
<td>170 (86.7)</td>
<td>50 (90.9)</td>
<td>52 (83.9)</td>
<td>68 (86.1)</td>
<td></td>
</tr>
<tr>
<td>Slight problems</td>
<td>16 (8.2)</td>
<td>5 (9.1)</td>
<td>5 (8.1)</td>
<td>6 (7.6)</td>
<td></td>
</tr>
<tr>
<td>Moderate problems</td>
<td>8 (4.1)</td>
<td>0 (0)</td>
<td>4 (6.5)</td>
<td>4 (5.1)</td>
<td></td>
</tr>
<tr>
<td>Severe problems</td>
<td>2 (1)</td>
<td>0 (0)</td>
<td>1 (1.6)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td>Extreme problems</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>EQ-SD-5L : self-care (n=196), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>No problems</td>
<td>193 (98.5)</td>
<td>54 (98.2)</td>
<td>62 (100)</td>
<td>77 (97.5)</td>
<td></td>
</tr>
<tr>
<td>Slight problems</td>
<td>2 (1)</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td>Moderate problems</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td>Severe problems</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>All (n=196)</td>
<td>Videoconference (n=56)</td>
<td>Web-based videos (n=62)</td>
<td>In-person group (n=82)</td>
<td>P value</td>
</tr>
<tr>
<td>----------------</td>
<td>-------------</td>
<td>------------------------</td>
<td>------------------------</td>
<td>------------------------</td>
<td>---------</td>
</tr>
<tr>
<td><strong>EQ-5D-5L: usual activities (n=196), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extreme problems</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>.68</td>
</tr>
<tr>
<td>No problems</td>
<td>171 (87.2)</td>
<td>50 (90.9)</td>
<td>51 (82.3)</td>
<td>70 (88.6)</td>
<td></td>
</tr>
<tr>
<td>Slight problems</td>
<td>19 (9.7)</td>
<td>4 (7.3)</td>
<td>8 (12.9)</td>
<td>7 (8.9)</td>
<td></td>
</tr>
<tr>
<td>Moderate problems</td>
<td>6 (3.1)</td>
<td>1 (1.8)</td>
<td>3 (4.8)</td>
<td>2 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Severe problems</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Extreme problems</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>EQ-5D-5L: pain and discomfort (n=196), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extreme problems</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>.15</td>
</tr>
<tr>
<td>No problems</td>
<td>103 (52.6)</td>
<td>25 (45.5)</td>
<td>29 (46.8)</td>
<td>49 (62)</td>
<td></td>
</tr>
<tr>
<td>Slight problems</td>
<td>69 (35.2)</td>
<td>26 (47.3)</td>
<td>23 (37.1)</td>
<td>20 (25.3)</td>
<td></td>
</tr>
<tr>
<td>Moderate problems</td>
<td>20 (10.2)</td>
<td>4 (7.3)</td>
<td>8 (12.9)</td>
<td>8 (10.1)</td>
<td></td>
</tr>
<tr>
<td>Severe problems</td>
<td>4 (2)</td>
<td>0 (0)</td>
<td>2 (3.2)</td>
<td>2 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Extreme problems</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>EQ-5D-5L: anxiety and depression (n=196), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extreme problems</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>.73</td>
</tr>
<tr>
<td>No problems</td>
<td>147 (75)</td>
<td>40 (72.7)</td>
<td>46 (74.2)</td>
<td>61 (77.2)</td>
<td></td>
</tr>
<tr>
<td>Slight problems</td>
<td>35 (17.9)</td>
<td>9 (16.4)</td>
<td>12 (19.4)</td>
<td>14 (17.7)</td>
<td></td>
</tr>
<tr>
<td>Moderate problems</td>
<td>13 (6.6)</td>
<td>5 (9.1)</td>
<td>4 (6.5)</td>
<td>4 (5.1)</td>
<td></td>
</tr>
<tr>
<td>Severe problems</td>
<td>1 (0.5)</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Extreme problems</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Obesity-related problem raw score (n=196), mean (SD)</td>
<td>0.8 (0.7)</td>
<td>0.9 (0.8)</td>
<td>0.8 (0.7)</td>
<td>0.7 (0.7)</td>
<td>.29</td>
</tr>
<tr>
<td>PROMIS&lt;sup&gt;b&lt;/sup&gt; sleep disturbance T score (n=196), mean (SD)</td>
<td>47.3 (8.9)</td>
<td>47.7 (9.1)</td>
<td>48.8 (7.5)</td>
<td>45.8 (9.7)</td>
<td>.13</td>
</tr>
<tr>
<td>PROMIS sleep impairment T score (n=195), mean (SD)</td>
<td>47.5 (9.2)</td>
<td>48.4 (9.4)</td>
<td>48.2 (8.8)</td>
<td>46.3 (9.3)</td>
<td>.34</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment status (n=194), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>Employed</td>
<td>167 (86.1)</td>
<td>51 (92.7)</td>
<td>55 (88.7)</td>
<td>61 (79.2)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>5 (2.6)</td>
<td>1 (1.8)</td>
<td>1 (1.6)</td>
<td>3 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Other (homemaker, student, retired, and disabled or not able to work)</td>
<td>22 (11.3)</td>
<td>3 (5.5)</td>
<td>6 (9.7)</td>
<td>13 (16.9)</td>
<td></td>
</tr>
<tr>
<td>Work (hours per week; n=188), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>0 to &lt;5</td>
<td>15 (8)</td>
<td>2 (3.8)</td>
<td>3 (4.9)</td>
<td>10 (13.5)</td>
<td></td>
</tr>
<tr>
<td>5 to &lt;30</td>
<td>9 (4.8)</td>
<td>2 (3.8)</td>
<td>2 (3.3)</td>
<td>5 (6.8)</td>
<td></td>
</tr>
<tr>
<td>30 to &lt;50</td>
<td>95 (50.5)</td>
<td>26 (49.1)</td>
<td>30 (49.2)</td>
<td>39 (52.7)</td>
<td></td>
</tr>
<tr>
<td>≥50</td>
<td>69 (36.7)</td>
<td>23 (43.4)</td>
<td>26 (42.6)</td>
<td>20 (27)</td>
<td></td>
</tr>
<tr>
<td>Occupation (n=186), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Mostly sitting or standing</td>
<td>128 (68.8)</td>
<td>44 (81.5)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>39 (67.2)&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>45 (60.8)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Mostly walking or heavy work</td>
<td>58 (31.2)</td>
<td>10 (18.5)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>19 (32.8)&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>29 (39.2)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>White- or blue-collar (n=152), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>White collar</td>
<td>108 (71.1)</td>
<td>39 (86.7)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>33 (68.8)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>36 (61)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Blue collar</td>
<td>44 (29)</td>
<td>6 (13.3)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>15 (31.3)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>23 (39)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

Culture
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All</th>
<th>Videoconference (n=56)</th>
<th>Web-based videos (n=62)</th>
<th>In-person group (n=82)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language¹, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>English</td>
<td>142 (71)</td>
<td>48 (85.7)a</td>
<td>61 (98.4)j</td>
<td>33 (40.2)b</td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>58 (29)</td>
<td>8 (14.3)a</td>
<td>1 (1.6)j</td>
<td>49 (59.8)b</td>
<td></td>
</tr>
<tr>
<td>Acculturation score, mean (SD)</td>
<td>3.4 (0.9)</td>
<td>3.7 (0.6)a</td>
<td>3.6 (0.7)a</td>
<td>3.1 (1.0)b</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health literacy score, mean (SD)</td>
<td>4.4 (1.9)</td>
<td>5.0 (1.5)a</td>
<td>4.5 (1.9)ab</td>
<td>4.0 (2.0)b</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Health literacy category, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Adequate literacy</td>
<td>147 (73.5)</td>
<td>49 (87.5)a</td>
<td>47 (75.8)ab</td>
<td>51 (62.2)b</td>
<td></td>
</tr>
<tr>
<td>Possibility of limited literacy</td>
<td>31 (15.5)</td>
<td>4 (7.1)a</td>
<td>8 (12.9)ab</td>
<td>19 (23.2)b</td>
<td></td>
</tr>
<tr>
<td>High likelihood (≥50%) of limited literacy</td>
<td>22 (11)</td>
<td>3 (5.4)a</td>
<td>7 (11.3)nb</td>
<td>12 (14.6)b</td>
<td></td>
</tr>
</tbody>
</table>

aDifferent superscripts denote statistically significant differences.
bDifferent superscripts denote statistically significant differences.
cGED: General Educational Development.
dSBP: systolic blood pressure.
eDBP: diastolic blood pressure.
fPHQ-9: Patient Health Questionnaire-9.
gEQ-5D-5L: EuroQol 5-dimension 5-level.
hPROMIS: Patient-Reported Outcome Measurement System.
iLanguage that the patient preferred for the intervention.
jDifferent superscripts denote statistically significant differences.
Table 3. Baseline technology use and access overall and by initial choice of intervention delivery (N=184).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All, n (%)</th>
<th>Videoconference (n=54), n (%)</th>
<th>Web-based videos (n=55), n (%)</th>
<th>In-person group (n=75), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Desktop or laptop computer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Yes</td>
<td>165 (89.7)</td>
<td>54 (100)</td>
<td>50 (90.9)</td>
<td>61 (81.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>18 (9.8)</td>
<td>0 (0)</td>
<td>5 (9.1)</td>
<td>13 (17.3)</td>
<td></td>
</tr>
<tr>
<td>Declined to state</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Smartphone (eg, iPhone or Android)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.51</td>
</tr>
<tr>
<td>Yes</td>
<td>179 (97.3)</td>
<td>54 (100)</td>
<td>53 (96.4)</td>
<td>72 (96)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4 (2.2)</td>
<td>0 (0)</td>
<td>2 (3.6)</td>
<td>2 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Declined to state</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Cell phone but not smartphone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>Yes</td>
<td>18 (9.8)</td>
<td>3 (5.6)</td>
<td>9 (16.4)</td>
<td>6 (8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>160 (87)</td>
<td>50 (92.6)</td>
<td>44 (80)</td>
<td>66 (88)</td>
<td></td>
</tr>
<tr>
<td>I’m not sure</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td>Declined to state</td>
<td>5 (2.7)</td>
<td>1 (1.9)</td>
<td>2 (3.6)</td>
<td>2 (2.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Tablet (eg, iPad or Kindle)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Yes</td>
<td>139 (75.5)</td>
<td>48 (88.9)</td>
<td>39 (70.9)</td>
<td>52 (69.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>44 (23.9)</td>
<td>6 (11.1)</td>
<td>16 (29.1)</td>
<td>22 (29.3)</td>
<td></td>
</tr>
<tr>
<td>Declined to state</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Dial-up internet service at home</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.21</td>
</tr>
<tr>
<td>Yes</td>
<td>30 (16.3)</td>
<td>4 (7.4)</td>
<td>8 (14.6)</td>
<td>18 (24)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>149 (81)</td>
<td>49 (90.7)</td>
<td>46 (83.6)</td>
<td>54 (72)</td>
<td></td>
</tr>
<tr>
<td>I’m not sure</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td>Declined to state</td>
<td>4 (2.2)</td>
<td>1 (1.9)</td>
<td>1 (1.8)</td>
<td>2 (2.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Higher-speed broadband internet service such as DSL, cable, or fiber optic service at home</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Yes</td>
<td>173 (94)</td>
<td>53 (98.2)</td>
<td>52 (94.6)</td>
<td>68 (90.7)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>5 (2.7)</td>
<td>1 (1.9)</td>
<td>3 (5.5)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td>I’m not sure</td>
<td>5 (2.7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>5 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Declined to state</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td><strong>How often do you use a computer at work, school, home, or anywhere else?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Never</td>
<td>12 (6.5)</td>
<td>0 (0)</td>
<td>2 (3.6)</td>
<td>10 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>15 (8.2)</td>
<td>0 (0)</td>
<td>6 (10.9)</td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>7 (3.8)</td>
<td>0 (0)</td>
<td>2 (3.6)</td>
<td>5 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>26 (14.1)</td>
<td>7 (13)</td>
<td>9 (16.4)</td>
<td>10 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Very often</td>
<td>124 (67.4)</td>
<td>47 (87)</td>
<td>36 (65.5)</td>
<td>41 (54.7)</td>
<td></td>
</tr>
<tr>
<td><strong>How often do you communicate with others by email?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Never</td>
<td>13 (7.1)</td>
<td>0 (0)</td>
<td>4 (7.3)</td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>15 (8.2)</td>
<td>1 (1.9)</td>
<td>2 (3.6)</td>
<td>12 (16)</td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>31 (16.9)</td>
<td>7 (13)</td>
<td>14 (25.5)</td>
<td>10 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>29 (15.8)</td>
<td>11 (20.4)</td>
<td>7 (12.7)</td>
<td>11 (14.7)</td>
<td></td>
</tr>
<tr>
<td>Very often</td>
<td>96 (52.2)</td>
<td>35 (64.8)</td>
<td>28 (50.9)</td>
<td>33 (44)</td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>All, n (%)</td>
<td>Videoconference (n=54), n (%)</td>
<td>Web-based videos (n=55), n (%)</td>
<td>In-person group (n=75), n (%)</td>
<td>P value</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------</td>
<td>------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>How often do you talk to others using software or an app with video chat and voice call services?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Never</td>
<td>38 (20.7)</td>
<td>7 (13)a</td>
<td>8 (14.6)ab</td>
<td>23 (30.7)b</td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>44 (23.9)</td>
<td>7 (13)a</td>
<td>15 (27.3)ab</td>
<td>22 (29.3)b</td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>34 (18.5)</td>
<td>15 (27.8)a</td>
<td>9 (16.4)ab</td>
<td>10 (13.3)b</td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>24 (13)</td>
<td>7 (13)a</td>
<td>7 (12.7)ab</td>
<td>10 (13.3)b</td>
<td></td>
</tr>
<tr>
<td>Very often</td>
<td>43 (23.4)</td>
<td>18 (33.3)a</td>
<td>16 (29.1)ab</td>
<td>9 (12)b</td>
<td></td>
</tr>
<tr>
<td>Declined to state</td>
<td>1 (0.5)</td>
<td>0 (0)a</td>
<td>0 (0)ab</td>
<td>1 (1.3)b</td>
<td></td>
</tr>
<tr>
<td>How often do you access the internet on a cell phone, tablet, or other mobile handheld device?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Never</td>
<td>6 (3.3)</td>
<td>0 (0)</td>
<td>2 (3.6)</td>
<td>4 (5.3)</td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>4 (2.2)</td>
<td>0 (0)</td>
<td>1 (1.8)</td>
<td>3 (4)</td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>19 (10.3)</td>
<td>2 (3.7)</td>
<td>8 (14.6)</td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>22 (12)</td>
<td>6 (11.1)</td>
<td>5 (9.1)</td>
<td>11 (14.7)</td>
<td></td>
</tr>
<tr>
<td>Very often</td>
<td>132 (71.7)</td>
<td>46 (85.2)</td>
<td>39 (70.9)</td>
<td>47 (62.7)</td>
<td></td>
</tr>
<tr>
<td>Declined to state</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td>How often do you use your cell phone to send or receive emails?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Never</td>
<td>11 (6)</td>
<td>0 (0)</td>
<td>2 (3.6)</td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>20 (10.9)</td>
<td>8 (14.8)</td>
<td>2 (3.6)</td>
<td>10 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>30 (16.3)</td>
<td>8 (14.8)</td>
<td>11 (20)</td>
<td>11 (14.7)</td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>41 (22.3)</td>
<td>11 (20.4)</td>
<td>16 (29.1)</td>
<td>14 (18.7)</td>
<td></td>
</tr>
<tr>
<td>Very often</td>
<td>80 (43.5)</td>
<td>27 (50)</td>
<td>23 (41.8)</td>
<td>30 (40)</td>
<td></td>
</tr>
<tr>
<td>Declined to state</td>
<td>2 (1.1)</td>
<td>0 (0)</td>
<td>1 (1.8)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td>How often do you use your cell phone to send or receive SMS text messages?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>Never</td>
<td>4 (2.2)</td>
<td>0 (0)</td>
<td>2 (3.6)</td>
<td>2 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>5 (2.7)</td>
<td>0 (0)</td>
<td>1 (1.8)</td>
<td>4 (5.3)</td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>14 (7.6)</td>
<td>1 (1.9)</td>
<td>5 (9.1)</td>
<td>8 (10.7)</td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>36 (19.6)</td>
<td>12 (22.2)</td>
<td>10 (18.2)</td>
<td>14 (18.7)</td>
<td></td>
</tr>
<tr>
<td>Very often</td>
<td>122 (66.3)</td>
<td>41 (75.9)</td>
<td>36 (65.5)</td>
<td>45 (60)</td>
<td></td>
</tr>
<tr>
<td>Declined to state</td>
<td>3 (1.6)</td>
<td>0 (0)</td>
<td>1 (1.8)</td>
<td>2 (2.7)</td>
<td></td>
</tr>
<tr>
<td>How often do you use apps you downloaded to your mobile device (eg, smartphone or tablet)?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Never</td>
<td>9 (4.9)</td>
<td>0 (0)</td>
<td>3 (5.5)</td>
<td>6 (8)</td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>16 (8.7)</td>
<td>5 (9.3)</td>
<td>2 (3.6)</td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>32 (17.4)</td>
<td>6 (11.1)</td>
<td>14 (25.5)</td>
<td>12 (16)</td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>43 (23.4)</td>
<td>13 (24.1)</td>
<td>11 (20)</td>
<td>19 (25.3)</td>
<td></td>
</tr>
<tr>
<td>Very often</td>
<td>82 (44.6)</td>
<td>30 (55.6)</td>
<td>25 (45.5)</td>
<td>27 (36)</td>
<td></td>
</tr>
<tr>
<td>Declined to state</td>
<td>2 (1.1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (2.7)</td>
<td></td>
</tr>
<tr>
<td>I feel completely comfortable using a web-based videoconferencing tool if someone shows me how to use it</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>2 (1.1)</td>
<td>1 (1.9)</td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>8 (4.4)</td>
<td>1 (1.9)</td>
<td>3 (5.5)</td>
<td>4 (5.3)</td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>12 (6.5)</td>
<td>0 (0)</td>
<td>6 (10.9)</td>
<td>6 (8)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>62 (33.7)</td>
<td>15 (27.8)</td>
<td>16 (29.1)</td>
<td>31 (41.3)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>99 (53.8)</td>
<td>37 (68.5)</td>
<td>30 (54.6)</td>
<td>32 (42.7)</td>
<td></td>
</tr>
</tbody>
</table>
Participants in the 3 intervention delivery options had similar clinical characteristics (eg, BMI, blood pressure, depression symptoms, and overall and obesity-specific quality of life) but differed significantly according to demographic, employment, cultural, and technology use factors (Tables 2 and 3). Men who chose videoconference were more likely to be younger ($P=.04$), have higher income ($P=.005$) and education ($P=.03$), have a white-collar job ($P=.004$), prefer English ($P<.001$), be more acculturated ($P<.001$), have higher health literacy ($P<.001$), have access to a computer ($P=.004$), and have higher technology skills (eg, computer, $P<.001$; email, $P=.003$; and video chat app use, $P=.002$) compared with men who chose the in-person group. Similarly, men who chose web-based videos were more likely to be younger ($P=.02$) and more acculturated ($P=.001$) than those who chose the in-person group. They were also more likely to have a blue-collar job compared with those who chose videoconference ($P=.04$) and more likely to speak English than men who chose the videoconference ($P=.01$) or in-person ($P<.001$) groups. Men who chose web-based videos had intermediate technology skills compared with those who chose either the videoconference or in-person group and were less likely to have ($P=.02$) and use a computer ($P=.02$) than those who chose videoconference but as likely to use emails ($P=.08$) and video chat apps ($P=.33$) as men who chose videoconference.

**Multivariate Associations**

Canonical discriminant analysis identified 1 orthogonal dimension representing statistically significant combinations of the baseline characteristics. The canonical variates of this single dimension explained 41% of the total variance of the choice of 3 intervention delivery options. Participants electing the in-person and web-based video options had the most extreme mean scores (0.98 vs $−0.89$; $P<.001$) on the canonical dimension 1. This signified that this dimension distinguished most significantly between these 2 intervention choices. According to characteristics with the highest positive or negative correlation coefficients and using 0.25 as a cutoff (Table 4), participants who were older, spoke Spanish, and did not use a computer frequently had a higher probability of choosing the in-person option versus the web-based video option.
Table 4. Standardized coefficients from canonical discriminant analysis for individual baseline characteristics of participants in the HOMBRE (Hombres con Opciones para Mejorar su Bienestar para Reducir Enfermedades Crónicas) intervention (N=175)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Dimension 1\textsuperscript{b} coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic</strong></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.33</td>
</tr>
<tr>
<td><strong>Education (reference: high school, GED\textsuperscript{c}, or less)</strong></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>0.03</td>
</tr>
<tr>
<td>College graduate</td>
<td>0.12</td>
</tr>
<tr>
<td>More than college</td>
<td>0.10</td>
</tr>
<tr>
<td><strong>Marital status (reference: single, separated, divorced, or widowed)</strong></td>
<td></td>
</tr>
<tr>
<td>Married or living with another person</td>
<td>−0.22</td>
</tr>
<tr>
<td><strong>Clinical</strong></td>
<td></td>
</tr>
<tr>
<td>Waist circumference</td>
<td>0.11</td>
</tr>
<tr>
<td>Sleep disturbance T score</td>
<td>−0.20</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
</tr>
<tr>
<td>Occupation (reference: no job)</td>
<td></td>
</tr>
<tr>
<td>Mostly sitting or standing</td>
<td>0.23</td>
</tr>
<tr>
<td>Mostly walking or heavy work</td>
<td>0.15</td>
</tr>
<tr>
<td><strong>Culture</strong></td>
<td></td>
</tr>
<tr>
<td>Language (reference: English)</td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>1.03</td>
</tr>
<tr>
<td>Short Acculturation Scale for Hispanics</td>
<td>0.09</td>
</tr>
<tr>
<td>Health literacy score</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Technology use and access</strong></td>
<td></td>
</tr>
<tr>
<td>If they had a desktop or laptop computer (reference: no)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.15</td>
</tr>
<tr>
<td>If they had a tablet (eg, iPad or Kindle; reference: no)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.13</td>
</tr>
<tr>
<td>If they had higher-speed broadband internet service such as DSL\textsuperscript{d}, cable, or fiber optic service at home (reference: no)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.09</td>
</tr>
<tr>
<td>How often do you use a computer at work, school, home, or anywhere else?</td>
<td></td>
</tr>
<tr>
<td>(reference: never, rarely, or sometimes)</td>
<td></td>
</tr>
<tr>
<td>Often or very often</td>
<td>−0.27</td>
</tr>
<tr>
<td>How often do you communicate with others by email? (reference: never, rarely, or sometimes)</td>
<td></td>
</tr>
<tr>
<td>Often or very often</td>
<td>−0.08</td>
</tr>
<tr>
<td>How often do you talk to others using software or an app with video chat and voice call services? (reference: never, rarely, or sometimes)</td>
<td></td>
</tr>
<tr>
<td>Often or very often</td>
<td>−0.06</td>
</tr>
<tr>
<td>How often do you use your cell phone to send or receive emails? (reference: never, rarely, or sometimes)</td>
<td></td>
</tr>
<tr>
<td>Often or very often</td>
<td>0.03</td>
</tr>
<tr>
<td>How often do you use apps you downloaded on your mobile device (eg, smartphone or tablet; reference: never, rarely, or sometimes)?</td>
<td></td>
</tr>
</tbody>
</table>
often or very often

I feel completely comfortable using a web-based videoconferencing tool if someone shows me how to use it (reference: neither agree nor disagree, disagree, or strongly disagree).

Agree or strongly agree

I feel completely comfortable watching web-based videos using my electronic device, such as laptop or tablet (reference: neither agree nor disagree, disagree, or strongly disagree).

Agree or strongly agree

Results based on 175 HOMBRE intervention participants who had complete data for all baseline characteristics used in the canonical discriminant analysis.

Dimension 1: canonical function $F_{44,302}=2.82$ ($P<.001$); $R^2$ of the canonical correlation=0.41.

GED: General Educational Development.

DSL: digital subscriber line.

Weight Loss

Compared with men who initially chose web-based videos, those who initially chose videoconference and in-person group sessions lost significantly more weight at 6 months (mean $−3.9$, SD 6.1 kg for videoconference and mean $−4.3$, SD 5.3 kg for in-person vs mean $−0.3$, SD 3.7 kg for web-based videos; $P<.001$ for both comparisons) and 18 months (mean $−3.8$, SD 8.4 kg for videoconference and mean $−3.3$, SD 6.0 kg for in-person vs mean $−0.9$, SD 4.6 kg for web-based videos; $P=.02$ and $P=.04$, respectively, for the comparisons), and those who chose in-person group sessions also lost significantly more weight at 12 months (mean $−4.1$, SD 6.0 kg vs mean $−1.0$, SD 4.8 kg; $P=.008$; Table 5). After accounting for men who were transferred to the web-based videos group at 4 weeks into the intervention after not attending group sessions in the videoconference (11/15, 73%) and in-person (4/15, 27%) group sessions, men in both of the group session formats (videoconference and in-person) lost significantly more weight than men in the web-based videos group at 6, 12, and 18 months.

Table 5. Weight change by initial and final choice of intervention delivery (N=200).

<table>
<thead>
<tr>
<th>Weight change</th>
<th>Initial intervention choice, mean (SD)</th>
<th>Final intervention choice, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Videoconference (n=56)</td>
<td>Web-based videos (n=62)</td>
</tr>
<tr>
<td>Weight change at 6 months from baseline (kg)</td>
<td>$−3.9$ (6.1)$^b$</td>
<td>$−0.3$ (3.7)</td>
</tr>
<tr>
<td>Weight change at 12 months from baseline (kg)</td>
<td>$−3.4$ (7.9)</td>
<td>$−1.0$ (4.8)</td>
</tr>
<tr>
<td>Weight change at 18 months from baseline (kg)</td>
<td>$−3.8$ (8.4)$^d$</td>
<td>$−0.9$ (4.6)</td>
</tr>
</tbody>
</table>

Electronic health record–abstracted and self-reported weights were used for 6 and 12 months, and study-measured, electronic health record–abstracted, and self-reported weights were used for 18 months.

Significant difference at $P<.001$ for comparing with the web-based video group.

Significant difference at $P<.01$ for comparing with the web-based video group.

Significant difference at $P<.05$ for comparing with the web-based video group. There was no difference between the in-person and videoconference groups at all time points.

Session Attendance

There was no significant difference ($P>.05$) in session attendance between the videoconference and in-person groups (Table 6). Overall, in both groups (excluding those who transferred to the web-based video option), the mean number of sessions attended was 16.5 (SD 6.5), with 86.9% (107/123) attending >25% sessions, 83.7% (103/123) attending >50% sessions, and 73.2% (90/123) attending >75% of the 21 sessions (1 orientation, 12 weekly sessions, and 8 monthly phone calls). Of the 12 weekly sessions, the participants attended an average of 10.1 (SD 3.8) sessions. Of the 8 monthly phone calls, they completed an average of 5.4 (SD 3.1) calls.
**Table 6.** Session attendance among participants in the web-based and in-person groups\(^a\) (N=123).

<table>
<thead>
<tr>
<th>Group</th>
<th>Number of total sessions attended (including make-up sessions, out of 21 sessions), mean (SD)</th>
<th>(P) value</th>
<th>Number of weekly core sessions attended (including makeup sessions, out of 12 sessions), mean (SD)</th>
<th>(P) value</th>
<th>Number of monthly contacts received (including makeup sessions, out of 8 calls), mean (SD)</th>
<th>(P) value</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall (in person and videoconference)</td>
<td>16.5 (6.5)</td>
<td>N/A(^b)</td>
<td>10.1 (3.8)</td>
<td>N/A</td>
<td>5.4 (3.1)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Videoconference</td>
<td>17.9 (4.7)</td>
<td>.07</td>
<td>10.9 (2.6)</td>
<td>.07</td>
<td>5.9 (2.6)</td>
<td>.13</td>
<td></td>
</tr>
<tr>
<td>In person</td>
<td>15.7 (7.3)</td>
<td>.07</td>
<td>9.7 (4.3)</td>
<td>.07</td>
<td>5.1 (3.3)</td>
<td>.13</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)A total of 15 participants who were transferred to the web-based video option after not attending in-person or videoconference sessions were excluded.

\(^b\)N/A: not applicable.

**Discussion**

**Principal Findings**

This study found that, when provided with a choice on how to engage in a weight loss intervention, 28% (56/200) of men chose videoconference groups, 31% (62/200) chose web-based videos, and 41% (82/200) chose in-person groups. There were significant differences in demographic, employment, cultural, and technology use and access factors among men who chose 1 of the 3 different options. For example, men who chose web-based videoconference groups were more likely to be younger, have higher income and education, have a white-collar type of job, prefer English, be more acculturated, have higher health literacy, have access to a computer, and have higher technology skills (eg, computer, email, and video chat app use) compared with men who chose in-person groups. Our multivariate analysis distinguished most significantly between those who chose in-person groups versus those who chose web-based videos. Men who were older, spoke Spanish, and did not use a computer frequently had a higher probability of choosing in-person groups versus web-based videos. In terms of weight loss, men who chose the videoconference and in-person group sessions lost more weight than those who chose web-based videos.

**Comparison With Prior Work**

Similar to this study, Piatt et al [33] tested 3 GLB-based lifestyle intervention delivery options (in-person groups, DVD, and internet education) among 555 adults (95% were White) and compared them with 1 arm where participants could choose the option (the preference arm). Their in-person groups and DVD options were similar to those offered in this study. In the preference arm, 60% chose the in-person option, none chose the DVD option, and 40% chose the internet education option. In our study, 41% (82/200) chose the in-person group, 31% (62/200) chose the web-based videos group, and 28% (56/200) chose the videoconference group. This difference may be attributed to the differences in sample demographics between the 2 studies—mean age of 52.3 (SD 12.7) years in the study by Piatt et al [33] versus 47.3 (SD 11.8) years in our study, 97% non-Latino White versus 100% (200/200) Latino sample, and 97% women versus 100% (200/200) men. Piatt et al [33] did not report on weight loss for each option but found that participants who were given a choice among the 3 options lost more weight at 6 months (−6.4 kg) than those who were randomly assigned to one of the options without a choice (−5.7 kg for in-person groups, −5.5 kg for DVD, and −6.2 kg for internet education; \(P<.001\)). In addition, Piatt et al [33] reported that the average session attendance was 8.4 for the preference arm participants who chose in-person groups and 9.2 for the preference arm participants who chose internet education. Similar to the study by Piatt et al [33], group session attendance in our study did not differ according to whether men initially chose the videoconference (mean 14.9, SD 7.4 sessions) or in-person (mean 15.0, SD 7.7 sessions) group. This could be because of the effectiveness of the protocol for supporting men in making a choice. The protocol included an explanation of the options from a health coach, included family members, and included peer discussion of the options. It is also possible that men could make an informed choice with less support, such as from a provider or staff member in the primary care setting. Future research could examine the most efficient and effective strategy for supporting men in making an informed choice about technology-mediated interventions.

**Implications**

These findings have important implications for translation to practice, especially given the COVID-19 pandemic, which has made technology-mediated options necessary in the short term and possibly more common in the long term. The fact that 59% (118/200) of Latino men in this study preferred a technology-mediated option (ie, videoconference or web-based videos) suggests that these can be acceptable delivery formats for chronic disease prevention programs for this important high-risk population. This is consistent with previous literature indicating that Latinos are comfortable with technology and open to technology-mediated interventions [34-36]. However, given that the web-based videos were less effective for weight loss than either of the group-based options, future research should focus on increasing the effectiveness of web-based video options. In addition, including the option of in-person interventions appears to be important for reaching other subgroups of Latino men, such as those with lower health literacy and limited access to technology. Recognizing the diversity of Latino men and understanding the specific sociodemographics is critical to designing effective and engaging interventions to reach this population. As in the HOMBRE intervention, offering a suite of choices may be important for reaching the diversity of Latino men.
These findings demonstrate that Latino men from lower socioeconomic backgrounds may need additional support for accessing and using technology-mediated interventions. Technology use and access differ along socioeconomic lines in the United States, including among Latinos, with lower socioeconomic-level subgroups having less reliable access to technology than their higher socioeconomic-level counterparts [37,38]. Additional support could include resources such as the provision of computers, tablets, or smartphones and reliable internet access for delivering technology-mediated interventions. Resources could also include capacity building in the specific technologies used in the intervention. Future research can test strategies to increase access to and familiarity with technology-mediated interventions for Latino men from lower socioeconomic backgrounds. Furthermore, the clinics that serve Latino men who may need additional support to access technology-mediated interventions tend to also be underresourced. Thus, policies that provide additional funding and support to enable these clinics to implement technology-mediated interventions will be needed. This is especially important during the COVID-19 pandemic or other circumstances when technology-mediated interventions are needed.

The findings from the HOMBRE trial may be specific to the type of technology-mediated interventions offered. The 2 technology-mediated options included smartphone apps for tracking diet and physical activity and either videoconferencing or web-based videos for the intervention sessions. Preferences may vary according to the type of technology used in the intervention. Other technologies such as SMS text messaging, social media, and digital voice assistants may be appealing to other groups of Latino men. For example, Latino migrant farm workers have high (81%-97%) access to mobile phones and prefer talking and SMS text messaging using their phones [36,39]. Therefore, behavioral interventions using mobile phones and SMS text messages may be more acceptable to this population than those using computers or laptops. Latinos are also highly engaged in social media (73% of adult internet users use Facebook, 34% use Instagram, and 25% use Twitter) [40], which could be leveraged for behavioral lifestyle interventions.

Limitations

This study has several limitations. First, all the technology use data were self-reported. Participants may have reported answers regarding their prior and current use of technology that they may have perceived as desirable [41]. Second, this study was conducted among a diverse sample of Latino men in the San Francisco Bay Area of California. The results of this investigation may not be generalizable to Latino men residing in other parts of the United States. Nevertheless, the findings appear to be consistent with previous findings on Latinos. Replication and assessment of generalizability in independent samples in other parts of the United States are needed to generalize the findings to a broader population. Third, we were not able to capture the frequency of videos viewed by the group that chose web-based videos. This would have enabled us to compare engagement in the intervention with the other choices. Fourth, we did not collect information on family member involvement, precluding an analysis of differences in family member involvement across delivery options. Fifth, caution should be used when interpreting the differences in weight loss among the intervention options, given that men were not randomized into these options. It is possible that the men who chose the videoconference and in-person groups were more motivated to lose weight than those who chose the web-based videos. Related, we were not able to determine the extent to which different levels of coach and peer support contributed to weight loss differences among the intervention options. The videoconference and in-person groups had the highest levels of coach and peer support. Future studies could examine the effectiveness of different delivery options and what aspects of these delivery options (eg, level of coach and peer support [42]) contribute to the varied effectiveness.

Conclusions

In conclusion, this study revealed that among a diverse group of Latino men recruited from primary care, 28% (56/200) chose videoconference groups, 31% (62/200) chose web-based videos, and 41% (82/200) chose in-person groups. Differences in demographic, employment, cultural, and technology use factors distinguished between men who chose each of the options, suggesting that when offering interventions in diverse groups of Latino men, choice of delivery may be recommended. We also found that men attending either of the group-based options (videoconference and in-person) lost more weight than men who chose the web-based videos.
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Abstract

Background: Establishing rapport and empathy between patients and their health care provider is important but challenging in the context of a busy and crowded emergency department (ED).

Objective: We explore the hypotheses that rapport building, documentation, and time efficiency might be improved in the ED by providing patients a digital tool that uses Bayesian reasoning–based techniques to gather relevant symptoms and history for handover to clinicians.

Methods: A 2-phase pilot evaluation was carried out in the ED of a German tertiary referral and major trauma hospital that treats an average of 120 patients daily. Phase 1 observations guided iterative improvement of the digital tool, which was then further evaluated in phase 2. All patients who were willing and able to provide consent were invited to participate, excluding those with severe injury or illness requiring immediate treatment, with traumatic injury, incapable of completing a health assessment, and aged <18 years. Over an 18-day period with 1699 patients presenting to the ED, 815 (47.96%) were eligible based on triage level. With available recruitment staff, 135 were approached, of whom 81 (60%) were included in the study. In a mixed methods evaluation, patients entered information into the tool, accessed by clinicians through a dashboard. All users completed evaluation Likert-scale questionnaires rating the tool’s performance. The feasibility of a larger trial was evaluated through rates of recruitment and questionnaire completion.

Results: Respondents strongly endorsed the tool for facilitating conversation (61/81, 75% of patients, 57/78, 73% of physician ratings, and 10/10, 100% of nurse ratings). Most nurses judged the tool as potentially time saving, whereas most physicians only agreed for a subset of medical specialties (eg, surgery). Patients reported high usability and understood the tool’s questions. The tool was recommended by most patients (63/81, 78%), in 53% (41/77) of physician ratings, and in 76% (61/80) of nurse ratings. Questionnaire completion rates were 100% (81/81) by patients and 96% (78/81 enrolled patients) by physicians.

Conclusions: This pilot confirmed that a larger study in the setting would be feasible. The tool has clear potential to improve patient–health care provider interaction and could also contribute to ED efficiency savings. Future research and development will extend the range of patients for whom the history-taking tool has clinical utility.
symptom assessment application; anamnesis; health care system; patient history taking; diagnosis; emergency department

**Introduction**

**Background**

The emergency department (ED) is, by definition, a high-stress environment. As it is so critical that the time of a health care provider (HCP) is used optimally, effective and empathetic communication with patients (and colleagues) can be challenging [1]. There is increasing recognition that hospital EDs face numerous challenges related to crowding, a problem likely to continue for the foreseeable future [2]. Obvious barriers to effective communication include time pressures caused by a full waiting room and urgent cases exceeding capacity [1]. More subtle and pervasive systemic factors include limitations of processes and interpersonal parameters such as societal and health disparities [3].

It has been proposed that appropriately designed artificial intelligence (AI)–based systems could reduce ED documentation errors, improve patient safety [4-8], and free up HCP time. Such time savings could potentially be used to improve efficiency and provide HCPs with more time to build rapport with patients [5].

One such AI-based digital symptom assessment tool is Ada (Ada Health GmbH), which uses a Bayesian probabilistic reasoning engine with an adaptive question flow to collect demographic information, medical history, and symptoms. Previous studies have demonstrated that the Ada tool was helpful and easy to use for patients in a primary care waiting room [9] and has the potential to reduce waiting times and increase efficiency at urgent care centers [10]. Its underlying technology has the highest condition-suggestion accuracy among tools of its class and has the same quality of safe urgency advice as general practitioners [11]. When integrated at a large US health care system, its urgency-advice accuracy recommendations were stated by independent researchers to be comparable to those of nurse-staffed telephone triage lines [12]. A number of studies [9,13,14] have described a range of tools for self-assessment of urgency and triage in the general practice and acute primary care setting, but studies evaluating the handover of history and symptom information to HCPs have not been carried out with real patients. If appropriately adapted to the ED setting, the benefits of a digital history-taking tool could assist nurse-led triage in the waiting room and assessment and treatment by ED physicians. This study used methodologies adopted in other evaluations of new digital technologies for patient self-reported history in the ED setting [15,16].

**The Aim of This Study**

In this study, we aim to evaluate a prototype digital history-taking and handover system, which includes a patient-facing tool for symptom and history taking. After patients inputted their data in the patient-facing tool, a clinical handover report was displayed to the physician or nurse using an HCP-facing tool. Our primary hypothesis was that such a tool might alleviate some of the challenges in building rapport and communication in a crowded ED. The secondary hypotheses were that the tool could alleviate documentation and time pressures. This pilot study, which was based on the approach reported in some studies [16-18], assessed in 2 study stages a prototype patient-facing system to assist communication. First, phase 1 involved initial implementation of the patient-facing and HCP-facing tools (version V1), followed by their evaluation by all users. Feedback on performance from phase 1 was then used to create a modified system (version V2), which was further evaluated in phase 2. Patients, physicians, and nurses quantitatively evaluated the 2 system versions in terms of their usability and usefulness in facilitating patient-HCP conversation and rapport formation in the ED setting. For HCP users, we also explored the helpfulness of the medical information provided at handover and its perceived potential for the system to save HCP time.

**Methods**

**Design: Overall Study Approach and Study Type**

This study used incremental mixed methods approaches and was designed such that phase 1 allowed initial learning about the tool [16-18] and co-design between researchers and HCPs. Modifications suggested by users that could be implemented within the project time frame were then used to develop a V2 prototype, and at a switchover point, the V1 tool was replaced by the V2 tool, which then remained unchanged during phase 2. There were no study design changes made between phase 1 and phase 2. The study was conducted between August 3, 2020, and August 21, 2020.

This study explored the potential for enhancing bidirectional patient-HCP communication in the ED through the introduction of an augmentative prototype history and symptom-taking tool. Questionnaire-based user perceptions on the potential for the system were collected alongside qualitative observations. The mixed methods approach, along with the full implementation and use of the tool for patients, provided real-world data in a manner often only achievable through interventional study designs. However, the overall study approach was observational because the system was not closely integrated into HCP clinical workflows during the study and did not replace standard practice in the ED. HCPs were carefully trained not to rely on the prototype system for formal or definitive symptom-taking support during the study. In this way, no interventional patient outcome measures were recorded. This study was conducted in accordance with requirements of the Standards for Quality Improvement Reporting Excellence [19], SPIRIT-AI (Standard
Protocol Items: Recommendations for Interventional Trials–Artificial Intelligence), and CONSORT-AI (Consolidated Standards of Reporting Trials–Artificial Intelligence) [20] guidelines.

**Description of the Prototype Digital Symptom and History-Taking System**

The system consisted of patient- and HCP-facing tools (Figure 1). The patient-facing tool was provided to recruited patients in the waiting room on a tablet computer (iPad, Apple Inc). The patient history–taking tool used a cloud-based Bayesian probabilistic reasoning engine combined with curated medical knowledge to ask the patient the optimal set of questions based on probability and urgency of conditions. The Ada reasoning engine versions used in the study were version 1.31.1 and version 1.31.2. The assessment was performed as an interaction-enabled question flow with options to confirm, deny, or skip each question. The tool asked successively tailored questions about the respondent’s medical history and the main presenting complaints, as well as related attributes of their symptoms, such as severity and time course.

**Figure 1.** The prototype digital history and symptom-taking and handover system evaluated in this study showing the interactions between the patient-facing and health care provider–facing tools and describing how the artificial intelligence (AI) reasoning engine functions to sequentially ask the patient the most relevant question next. Although the screenshots presented are in English, the tool used in this study was in German.

The HCP-facing tool provided a secure web-interface dashboard that listed all completed assessments to the ED clinical staff. The tool also provided a detailed handover report, designed to provide clinical information quickly and safely to HCPs. The handover report included the patient’s basic information (sex and year of birth); basic medical history information (smoker, hypertension, diabetes, and pregnancy status); main presenting symptoms; details of these symptoms, including the specific questions asked by the tool; and answers provided by the patient.

**Design: Study Procedure**

The procedure of the study is described in Figure 2.
Recruitment, Inclusion, and Exclusion Criteria

The following inclusion criteria were applied: (1) patients aged >18 years, (2) attended the Stuttgart study site when recruitment was being undertaken, and (3) willing and able to provide consent. The exclusion criteria were as follows: (1) patients with severe injury or illness requiring immediate treatment, that is, Emergency Severity Index (ESI) levels 1-2 (patients classified as ESI level 3 were included if assessed as suitable) [21]; (2) patients with traumatic injury; (3) patients incapable of completing a health assessment, for example, because of illiteracy, mental impairment, or inebriation or other incapacity; and (4) patients aged <18 years. The clinician research assistant asked all potentially eligible patients in the waiting room if they would be interested in participating in a study evaluating a tool to record and pass on their symptoms to the ED physicians. Potentially eligible patients were informed that the study would not delay (or accelerate) their treatment at the ED. A single clinician research assistant carried out enrollment and consent.

Informed Consent and Study Data Management

If the patient agreed to be considered for inclusion, they were led to a separate private room adjacent to the ED where the nature, background, and scope of the study were explained and they were asked if they wanted to participate. If the patient consented, the pseudoanonymization procedure was followed. The patient’s name was recorded alongside the next-in-sequence study patient enrollment number on the study enrollment (disambiguation) record, which is the only link between the study ID (study patient enrollment number) and patient name, which was kept securely by the principal investigator (TS). All quantitative and qualitative data were only accessible by the study team on secure systems. The study questionnaire data were recorded and stored at the study site in secure databases. Paper surveys were stored in secure hospital clinical trials file storage. The patient’s enrollment number was entered into the patient-facing tool on the iPad, and the tool then asked the patient to agree to the terms and conditions and privacy policy.

The study team was familiar with data privacy regulations and is committed to data protection principles. The study was approved by the local ethics committee at the University of Heidelberg (S-052-2020) and is registered in the German Clinical Trials Register (DRKS00024115).

Procedure for Patient Symptom Taking

The clinician research assistant answered any questions the patient had about the tool and helped them to use it if requested, recording the degree of help provided. The symptom-taking handover report was not provided to the patient and was automatically made available to the ED physicians in the ED treatment area through the HCP-facing tool.

Training and Study Procedure for HCPs in the ED

All the ED nurses and physicians were made aware of the study in advance through a presentation of the study and a written manual describing the system. Physicians were made aware of all patients who were enrolled in the study. The HCP logged onto the secure web interface using a secure ID to access the handover report.

Study Measurements

After examination by the ED physician, the patient and the ED physician completed separate paper-based questionnaires, with evaluation ratings of the tool on modified Likert scales. Nurses completed the same questionnaire as physicians when possible; however, it was recognized at the time of trial design that there would not always be a nurse–patient interaction after triage in which the handover report is relevant. All questionnaires were designed on the premise of optimizing completion (and therefore full participation) through highly simplified design. A validated usability tool design, for example, the System Usability Scale [22], was not used as the System Usability Scale addresses usability only, whereas it was important for the questionnaire in this study to address not only usability, but also usefulness of the tool. The Mobile App Rating Scale [23] is a validated tool for addressing usability and usefulness, but it would not
have been feasible for HCPs to complete this multidimensional instrument in real time without disruption to their clinical routine; nor would it have been feasible for all the HCPs to complete a training exercise in the Mobile App Rating Scale before its use, as recommended in the study by Stoyanov et al [23]. Considering these factors, there is currently no published validated instrument for addressing usability and usefulness for a tool specifically designed for increasing patient–HCP rapport around self-reported medical history and symptom taking. The primary hypothesis, that the current tool had the potential to facilitate bidirectional patient-clinician conversation and rapport building, was assessed through the patient questionnaire items (originally in German): (1) “Was the digital history-taking experience engaging?” (2) “Could you understand the questions asked by the tool?” (3) “Do you think that the tool could facilitate better treatment at the ED?” and (4) “Did you feel better understood when speaking to the physician because they were already aware of your medical problem?” Corresponding questions for nurses and physicians assessed the HCP perspectives of rapport, as described in the Results section. The secondary hypothesis, that the tool would have the potential to facilitate documentation and thereby save HCP time, was assessed through the following HCP questionnaire items: (1) “Would the tool provide medically helpful information?” and (2) “Would the tool (as currently implemented) save time?”

Qualitative insights were also collected in the study, with a focus on usability and user interface improvements. To collect data on physicians’ interaction with the HCP handover, we applied methods of contextual inquiry [24]: observations, contextual interviews, and cognitive walkthroughs. This combination of methods was chosen for the primary purpose of enabling iterative co-design and development of products with users. The action-oriented study design allowed the rapid implementation of improvements based on phase 1 insights, resulting in a context-optimized patient tool and HCP interface in phase 2. The qualitative insights were collected by a multidisciplinary team consisting of a user experience researcher (AS), an interface designer in the product development team (JN), and the clinician research physician (JSB). Qualitative data were collected using multiple modalities (observational data, contextual interviews, and cognitive walkthroughs) to triangulate insights and reduce bias caused by any rapport built between participants and researchers throughout the study. Qualitative data were collected on a convenience sampling basis in 3 days of contextual interviews and cognitive walkthroughs at the start of phase 1 (conducted by AS, JN, and JSB) and at the start of phase 2 (conducted by JSB). Multimedia Appendix 1 contains the User Research Guide, which provides a detailed description of the qualitative methods applied.

Study Setting
The study was conducted in the ED of the Katharinenhospital, Klinikum Stuttgart, which is an adult tertiary referral and major trauma hospital in southwestern Germany. It provides interdisciplinary emergency treatment for between 100 and 120 patients per day. The center adopts the First View Concept [25], in which an emergency registrar or consultant sees each patient in an interdisciplinary approach. The center has 23 treatment rooms with central monitoring, a resuscitation room, a wound room, and a plaster room. It uses the internationally recognized ESI triage system to guide the treatment of ED patients according to medical urgency [21].

Sample Size Determination
This study was designed for real-world tool optimization (in phase 1), followed by a preliminary observation assessment of the tool’s potential in the ED. It was also designed as a guide to a later larger trial and in line with literature on pilot study design [26,27]. Therefore, the sample size was estimated on the basis of having a sufficient number of patients to assess survey completion rate and to determine if there were any safety-related considerations that might be needed in a randomized controlled trial (RCT). The aspects that were piloted were as follows: (1) trialing of new procedures and enabling power calculations intended to be used in a later single- or multicenter RCT; (2) establishing how many patients and HCPs can be recruited and the feasible level of completed patient, physician, and nurse questionnaires; and (3) evaluating the general technical and logistical feasibility of a full-scale study, including questionnaire design and other data collection related issues.

Data Analysis
The quantitative data were analyzed using standard Python (version 3.7.4; Python Software Foundation) statistical modules (SciPy module version 1.3.0) using descriptive statistics and the Mann-Whitney U test, a nonparametric test of statistical significance suitable for categorical data [28]. For statistical significance testing, the value of α (here $\alpha=0.05$) was adjusted using the Bonferroni correction, $a/m$, where $m$ is the number of questions evaluated for each group. For patients, $m=6$ and $a_{\text{corrected}}=0.0083$; for HCPs, $m=4$ and $a_{\text{corrected}}=0.0125$; and for the degree of patient self-sufficiency, $m=1$ and $a_{\text{corrected}}=0.05$. The pairwise deletion method was used for handling missing data [29].

The qualitative data were analyzed using affinity diagrams, a clustering technique used in thematic analysis [30]. The categories of the affinity diagram were predefined as key areas of interest, outlined in the interview guide: usability, usefulness, comprehensibility, impact on patient-physician communication, clinical relevance of information, and fit with clinical workflows.

Results

Recruitment
The total number of recruited patients was 81 (41, 51%, women and 40, 49%, men), with 45 (56%) patients in phase 1 and 36 (44%) in phase 2 (Figure 3). Of the 81 recruited patients, there were 3 (4%) classified as ESI level 3, 77 (95%) classified as ESI level 4, and 1 (1%) classified as ESI level 5. A detailed description of the patient population is provided in Table 1, and the full results for each patient are presented in Table S1 of Multimedia Appendix 2.
Figure 3. Participant recruitment flowchart. ED: emergency department; ESI: Emergency Severity Index.
**Table 1.** Description of the data completeness and medical subdiscipline of the final main diagnosis stratified according to study phase (N=81).

<table>
<thead>
<tr>
<th>Group by study phase</th>
<th>All patients (N=81), n (%)</th>
<th>Patients included in phase 1 (n=45), n (%)</th>
<th>Patients included in phase 2 (n=36), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>38.7 (15)</td>
<td>36 (15.9)</td>
<td>42.1 (13.1)</td>
</tr>
<tr>
<td>Completed patient evaluation questionnaire</td>
<td>81 (100)</td>
<td>45 (100)</td>
<td>36 (100)</td>
</tr>
<tr>
<td>Completed physician evaluation questionnaire</td>
<td>78 (96)</td>
<td>43 (96)</td>
<td>35 (97)</td>
</tr>
<tr>
<td>Completed optional nurse evaluation questionnaire</td>
<td>10 (12)</td>
<td>1 (2)</td>
<td>9 (25)</td>
</tr>
</tbody>
</table>

**Medical specialty classification (on the basis of emergency department discharge diagnosis)**

<table>
<thead>
<tr>
<th>Specialty</th>
<th>All patients (N=81)</th>
<th>Patients included in phase 1 (n=45)</th>
<th>Patients included in phase 2 (n=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No diagnosis assigned</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Orthopedics</td>
<td>12 (15)</td>
<td>9 (20)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>5 (6)</td>
<td>5 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Internal medicine, including specialties</td>
<td>28 (35)</td>
<td>13 (11)</td>
<td>15 (42)</td>
</tr>
<tr>
<td>Internal medicine: cardiovascular disease</td>
<td>4 (5)</td>
<td>1 (2)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Internal medicine: gastroenterology</td>
<td>4 (5)</td>
<td>1 (2)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Internal medicine: nephrology</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Internal medicine: oncology</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Internal medicine: rheumatology</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Internal medicine, with no subspecialty</td>
<td>17 (21)</td>
<td>9 (20)</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Neurology</td>
<td>20 (25)</td>
<td>8 (18)</td>
<td>12 (33)</td>
</tr>
<tr>
<td>Obstetrics and gynecology</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Surgery</td>
<td>10 (12)</td>
<td>6 (13)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Ear, nose, and throat</td>
<td>3 (4)</td>
<td>1 (2)</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>

**Baseline Data**

Patient populations in the 2 study phases were similar (Figure 3 and Table 1): the mean age was 38.7 (SD 15.0) years for all patients, 36.0 (SD 15.9) years for patients included in phase 1, and 42.1 (SD 13.1) years for patients included in phase 2. The dominant medical classifications (by ED discharge diagnosis) were orthopedics, internal medicine, neurology, and surgery.

**Data Exclusion and Missing Data**

For the 81 patients enrolled in the study, questionnaires were completed by 100% (81/81) of the patients (of whom 73/81, 90%, completed all questions), by 96% (78/81) of the physicians (78 completed questionnaires by the physicians for the 81 enrolled patients) and 12% (10/81) of the nurses (10 completed questionnaires by the nurses for the 81 enrolled patients; Figure 3 and Tables 1 and 2). Nurse questionnaires were only completed when they took part in symptom and history taking and when ED workload allowed. For all survey questions, the analysis approach was to report all data with respect to the number of responses to that survey question (ie, to use the pairwise deletion method for handling missing data [29], with the denominator in analyses being lower where there were missing data).
Table 2. Summary of patient, physician, and nurse ratings of the tool for phase 1, phase 2, and the phases combined. Two modified Likert scales were used: a 4-level Likert scale (1=Strongly disagree, 2=Disagree, 3=Agree, and 4=Strongly agree) and a 10-level Likert scale (1=Unlikely to 10=Highly likely). The mean and percentage positive ratings were calculated on the basis of the provided answers for each question. See Table S1 in Multimedia Appendix 2 for detailed data.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>All patients (N=81)</th>
<th>Patients included in phase 1 (n=45)</th>
<th>Patients included in phase 2 (n=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient-provided ratings</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Was the digital history-taking experience engaging?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n (%)</td>
<td>81 (100)</td>
<td>45 (100)</td>
<td>36 (100)</td>
</tr>
<tr>
<td>Mean (SD), out of 4</td>
<td>3.4 (0.7)</td>
<td>3.2 (0.7)</td>
<td>3.7 (0.5)</td>
</tr>
<tr>
<td>Positive rating proportion&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>73 (90)</td>
<td>38 (84)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>35 (97)&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2. Could you understand the questions asked by the tool?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n (%)</td>
<td>81 (100)</td>
<td>45 (100)</td>
<td>36 (100)</td>
</tr>
<tr>
<td>Mean (SD), out of 4</td>
<td>3.4 (0.8)</td>
<td>3.2 (0.9)</td>
<td>3.6 (0.6)</td>
</tr>
<tr>
<td>Positive rating proportion&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>70 (86)</td>
<td>35 (78)</td>
<td>35 (97)</td>
</tr>
<tr>
<td>3. Do you think that the tool could facilitate better treatment in the ED?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n (%)</td>
<td>75 (93)</td>
<td>42 (93)</td>
<td>33 (92)</td>
</tr>
<tr>
<td>Mean (SD), out of 4</td>
<td>2.9 (1.0)</td>
<td>2.7 (0.9)</td>
<td>3.1 (1.0)</td>
</tr>
<tr>
<td>Positive rating proportion&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>51&lt;sup&gt;e&lt;/sup&gt; (68)</td>
<td>27&lt;sup&gt;d&lt;/sup&gt; (64)</td>
<td>24&lt;sup&gt;c&lt;/sup&gt; (73)</td>
</tr>
<tr>
<td>4. Did you feel better understood when speaking to the physician because they were already aware of your medical problem?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n (%)</td>
<td>73 (90)</td>
<td>40 (89)</td>
<td>33 (92)</td>
</tr>
<tr>
<td>Mean (SD), out of 4</td>
<td>3.0 (0.9)</td>
<td>2.9 (0.9)</td>
<td>3.1 (1.0)</td>
</tr>
<tr>
<td>Positive rating proportion&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>55&lt;sup&gt;f&lt;/sup&gt; (75)</td>
<td>28&lt;sup&gt;e&lt;/sup&gt; (70)</td>
<td>27&lt;sup&gt;e&lt;/sup&gt; (82)</td>
</tr>
<tr>
<td>5. How do you rate the user experience provided to you in the tool (ie, its usability)?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n (%)</td>
<td>79 (98)</td>
<td>43 (96)</td>
<td>36 (100)</td>
</tr>
<tr>
<td>Mean (SD), out of 4</td>
<td>7.3 (2.3)</td>
<td>7.4 (2.2)</td>
<td>7.2 (2.5)</td>
</tr>
<tr>
<td>Positive rating proportion&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>60&lt;sup&gt;i&lt;/sup&gt; (84)</td>
<td>36&lt;sup&gt;j&lt;/sup&gt; (84)</td>
<td>30 (83)</td>
</tr>
<tr>
<td>6. Would you recommend the tool to others?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n (%)</td>
<td>77 (95)</td>
<td>41 (91)</td>
<td>36 (100)</td>
</tr>
<tr>
<td>Mean (SD), out of 10</td>
<td>7.3 (2.3)</td>
<td>7.1 (2.3)</td>
<td>7.5 (2.4)</td>
</tr>
<tr>
<td>Positive rating proportion&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>60&lt;sup&gt;j&lt;/sup&gt; (78)</td>
<td>31&lt;sup&gt;k&lt;/sup&gt; (76)</td>
<td>29 (81)</td>
</tr>
<tr>
<td><strong>Physician-provided ratings</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Would the tool facilitate rapport with the patient?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n (%)</td>
<td>78 (96)</td>
<td>43 (96)</td>
<td>35 (97)</td>
</tr>
<tr>
<td>Mean (SD), out of 3</td>
<td>2.8 (0.8)</td>
<td>2.8 (0.9)</td>
<td>2.9 (0.7)</td>
</tr>
<tr>
<td>Positive rating proportion&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>57&lt;sup&gt;j&lt;/sup&gt; (73)</td>
<td>29&lt;sup&gt;j&lt;/sup&gt; (67)</td>
<td>28&lt;sup&gt;m&lt;/sup&gt; (80)</td>
</tr>
<tr>
<td>2. Would the tool provide medically helpful information?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n (%)</td>
<td>78 (96)</td>
<td>43 (96)</td>
<td>35 (97)</td>
</tr>
<tr>
<td>Mean (SD), out of 4</td>
<td>2.6 (0.9)</td>
<td>2.6 (0.9)</td>
<td>2.7 (0.8)</td>
</tr>
<tr>
<td>Positive rating proportion&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>43&lt;sup&gt;j&lt;/sup&gt; (55)</td>
<td>21&lt;sup&gt;i&lt;/sup&gt; (49)</td>
<td>22&lt;sup&gt;m&lt;/sup&gt; (63)</td>
</tr>
<tr>
<td>3. Would the tool (as currently implemented) save time?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n (%)</td>
<td>78 (96)</td>
<td>43 (96)</td>
<td>35 (97)</td>
</tr>
<tr>
<td>Mean (SD), out of 4</td>
<td>2.2 (0.9)</td>
<td>2.3 (1.0)</td>
<td>2.2 (0.8)</td>
</tr>
<tr>
<td>Positive rating proportion&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>27&lt;sup&gt;j&lt;/sup&gt; (35)</td>
<td>16&lt;sup&gt;i&lt;/sup&gt; (37)</td>
<td>11&lt;sup&gt;m&lt;/sup&gt; (31)</td>
</tr>
<tr>
<td>Statistic</td>
<td>All patients (N=81)</td>
<td>Patients included in phase 1 (n=45)</td>
<td>Patients included in phase 2 (n=36)</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------------</td>
<td>-------------------------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>4. Would you recommend the tool to colleagues?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n (%)</td>
<td>77 (95)</td>
<td>43 (96)</td>
<td>34 (94)</td>
</tr>
<tr>
<td>Mean (SD), out of 10</td>
<td>5.7 (1.9)</td>
<td>5.4 (2.2)</td>
<td>6.1 (1.4)</td>
</tr>
<tr>
<td>Positive rating proportion&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>41&lt;sup&gt;j&lt;/sup&gt; (53)</td>
<td>20&lt;sup&gt;f&lt;/sup&gt; (47)</td>
<td>21&lt;sup&gt;n&lt;/sup&gt; (62)</td>
</tr>
</tbody>
</table>

**Nurse-provided ratings**

1. Would the tool facilitate rapport with the patient?

| Patients, n (%) | 10 (12) | 1 (2) | 9 (25) |
| Mean (SD), out of 4 | 3.7 (0.5) | 4.0<sup>o</sup> | 3.7 (0.5) |
| Positive rating proportion<sup>b</sup>, n (%) | 10<sup>b</sup> (100) | 1<sup>f</sup> (100) | 9<sup>n</sup> (100) |

2. Would the tool provide medically helpful information?

| Patients, n (%) | 10 (12) | 1 (2) | 9 (25) |
| Mean (SD), out of 4 | 3.4 (0.5) | 3.0<sup>o</sup> | 3.4 (0.5) |
| Positive rating proportion<sup>b</sup>, n (%) | 10<sup>b</sup> (100) | 1<sup>f</sup> (100) | 9<sup>n</sup> (100) |

3. Would the tool (as currently implemented) save time?

| Patients, n (%) | 10 (12) | 1 (2) | 9 (25) |
| Mean (SD), out of 4 | 3.2 (0.8) | 3.0<sup>o</sup> | 3.2 (0.8) |
| Positive rating proportion<sup>b</sup>, n (%) | 8<sup>p</sup> (80) | 1<sup>f</sup> (100) | 7<sup>n</sup> (78) |

4. Would you recommend the tool to colleagues?

| Patients, n (%) | 10 (12) | 1 (2) | 9 (25) |
| Mean (SD), out of 8 | 7.8 (0.8) | 8.0<sup>o</sup> | 7.8 (0.8) |
| Positive rating proportion<sup>b</sup>, n (%) | 10<sup>b</sup> (100) | 1<sup>f</sup> (100) | 9<sup>n</sup> (100) |

**Patient self-sufficiency**

Degree of patient self-sufficiency (on the 4-level scale of assistance: 1=high, 2=medium, 3=low, and 4=none).

<p>| Patients, n (%) | 80 (99) | 44 (98) | 36 (100) |
| Mean (SD), out of 4 | 3.1 (1.0) | 2.8 (1.1) | 3.4 (0.7) |</p>
<table>
<thead>
<tr>
<th>Statistic</th>
<th>All patients (N=81)</th>
<th>Patients included in phase 1 (n=45)</th>
<th>Patients included in phase 2 (n=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion who received little or no help, n (%)</td>
<td>61 (76)</td>
<td>28 (64)</td>
<td>33 (92)</td>
</tr>
</tbody>
</table>

\(^a\) Statistically significant difference in Likert scores, according to the Mann–Whitney U test.

\(^b\) Percentage of positive ratings on the 4-level Likert scale, that is, the percentage of 3 and 4 ratings.

\(^c\) n=75.
\(^d\) n=42.
\(^e\) n=33.
\(^f\) n=73.
\(^g\) n=40.
\(^h\) n=79.
\(^i\) n=43.
\(^j\) n=77.
\(^k\) n=41.
\(^l\) n=78.
\(^m\) n=35.
\(^n\) n=34.

\(^o\) SD not defined as the group size is 1.
\(^p\) n=10.
\(^q\) n=1.
\(^r\) n=9.
\(^s\) n=80.
\(^t\) n=44.

**Qualitative Learnings**

The qualitative learnings are summarized in [Table 3](#).
Table 3. Summary of qualitative insights.

<table>
<thead>
<tr>
<th>Study phase, theme, and users</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Phase 1</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Usability</strong></td>
<td></td>
</tr>
<tr>
<td>Patients</td>
<td>• Operating the digital tool and finishing the question flow was successful for most patients</td>
</tr>
<tr>
<td><strong>Usefulness</strong></td>
<td></td>
</tr>
<tr>
<td>Physicians</td>
<td>• Provision of additional patient information (past medical history, medications, and allergies) was considered very important to the overall utility of the tool</td>
</tr>
<tr>
<td>Physicians</td>
<td>• Treating physicians expected the tool to collect patient information beyond medical history and acute complaints, for example, “collecting a social anamnesis for a full picture of patient background”</td>
</tr>
<tr>
<td>Physicians</td>
<td>• The ability to read a patient’s history and symptoms before consultation was generally described as making the interaction with the patient more pleasant for both patient and physician (rapport) and making treating physicians more prepared</td>
</tr>
</tbody>
</table>
| Physicians                  | • The tool primarily provided clinical value for newly occurring problems. It provided less added value for the following:  
  • patients with severe or visible trauma  
  • patients with complaints resulting from chronic conditions  
  • patients with multiple comorbidities |
| Physicians and nurses       | • The highly mixed patient population (age, language, digital literacy, medical complaints, and socioeconomic status) makes the emergency department a challenging setting for the tool |
| **Comprehension**           |             |
| Patients                    | • The language used in the tool was difficult for several observed users to understand because of the following:  
  • limited German language ability (nonnative German speakers)  
  • limited language reading level (some native German speakers) |
| Patients                    | • Several observed users had a low ability to articulate complaints in a manner that the tool could process (when using either medical or layperson’s terms). This related to the following:  
  • difficulty in localizing pain to provide the tool precise answers to localization questions  
  • difficulty entering multiple symptoms separately  
  • general difficulty in verbalizing symptoms  
  • difficulty finding accurate synonyms in the tool for the feelings they were experiencing |
| **Phase 2 (only new or changed insights recorded)** | |
| **Usefulness**              |             |
| Physicians and nurses       | • The V2 tool asked patients to provide information on past medical history, medications, and allergies, thereby providing a fuller picture of the patient’s health beyond their acute symptoms and was recognized by physicians and nurses as more beneficial and better supporting the physician–patient consultation |
| Nurses                      | • Nurses were enthusiastic regarding time-saving potential in history taking with V2 tool features |

**Summary of Changes Made Between the V1 and V2 Systems**

We made three changes to the V1 system to create the V2 system based on qualitative observations and quantitative findings:

1. The addition of 3 free-text input fields, where the patient can supply initial information on their medical history, current medications, and allergies: This change was requested by ED physicians so that patients would have the opportunity to pass on information in their own words that was not always collected by the tool’s question flow. This was implemented in a manner that did not change the core AI-based symptom assessment. This change affected the
information entered into the patient-facing tool and the information presented on the HCP-facing tool.

2. Improvement of the user interface at the transition between patient information and symptom assessment: A minor rephrasing was made to the patient-facing tool in response to a small number of patients who reported that they misunderstood a specific direction of how to proceed from one step to the next in the early phase of the assessment (a clear direction originally developed in an earlier English language prototype had been poorly expressed in German).

3. Fixing a minor bug affecting the HCP handover report: A minor bug was removed that had resulted in a small number of handover reports not accurately displaying the transcript of questions that Ada asked the patient alongside the patient response.

The changes were anticipated to have a minor impact on the evaluation of the tool. The patients’ ratings of the tool (Table 2) improved by 9.5% and those of the physicians by 9.1% across all ratings with a significant improvement ($P=.003; \alpha_{corrected}=.0083$) in the responses to the patient question “Was the digital history-taking experience engaging?” The changes in nurse ratings of the system between phase 1 and phase 2 are reported in Table 2 and Table S1 of Multimedia Appendix 2; however, there were insufficient nurse assessments in phase 1 to allow statistical significance testing.

**Patient, Physician, and Nurse Ratings of the Tool**

Patients were positive or highly positive (73/81, 90%) about how engaging the tool was to use, its comprehension (70/81, 86%), its usability (68/81, 84%), its ability to facilitate understanding and rapport with the HCPs (61/81, 75%), and about recommending the tool to peers (68/81, 84%; Table 2 and Table S1 of Multimedia Appendix 2). Likewise, 73% (57/78) of the physician ratings were positive or highly positive about the tool’s potential for facilitating understanding and rapport with patients.

Nurses were even more positive or highly positive about the tool’s potential for facilitating understanding and rapport with patients (10/10, 100% of nurse ratings), about the helpfulness of the medical information provided (10/10, 100% of nurse ratings), about the tool’s time-saving potential (8/10, 80% of nurse ratings), and about recommending the tool to peers (10/10, 100% of nurse ratings).

**Subanalyses by Medical Specialty**

A post hoc subanalysis by medical specialty of ED discharge diagnosis is shown in Table S1 of Multimedia Appendix 2 and described in detail in Multimedia Appendix 2. This subanalysis showed that there was lower comprehension of the tool by patients receiving care from a neurologist and that these patients also gave lower ratings to the conversation facilitation provided by the tool. Physicians rated the level of helpful information, the time-saving utility of the report, and the likelihood of them recommending the system more positively for internal medicine handovers than for handovers for all recruited patients or for other specialities.

**Degree of Patient Assistance Provided**

Across both phases, most patients were able to use the tool with little or no assistance (62/81, 76%). This measure improved significantly between phase 1 (52/81, 64%) and phase 2 (74/81, 92%; $P=.003; \alpha_{corrected}=0.05$).

**Variability of Physicians’ Perceptions**

Patient symptom and history data handover were evaluated for 96% (78/81) of the patients by 24 different ED physicians. Qualitative interviews with physicians in phase 1 of the study revealed a number of physicians who were exceptionally enthusiastic about the performance of the system, ie, they exhibited an early adopter mentality. The quantitative analysis of the distribution of Likert scores (Figure S1 in Multimedia Appendix 2) supported these qualitative findings, in that there is a skewed distribution of physician scores, with 2 physicians (one of whom evaluated handover reports for 6 patients) providing highly positive evaluations of the tool.

**Sample Representativeness**

The mean age of patients was 38.7 (SD 15.0) years, which is comparable to the mean age of 41.8 (SD 19.3) years reported in a recent cross-sectional study of patients attending German EDs [31]. The study showed that those who refused to participate in the general ED study, which did not involve assessment of a digital health tool, were older (difference in mean ages 3.6 years) than those who agreed to participate. Our study had a moderately lower participant age group than that reported in the study by Scherer et al [31] (difference in mean ages 3.1 years) and this might reflect, to a minor degree, older patients being less willing to try a digital tool. However, 24% (19/81), 7% (6/81), and 4% (3/81) of the physicians in our study were aged >50 years, >60 years, and >70 years, respectively. Overall, the patient population closely reflects the proportion of the German ED patient population that agrees to participate in studies and is reflective of the overall self-referred walk-in German ED patient population [31,32].

**Larger Study Planning**

A 100% (81/81) response rate was achieved for the patient questionnaire completion and a very high response rate also for the physician questionnaire (78/81, 96%). This was made possible through diligent tracking and follow-up of the patients and physicians; a planned and systematic approach was taken because high questionnaire completion was seen as a criterion for judgment of the feasibility of an RCT, after tool optimization, for regulatory approval. The nurse questionnaire completion rate was much lower (10/81, 12%); it had been understood in planning that (1) not every patient has an interaction with nurses that would be meaningful to assess, (2) the complexity and variability of the timings of the nurse interactions with the patient provided no single time point at which the nurse questionnaire could be completed, and (3) the nurses’ workload pressures would mean that completion would be an additional burden. For these reasons, completion was optional for the nurses in the study design. We accept that firm conclusions on nurse perception cannot be made on the basis of completed nurse questionnaire for 12% (10/81) of the patients; however, we report these data for completeness.
Discussion

Principal Findings

The performance of the system was evaluated with respect to two hypotheses: the primary hypothesis was that the tool had the potential to facilitate bidirectional patient-clinician conversation and rapport building and the secondary hypothesis was that the tool would have the potential to facilitate documentation and thereby save HCP time.

There was a strongly positive rating by patients, physicians, and nurses of the tool as an aid in patient–clinician conversation, communication, and rapport building. The proportion of physicians who were positive or highly positive about recommending the system to their peers (in 41/77, 53%, of physician ratings) was not as high as it was for patients and nurses (63/81, 78%, of patient ratings and 10/10, 100% of nurse ratings). Overall, physicians had mixed views on the degree of helpful clinical information and time-saving potential of the clinical handover report. Underlying the mixed results in the physician ratings (Table S1 of Multimedia Appendix 2) were a large number of patients for whom the ED physicians described the presence of a visual diagnosis, that is, one that was immediately apparent by simply looking at a patient and for whom patient-directed symptom taking, in whatever form it is designed, is unlikely to save history-taking and recording time. For some other patients, the tool did not adequately draw together and summarize a highly complex, sometimes multimorbid medical presentation in a manner that made it useful for physicians. Both qualitative findings and quantitative analysis revealed a subset of highly enthusiastic early-adopter physicians, as has been recognized in other studies [33], who were highly positive about the history and symptom-taking information provided by the tool and for its potential to improve rapport, to provide helpful clinical information, and to save ED time.

The relatively lower comprehension of the tool by patients receiving care from a neurologist and the lower rating of its conversation facilitation may reflect effects of neurological symptoms on their use of the tool. This could be related to inherent challenges of achieving an acceptable user interface for these patients for self-history and symptom recording, or it may be that the tool requires further specific optimization for this patient group—further quantitative and qualitative study of this group in a larger study is required before definitive conclusions can be drawn. Our interpretation is that the positive or highly positive evaluations from physicians for internal medicine handovers is likely due to the system’s AI reasoning engine being better at directing the question flow for conditions that have many subtle interlinked clinical symptoms.

An aim for the development of a waiting room patient history–taking and HCP handover tool is that it should be easy to use without assistance. Many patients visit only once; therefore, they would have little opportunity to learn to use the tool over time. In this study, a degree of patient assistance was provided (where needed) by the recruiting clinical research physician (JSB), and in all cases the degree of assistance provided was documented. Most (62/81, 76%) of the patients required little or no help with the use of the tool, and in some subspecialty, patients were highly independent using the tool (76/81, 94%, in internal medicine with no subspeciality), whereas 67% (54/81) of patients receiving care from an orthopedist required little or no help. A priority in the future development of the prototype will be to adapt the reasoning engine and the user interface to minimize the level of help required for all patient groups, and this may involve making the tool available in the patient’s primary language. It is known that the degree of patient eHealth literacy can be an enabler or a barrier for patients, especially for older adults [34-36]. Internationally, particularly in low- and middle-income countries, eHealth literacy of HCPs, including medical and paramedical staff, may be a barrier to widespread adoption [37,38]. We propose that the potential limitation to adoption as a result of low eHealth literacy, for both patients and HCPs, is best resolved through user-focused design and development, followed by user-focused mixed methods pilot evaluation (as in this study). After tool refinement, multicenter RCTs and real-world–performance modeling are appropriate and necessary.

The study incorporated 2 study phases, providing an opportunity to rapidly modify a prototype tool’s design based on feedback from patient and physician evaluations and to further evaluate the modified tool. A comparison of tool ratings showed statistically significant improvements in performance between the V1 and V2 tools in two evaluation categories: (1) how engaging or interesting patients found the tool to use and (2) the degree of self-sufficiency of the patients in using the tool. These changed scores reflect improvements made in tool usability and functionality. Many useful insights on tool performance and usability were obtained in the study. Only a relatively small number of optimizations could be executed between the V1 and V2 tools because of the need to prioritize only those in-study changes that could be completed within the possible study recruitment period. The remaining insights, including those regarding the V2 tool, will be used in later prototype development and optimization. The qualitative findings broadly reflect the quantitative findings of the study, particularly with respect to the groups of patients who benefit most from the tool. Importantly, the qualitative findings also provided a means in the study to iterate on the tool design and to gain deeper insights into further improvements that can be made in tool design, particularly with the interface and language level.

Open questions for future research include the potential for handover of home-completed digital symptom and history taking to HCPs for rapport and communication building and time saving and the potential of the tool in a general nonemergency setting. Other open questions relate to the precise contribution that the evaluated tool or technologies related to it could make at times of substantial impact of COVID-19 on health care provision. This study was conducted in a period of low COVID-19 case numbers. It was recognized early in the COVID-19 pandemic that eHealth tools were needed to reduce the likelihood of health care facilities being overwhelmed and to assist in providing health care without face-to-face contact [39,40]. Although eHealth systems contributed substantially
throughout the pandemic, they did not provide a panacea for care delivery [41].

**Limitations**

This was a single-site study in Germany, and the findings may not be generalizable to other facilities or to other countries. The patient and physician quantitative evaluations were not influenced by selection bias; however, because the nurse evaluations were completed on a voluntary basis, the influence of selection bias cannot be excluded (9/10, 90% of the nurse evaluations related to study phase 2). The study questionnaire was not based on a previously validated instrument; therefore, response bias cannot be excluded. The pairwise deletion approach was used for handling missing data [29], which results in the analysis being based on different sets of data with different sample sizes. The approach of modeling the missing data and estimating missing values is an alternative and is considered the optimal approach by Kang et al [29]. The qualitative methods were applied to a smaller subgroup of users (patients and HCPs) in the first days after tool introduction and cannot be taken to be fully representative of the full study population. This study explored tool use in the German language and in the German setting only, and the sample size was relatively small, given the resource constraints within the ED. The study did not include patients receiving care from a pediatrician. Infection control with patients using a tablet computer in the ED could be challenging for large-scale deployment. This study explored the early phase after prototype system implementation, training, and first experience of its application by users. Although minimally relevant for ED patients, the skill and speed of ED physician and nurse use of the new tool and their perception of its performance are likely to change over time. Nurse questionnaires were completed for 12% (10/81) of the patients; therefore, firm conclusions cannot be drawn about their perceptions of the tool. Despite the limitations, our approach allowed us to investigate implementation at this single site in considerable depth.

**Comparison With Prior Work**

There are no previous studies describing similar Bayesian digital history-taking and handover systems in the literature. Arora et al [42] explored patient impressions and satisfaction of a self-administered, automated medical history-taking device in the ED and also reported high levels of patient enthusiasm and potential for building rapport. However, handover to HCPs was not carried out in the study; nor did the tool have a system to enable handover. A protocol has been published for a prospective cohort study of a self-reported computerized medical history-taking tool (Clinical Expert Operating System [CLEOS]) [43]. The CLEOS tool has also been evaluated in an observational study that looked at history taking using the tool subsequent to clinician history taking [44,45]. The focus of these studies was on history taking for the sake of record completeness and less so on the potential for building rapport. The CLEOS tool is fundamentally different in its interface with patients and in the underlying logic that drives patient questioning. The CLEOS tool uses a decision tree approach, whereas the tool evaluated in this study (from Ada) uses a Bayesian network that is defined upon a medical knowledge base and on which approximate inference is carried out, followed by information theoretical methods used to decide which questions to ask the user. There is no simple answer as to whether decision trees or Bayesian network approaches are superior for patient symptom and history taking. One argument in support of the Ada approach is that it aims to ask specific questions based on a large array of possible conditions that a patient may have to gather a highly personalized medical history. This would require an unmanageable size of decision trees, leading to inconsistencies, imbalances, and low accuracy [46].

**Implications for Clinicians and Policy Makers and Implications for Future Research**

It is recognized that empathy and rapport can be lacking in EDs, both of which are important for staff stress levels and satisfaction and for patient outcomes and empowerment [1,6,7,47,48]. Although a digital tool can never be a complete solution to improve human-to-human empathy, this study has nonetheless demonstrated patient and HCP enthusiasm for the rapport building and conversation facilitation enabled through such tools. This study only evaluated a prototype, and further developments are required to facilitate patient–HCP conversations and optimize rapport in a manner that is complete (ie, clinically helpful information for every patient), streamlined, and seamless (ie, no additional tasks or systems for clinicians). This mixed methods pilot study adopted a user-driven approach, and the results show that the tool has large potential for rapport and communication building. This study has provided a foundation for the further development of the tool, which will be followed by an RCT of a completed tool.

Although the results of this study were definitive regarding the potential for rapport and conversation facilitation in the ED, they were equivocal on the potential for the tool, as it is currently implemented, to save clinician time. Clinicians could only identify opportunities for saving time in selected types of patient presentations, namely internal medicine and surgery. Nurses were more positive about the general potential of the tool for clinician time saving. It is recognized that further development of the prototype is required if the aim of the completed approved regulatory product is to deliver definitive physician time savings for all patients. The role of a patient history and symptom-taking tool is not only to save clinician time, but to also contribute to documentation accuracy and completeness. It is known that medical performance reduces with stress and overstretching in the ED and is likely to result in more errors, including in documentation [8,31]. It was not possible to measure the contribution of the tool to documentation completeness and accuracy in this study.

**Conclusions**

The patient- and HCP-reported data from this mixed methods pilot study supported the primary hypothesis that the tool improved rapport between patient and clinician and improved patient-clinician communication. Mixed methods trials are powerful approaches to gain insights into tool potential and to optimize a tool for a particular clinical setting. However, confirmatory evaluation is needed in RCTs and in different ED settings. Notably, patients felt better understood and the tool had utility in efficiently recording their symptoms. Nurses
perceived the tool as having the potential to save time through workflow efficiency. Some physicians were enthusiastic about the potential to improve patient interaction and about the tool's benefits in symptom and history taking. Results regarding the secondary hypothesis of documentation assistance and time saving in the ED were more equivocal, but there was potential for time saving in some medical subspecialties, for example, internal medicine and surgery. Insights from this study will be used for further prototyping and research to extend the range of patients for whom the tool can provide support. The tool is based upon an existing and regularly maintained medical reasoning engine and therefore is a sustainable technological approach for history and symptom taking. The tool is readily adaptable to other related settings in which patient self-symptom and history taking and conversation support are relevant, including at home and at primary care and specialist clinics (eg, specialist rare diseases clinics).
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Abstract

Background: Due to the COVID-19 pandemic, major parts of elective health care in the Netherlands, such as reproductive medicine, were paused. When health care was resumed, video consultation was used as a new solution to continue consultations with the new governmental rules of social distancing. Prior to this COVID-19 situation, video consultation was not used extensively in the Netherlands; therefore, physicians and patients are not familiar with this way of consultation.

Objective: The purpose of this study was to measure the level of patient centeredness and shared decision making in infertile couples who have undergone fertility workup through video consultation.

Methods: This is a questionnaire study with an additional qualitative part for a more in depth understanding. Infertile couples (ie, male and female partners with an unfulfilled wish for a child after 1 year of unprotected intercourse) were referred to a fertility center and underwent fertility workup through video consultation. The fertility workup consisted of 2 separate video consultations, with diagnostic tests according to a protocol. After the last video consultation couples received a digital questionnaire, which consisted of a modified version of the Patient-Centered Questionnaire-Infertility (PCQ-I) and CollaboRATE questionnaire. Fifty-three eligible infertile couples were approached, and of these, 22 participated. Four women were approached for a semistructured interview.

Results: The median score on the modified PCQ-I (scale of 0 to 3) was 2.64. The highest rating was for the subscale communication and information, and the lowest rating was for the subscale organization of care. The median score on the CollaboRATE questionnaire (scale of 1 to 9) was 8 for all 3 subquestions. Patients mentioned privacy, less travel time, and easy use of the program as possible benefits of video consultation. However, patients preferred the first consultation with their physician to be face-to-face consultation as video consultation was considered less personal.

Conclusions: The high levels of patient centeredness and shared decision making show that video consultation is a promising way of providing care remotely, although attention has to be payed to mitigate the more impersonal setting of video consultation when compared with face-to-face consultation.

(JMIR Form Res 2022;6(2):e32000) doi:10.2196/32000
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Introduction

In the initial months of 2020, the COVID-19 pandemic put a stop to most societal activities and major parts of elective health care, such as reproductive medicine. If possible, on-going in vitro fertilization cycles were completed, after which fertility treatments were postponed, based on the advice of both the Dutch and European scientific societies. When elective health care was restarted after a few months, medical departments faced new challenges, having to implement governmental rules on social distancing and minimizing patient traffic in hospitals. One of the solutions for these challenges, in order to continue consultation without physical visits to the hospital, is video consultation.

Video consultation has existed for some time and was mentioned before as a solution to scarcity in health care. Although it was not being used extensively in the Netherlands, it seems to have advantages for patients, such as less travel time and parking costs, and avoidance of waiting in the hospital. Besides, patients are not dependent on others for hospital visits and can experience privacy in the comfort of their own homes. However, technical issues, inferior computer skills, data security issues, and a less personal approach compared with face-to-face consultation are possible pitfalls [1,2]. The less personal approach might be the reason that video consultation has rarely been used during initial consultations. This is supported by the results of a survey by the Dutch Patient Federation and the Amsterdam UMC. Only 6.7% of the respondents opted for video consultation during first contact with a doctor [3].

We have been applying video consulting for first consultations for several years in our project Fertility Consult. It involves a secured online platform [4] for infertile couples who are seeking independent advice on fertility treatment. The service includes online questionnaires about prior fertility treatments and medical history, followed by video consultation with a fertility expert. Despite the fact that the video consultation was the first contact couples had with the physician, they were positive about the service. The first results on the patient centeredness of Fertility Consult have recently been published [5].

The decision to pause elective health care during the COVID-19 pandemic had a big impact on all patients, with infertility patients being no exception to the rule. It is known that involuntary childlessness is a heavy burden on patients’ quality of life. Therefore, infertile patients benefited from quick resumption of care, with a form of care that fitted with the social distancing rules (ie, video consultation). To assess how this care was experienced, a pilot study was set up at the Reproductive Medicine Centre in Jeroen Bosch Hospital, The Netherlands. The aim of this pilot study was to explore patient experiences with a fertility workup through video consultation and extract the possible advantages and disadvantages of video consultation. These results can be used to improve the implementation and quality of video consultation in daily fertility care.

Methods

Overview

We performed a study consisting of both quantitative and qualitative parts to evaluate the experiences of infertile couples with an online fertility workup and obtain more in-depth understanding of their experiences.

Study Design and Recruitment

For the online fertility workup, couples with an unfulfilled wish for a child were referred by their general practitioner after having unprotected intercourse for more than 12 months, just as before the COVID-19 pandemic. Couples completed a questionnaire about their medical situation, after which a video consultation was scheduled instead of a regular appointment in the outpatient clinic. This video consultation was carried out by either a gynecologist or a fertility physician. The program used for the video consultation was called Webcam Consult [6], which works according to the international quality standard ISO 27001 and is linked to the local electronic hospital patient file. Based on the video consultation, the woman was invited to the hospital for a gynecological ultrasound. At this appointment, the woman received laboratory forms for her and her partner for blood and sperm analysis, if necessary.

Consequently, a second video consultation was performed, with the same physician as in the first video consultation, to discuss the results, diagnosis, and possible therapy. After the second video consultation, all couples were asked to participate in the study, which was performed between May and June 2020. Those who did not understand the Dutch language were excluded, as the questionnaire was only available in Dutch. One questionnaire was sent per couple, which could be completed in a secured online environment. Nonresponders received 2 reminders. Four patients were approached, at random, to participate in a semistructured interview. A separate written consent form was collected before the interview.

As the study had minimal impact on the study subjects (ie, filling in a single questionnaire or participating in a single semistructured interview), it was judged that the Dutch Medical Research with Human Subjects Law was not applicable. Therefore, approval of the medical ethics committee was not needed.

Quantitative Part

The quantitative part consisted of a modified version of the validated Patient-Centered Questionnaire-Infertility (PCQ-I) [7] and the CollaboRATE questionnaire [8] measuring patient centeredness and shared decision making, respectively.

The original PCQ-I consists of 7 subscales with 46 questions covering many different subjects of patient-centered infertility care, such as information provision, communication, and continuity of care. The PCQ-I scale has a range from 0 to 3, where a higher score implies a higher level of patient centeredness. Since not all questions were suitable for the specific video consultation setting, we used the modified PCQ-I, as used in the study by Huppelschoten et al [5], which consists of 18 questions. The main modifications were done in the...
following categories: accessibility, information, and cooperation within care, since a number of aspects in these questions are not applicable for a setting with a video consultation [5].

The CollaboRATE questionnaire consists of the following 3 questions: How much effort was made to help you understand your health issue? How much effort was made to listen to the things that matter most to you about your health issues? and How much effort was made to include what matters most to you in choosing what to do next? Patients answer these questions on a 10-point Likert scale from 0 (“no effort was made”) to 9 (“every effort was made”).

In addition to the 2 questionnaires, some questions were added about the technical and practical aspects of video consultation.

**Qualitative Part**

For the qualitative part, several women were approached for semistructured interviews to investigate in more depth the possible advantages and disadvantages of participating in video consultation. A topic list was drafted in advance, based on available literature, and discussed with a small team of experts. The interviews were held by telephone. The conversation was recorded and transcribed to extract patient comments. Interviews were held until saturation of information was reached. The participants of the interviews also completed the PCQ-I and CollaboRATE questionnaire.

**Data Storage and Privacy**

The data from the questionnaires were collected from a secure online environment called “Digitale kinderwens poli” (Digital Childwish clinic), which is used in a clinical setting, and exported to Excel. The data from the questionnaire and from the semistructured interviews were handled by a local investigator, who had access to the participant code. For the other members of the research group, the data were anonymous. The data were stored according to the standards of the local facility.

**Statistical Analysis**

The demographics and background characteristics of the participants and the results of the PCQ-I and CollaboRATE questionnaire were analyzed using descriptive statistics. The normally distributed outcome measures are represented by means of the means with standard deviations, and the nonnormally distributed outcomes are represented by means of the medians. Analyses were performed using SPSS version 22 (IBM Corp).

**Results**

**Quantitative Part**

Out of the 53 couples who completed the online fertility workup, 22 responded (response rate 42%). The mean age was 31.7 years (SD 4.1 years). The characteristics of all patients are summarized in Table 1.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>31.7 (4.1)</td>
</tr>
<tr>
<td>Level of education*, n (%)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>14 (64)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (36)</td>
</tr>
<tr>
<td>Ethnic background, n (%)</td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>19 (85)</td>
</tr>
<tr>
<td>European</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Duration of infertility, n (%)</td>
<td></td>
</tr>
<tr>
<td>Less than 2 years</td>
<td>19 (87)</td>
</tr>
<tr>
<td>2 to 5 years</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Pregnant during the completion of the questionnaire, n (%)</td>
<td>2 (9)</td>
</tr>
</tbody>
</table>

*High education indicates higher professional education or university education.

The results of the PCQ-I and CollaboRATE questionnaire are presented in Table 2. The median of the total PCQ-I score was 2.64 (range 0-3). The highest rating was for the subscale communication and information (median 2.83), and the lowest rating was for the subscale organization of care (median 2.33). For the CollaboRATE questionnaire, the median score for all 3 questions was 8 on a scale of 1 to 9.
Table 2. Questionnaire results (N=22).

<table>
<thead>
<tr>
<th>Outcome values</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PCQ-I\textsuperscript{a} questionnaire (range 0-3), median (range)</strong></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>2.64 (1.78-2.94)</td>
</tr>
<tr>
<td>Communication and information score</td>
<td>2.83 (2.00-3.00)</td>
</tr>
<tr>
<td>Respect for patients’ values score</td>
<td>2.75 (0.50-3.00)</td>
</tr>
<tr>
<td>Staff’s competence score</td>
<td>2.70 (1.80-3.00)</td>
</tr>
<tr>
<td>Organization of care score</td>
<td>2.33 (1.33-3.00)</td>
</tr>
<tr>
<td><strong>CollaboRATE questionnaire (range 0-9), median (range)</strong></td>
<td></td>
</tr>
<tr>
<td>Helping to understand health issues score</td>
<td>8 (2-10)</td>
</tr>
<tr>
<td>Listen to things that matter most score</td>
<td>8 (5-10)</td>
</tr>
<tr>
<td>What to do next score</td>
<td>8 (5-10)</td>
</tr>
<tr>
<td><strong>Personal experience</strong></td>
<td></td>
</tr>
<tr>
<td>Overall satisfaction with the Centre for Reproductive Medicine (range 0-10), median (range)</td>
<td>8 (5-10)</td>
</tr>
<tr>
<td>Technical problems, n (%)</td>
<td>9 (40)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}PCQ-I: Patient-Centered Questionnaire-Infertility.

**Qualitative Part**

Four interviews were held with female patients. The interviews were analyzed, and quotations were categorized. Acceptance of video consultation was high, given the current COVID-19 situation. Three women expressed that for the first consultation, in a more optimal situation without the COVID-19 pandemic, they would prefer to visit their physician in the hospital. Example quotations can be found in Textbox 1. Most reported benefits were shorter travel time, a secure feeling concerning privacy, and easy use of the video consultation program.

Textbox 1. Quotations from interviews (N=4).

<table>
<thead>
<tr>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>- A video consultation is a good replacement for a conversation, a telephonic call is inferior.</td>
</tr>
<tr>
<td>- It worked perfect to hear the results of the tests per video consultation.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Privacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>- I was not worried about the privacy.</td>
</tr>
<tr>
<td>- I felt very secure in my own environment.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Communication/respect for patient value</th>
</tr>
</thead>
<tbody>
<tr>
<td>- I would prefer to talk to my physician face-to-face on the first appointment, because it is possible that video consultation lacks body language.</td>
</tr>
<tr>
<td>- I found the video consultation a bit impersonal.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Involvement of partner</th>
</tr>
</thead>
<tbody>
<tr>
<td>- I could evaluate the appointment with my partner immediately, because we were already home.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Organization of care</th>
</tr>
</thead>
<tbody>
<tr>
<td>- I don’t like waiting in waiting rooms, and now I was able to wait at home.</td>
</tr>
<tr>
<td>- We saved a lot of time, without traveling to the hospital.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Technical aspect</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Everything went very smooth, no problems.</td>
</tr>
<tr>
<td>- There was a clear instruction beforehand.</td>
</tr>
<tr>
<td>- On beforehand I was a bit worried if the connection would be good enough.</td>
</tr>
<tr>
<td>- We didn’t have any sound, so the doctor called us. That made it a bit chaotic.</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings
This is one of the first studies to explore patient experiences with video consultation in the context of the first consultation. In general, patients perceived a high level of patient centeredness as reflected in a high score on the PCQ-I. Video consultation also scored high in shared decision making on the CollaboRATE questionnaire. During the interviews, patients expressed a relatively high satisfaction rate with video consultation, although they did express that their preference would be to meet their physician face-to-face for the first consultation.

Strengths and Limitations
An important strength of this study is that, to our knowledge, this is one of the first studies to explore patient experiences in their first contact with a new medical department. As both quantitative and qualitative techniques were used, we were able to gather more in-depth information about patient experiences. Besides, we used 2 validated questionnaires, which can be used in the future to compare results.

Some limitations should be mentioned as well. First, since this was a pilot study, the sample size was rather small. The response rate was only 42%, and it would be interesting to know why the other patients did not respond. Second, the relatively high median scores on the PCQ-I and CollaboRATE questionnaire may be affected by the circumstances of the current COVID-19 pandemic [9]. The patients who participated in our study were the first patients to receive fertility consultation after all fertility treatments and appointments had been paused. Therefore, there might have been bias, as the patients were probably relieved to be able to start fertility workup.

Comparison With the Literature
In general, literature on video consultation in health care is limited. Often, only small groups were studied in different settings and almost exclusively using video consultation in the context of a follow-up consultation. Previous Dutch research did study the preferences of a larger group (968 patients), but only 1.7% of the responders had prior experience with video consultation [3]. In another systematic review, physicians seemed to prefer face-to-face consultation, but patients were just as satisfied with video consultation as with face-to-face consultation and preferred it to telephone and email consultations [10].

A British study in primary care showed that video consultation involved less information when compared with face-to-face contact. For example, during video consultation, patients raised fewer issues, the physician provided less information, and the psychosocial context was more often lost [11]. Our study had similar results; in some but not in all cases, patients felt the possibility to express their emotions during the video consultation.

In addition to the content of the video consultation, its implementation is important. In this pilot study, technical problems were recorded in 40% of cases, which is a relatively high percentage. A different British study emphasized this. In the study, clinicians and patients were interviewed after a video consult, and both groups mentioned that technological problems sometimes disrupted the consultation [12]. Both the loss of possible content and the need of higher technical skills entail risks, especially in those patients who already have a psychosocial or socioeconomic disadvantage. To overcome these challenges, the practicing physician must be aware of the possible pitfalls of video consultation and act accordingly. For example, by actively asking patients about the emotional consequences of involuntary childlessness, they are invited to express their emotions.

Conclusions
This pilot study explored infertile patients’ experiences using video consultation for their first contact with a gynecologist, after being referred for an unfulfilled wish of having a child. This study showed high scores for patient centeredness and shared decision making. Video consultation is a way of providing care remotely and could potentially be superior to other forms of telecommunication, such as telephone and email contact. Although the acceptance of video consultation might be influenced by COVID-19 circumstances, we do think that the results are promising for the future.

As a next step, we will continue research on video consultation in fertility care. A randomized controlled trial will compare online fertility workup with the standard fertility workup involving face-to-face consults (Dutch trial register number 8554) in terms of patient centeredness and health care costs. Future studies should also focus on how to promote the implementation of video consultation in our current health care setting and minimize technical issues, so that video consultation will be continued after the COVID-19 pandemic.
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Abstract

Background: Connected mental health (CMH) is a field presenting information and communications technology–based mental care interventions that could help overcome many mental care delivery barriers. Culture and background influence people’s attitudes, preferences, and acceptance of such solutions. Therefore, the suitability of CMH solutions to the targeted population is an important factor in their successful adoption.

Objective: The aim of this study is to develop a framework for the design and creation of CMH solutions suitable for the UAE context. The framework is based on investigating enablers and barriers of CMH adoption in the United Arab Emirates, from the mental health professional’s (MHP) perspective and from related literature.

Methods: A survey of literature on relevant studies addressing the use of technology for mental care in Arab countries, and a web-based questionnaire-based survey with 17 MHPs practicing in the United Arab Emirates investigating their attitudes and views toward CMH was conducted. Results from the questionnaire and from related studies were analyzed to develop the design framework.

Results: On the basis of findings from the literature survey and analyzing MHP answers to the web-based survey, a framework for the design of CMH solutions for the UAE population was developed. The framework presents four types of recommendation categories: favorable criteria, which included blended care, anonymity, and ease of use; cultural factors including availability in multiple languages, mainly Arabic and English, in addition to religious and cultural considerations; technical considerations, including good-quality communication, availability in formats compatible with mobile phones, and providing technical support; and users’ health and data safety considerations, including users’ suitability testing, confidentiality, and ensuring MHP integrity.

Conclusions: CMH has the potential to help overcome many mental care barriers in the United Arab Emirates in particular and in the Arab world in general. CMH adoption in the United Arab Emirates has a potential for success. However, many factors should be taken into account, mainly cultural, religious, and linguistic aspects.

(JMIR Form Res 2022;6(2):e27675) doi:10.2196/27675
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Introduction

Background

The connected mental health (CMH) field, referring to the use of information and communication technologies (ICTs) for mental health care, has become an established field of research, fueled by the continuous advances in technology and the existing barriers to mental care delivery. CMH includes different mental care solutions including, among others, mobile mental health, e-mental health, digital mental health, and telemental health, which have been increasingly investigated as alternatives or adjuncts to traditional care [1-3]. CMH solutions are available for several mental health conditions, including anxiety disorders [4-6], depression [7], and addiction [8]. CMH solutions are often associated with a number of benefits; they are convenient mental care delivery methods for the patient with regard to time and accessibility to treatment. CMH solutions can also help achieve a more widely spread delivery of mental care, reaching different groups of people. They can also address some of the limitations of the mental care systems, especially regarding costs and mental health professional (MHP) availability, which is currently further challenged by the COVID-19 pandemic. Moreover, CMH solutions can offer the treatment in a discreet and anonymous manner, which may help overcome the stigma barrier.

There is evidence on the effectiveness and acceptability of CMH solutions. Effectiveness has been previously demonstrated for interventions addressing anxiety and depression [9,10], as well as for issues related to exposure to traumatic events such as stress, insomnia, and substance abuse [11]. Acceptance and appropriateness of CMH solutions have been demonstrated globally by studies conducted in a number of countries including Germany [12], Australia [13,14], the United States [15], and Canada [16]. In general, positive attitudes around CMH solutions seem to stem from studies testing the outcomes of specific interventions and from participants completing the treatments [17]. However, several studies have revealed low acceptance and negative attitudes toward the use of CMH solutions, which were mainly reported to be related to preference of traditional in-person treatment [18,19], lack of prior awareness or use of CMH solutions [20,21], fear of exposure to false information, and access limitations [22].

MHPs play an important role in the success or failure of the adoption of CMH solutions with patients. With their help and inclusion, effective solutions could be co-designed, and weak aspects of mental care delivery could be identified and addressed. However, MHP attitudes toward CMH solutions are mixed and depend on many factors, including patients’ characteristics, types of CMH solutions, and adoption conditions. Several studies have investigated MHP attitudes toward CMH solutions; examples of such studies include, among others, a study conducted in England, which showed overall positive MHP attitudes toward digital solutions. The study showed that younger MHPs are more open to using CMH solutions. However, it also identified limitations to adoption, including that some MHPs reported lack of confidence using technology and expressed concerns regarding security and confidentiality [23]. A study conducted in Australia also showed positive MHP attitudes and reported their concerns regarding patients’ accessibility to CMH solutions and their ability to use them [24]. Similar concerns regarding patients were also reported in a study conducted in the United States [15]. In addition, a study conducted in the United Kingdom reported MHP preference of guided use of CMH solutions by the MHP rather than independent use by the patient [25].

Culture and cohort characteristics are also important factors that significantly influence CMH adoption. Although people from different cultures may share some characteristics [26] and preferences regarding certain ICT tools [27], a standard unified approach of ICT intervention design for all cultures might not be successful [27]. Culture is an important factor, as it influences attitudes and preferences [28]. Culture has been found to have an influence on users’ preferences and attitudes toward different ICT-based interventions [29-31]. Examples include a study investigating important factors to take into account when designing websites in different cultures (British and Omani), revealing that the users might have similar preferences; however, there were significant differences in the importance and priorities of the preferences. Another study investigated the influence of culture on computer interface acceptance by comparing interface preferences between a group of Australian students and a group of international students, has reported that culture not only influenced the design preferences but also influenced the acceptance, attitudes, and behavior [32].

Objective

There is a scarcity of data on CMH use from the Arab region, even though many of the Arab countries struggle with barriers to mental care delivery [33-35] that could be solved or moderated with the adoption of CMH interventions. To address the paucity of CMH-related research in Arab countries, and to gain insight into the possibility of adoption of CMH in an Arab environment, this study focuses on CMH use in the context of the United Arab Emirates. The Arab world includes the areas known as the Middle East and North Africa. Arab countries can be defined as those where Arabic is the dominant language; they are also religiously and ethnically diverse, with Islam being the dominant religion in most countries [36]. The United Arab Emirates is an Arab country, with distinctive characteristics that include significant numbers of expatriates from different nationalities, which makes it home for different cultures. It must be noted that although different Arab cultures are usually referred to as a unified Arab culture, each Arab country has its own unique specifications and characteristics [37]. Therefore, investigating the specific needs and properties of the targeted population is important for the success of any intervention.

This study proposes a framework to design CMH interventions for the UAE population by analyzing related publications and MHP attitudes and views toward the use of CMH interventions. The study identifies facilitators, barriers, and strengths of CMH adoption and extracts necessary elements for the success of CMH adoption in the United Arab Emirates. The framework could also be used in the design of CMH solutions for other Arab countries or populations. Given that design preferences influence the acceptance and behavior [32], the development
of suitable design frameworks for the United Arab Emirates and Arab countries might help increase users' acceptability of this type of mental care intervention and promote CMH adoption.

**Methods**

**Research Design**

This study aims to develop a framework to design CMH solutions for the United Arab Emirates. To achieve this objective, a 2-step investigation method was followed. The first part consisted of a literature survey of related studies conducted in Arab countries, to extract relevant findings regarding the advantages and barriers of CMH adoption, in addition to recommendations and guidelines on CMH use. The second part investigated the perceptions and attitudes of MHPs in the United Arab Emirates toward the use of digital technologies for mental health care as well as enablers and barriers of CMH adoption. A survey was carried out using a web-based questionnaire delivered to a group of MHPs practicing in the United Arab Emirates. The questions were designed in collaboration with 2 MHPs and investigated MHP knowledge on CMH, their previous use and willingness to use CMH solutions, best modalities of CMH adoption, as well as their concerns regarding use of CMH. The multiple-choice answers included options that had a significance to the UAE context and culture.

**Literature Survey**

To construct an understanding of studies addressing the use of technology for mental health in Arab countries, we have conducted a survey of literature following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) protocol [38] in the databases Scopus and Google Scholar using search strings based on the following keywords: Arab, Countries, Culture, Attitudes, Acceptance,Use, Connected mental health, Digital mental health, e-mental health, Mobile mental health, and Tele-mental health.

The selected studies were investigated and analyzed to extract three main categories of information: advantages of CMH adoption, barriers to CMH adoption, and recommendations for successful CMH adoption.

**Web-Based Survey**

**Data Collection**

A self-administered web-based questionnaire, created using Google Forms, was shared with MHPs in the United Arab Emirates via emails. The mailing list to target was provided by MHPs collaborating as coauthors in the study, which contained emails of MHPs from different health institutions in the United Arab Emirates. The questionnaire was pretested by the authors before sending it to the MHPs. The estimated time to complete the questionnaire was 10 minutes, and the answers were collected anonymously, which was stated in the questionnaire. Permission was obtained from the relevant authorities at the UAE University. Information provided about the questionnaire is based on the Checklist for Reporting Results of Internet E-Surveys [39].

**Survey Questions**

The web-based questionnaire included 18 questions, 13 main questions, and 5 subquestions depending on the answers selected, as presented in Table 1. The first 2 questions were basic questions to provide demographic data (job title and gender). Question Q3 investigated knowledge of MHPs on terms used in the literature to refer to the use of ICT for mental care. Q4-Q9 investigated MHP opinions on different aspects of use of CMH, including cases where CMH could be helpful, whether CMH could assist or replace traditional care, whether CMH could be adopted in the United Arab Emirates, and what elements could promote and improve its adoption. Q10 and Q11 investigated previous MHP use of CMH with their patients, the latest experience with CMH, and MHP willingness to use or reuse CMH with their patients in the future. Q12 and Q13 investigated MHP concerns regarding CMH use and elements that should exist in CMH solutions. Table 1 presents the questions, objectives, and types of answers.
Table 1. Survey questions.

<table>
<thead>
<tr>
<th>ID and objective</th>
<th>Question</th>
<th>Type of answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Providing basic information on the participants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>Job title</td>
<td>Open answer</td>
</tr>
<tr>
<td>Q2</td>
<td>Gender</td>
<td>Multiple choice</td>
</tr>
<tr>
<td>Investigating MHP&lt;sup&gt;a&lt;/sup&gt; knowledge of the terms used to refer to the use of ICT&lt;sup&gt;b&lt;/sup&gt; for mental health care, as well as investigating their opinion on different aspects of using digital solutions for mental health care</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q3</td>
<td>Do you know the following terms? (e-mental health, mobile mental health, connected mental health, digital mental health, telemental health)</td>
<td>Yes or no (for each term)</td>
</tr>
<tr>
<td>Q4</td>
<td>In your opinion, in which case could the use of digital technology for mental health care be helpful?</td>
<td>Multiple choice</td>
</tr>
<tr>
<td>Q5</td>
<td>Do you think that digital technology for mental health can assist psychiatric therapy?</td>
<td>Yes, no, I don’t know or in some cases</td>
</tr>
<tr>
<td>Q5.1</td>
<td>If you answered “In some cases,” please provide examples of cases</td>
<td>Open answer</td>
</tr>
<tr>
<td>Q6</td>
<td>Do you think that therapies delivered via digital technology can replace those delivered face-to-face?</td>
<td>Yes, no, I don’t know or in some cases</td>
</tr>
<tr>
<td>Q6.1</td>
<td>If you answered “In some cases,” please provide examples of cases</td>
<td>Open answer</td>
</tr>
<tr>
<td>Q7</td>
<td>In your opinion, what could be the barriers to seeking mental care in the United Arab Emirates that could promote the use of digital solutions?</td>
<td>Multiple choice</td>
</tr>
<tr>
<td>Q8</td>
<td>Do you think digital solutions for mental care can be adopted in the United Arab Emirates?</td>
<td>Yes, no, or I don’t know</td>
</tr>
<tr>
<td>Q8.1</td>
<td>If you answered “No,” please explain why</td>
<td>Open answer</td>
</tr>
<tr>
<td>Investigating MHP previous use of digital solutions with their patients, and their willingness to use them in the future</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q10</td>
<td>Have you ever used a digital solution with your patients?</td>
<td>Yes or no</td>
</tr>
<tr>
<td>Q10.1</td>
<td>If you answered “Yes,” how were your patients’ attitudes toward it?</td>
<td>Open answer</td>
</tr>
<tr>
<td>Q11</td>
<td>Would you be willing to use a digital solution with your patients in the future?</td>
<td>Yes, no, or I don’t know</td>
</tr>
<tr>
<td>Q11.1</td>
<td>If you answered “No,” please explain why</td>
<td>Open answer</td>
</tr>
<tr>
<td>Identifying MHP concerns regarding the use of digital solutions for mental health care and their recommended features to be implemented in such solutions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q12</td>
<td>What concerns do you have regarding the use of digital solutions for mental care by patients?</td>
<td>Open answer</td>
</tr>
<tr>
<td>Q13</td>
<td>In your opinion, what are the critical elements and features that should exist in digital health solutions for mental care?</td>
<td>Open answer</td>
</tr>
</tbody>
</table>

<sup>a</sup>MHP: mental health professional.

<sup>b</sup>ICT: information and communications technology.

**Results**

**Literature Survey Results**

**Selection Results**

A total of 6 relevant studies were selected. The studies have addressed different Arab countries, including Lebanon, Egypt, and Saudi Arabia, and have put forward several significant findings as presented in the following subsections. The studies’ selection as well as information of the countries addressed and the aims of the studies are presented in Table 2.
Barriers to CMH Adoption

Even though CMH might bring solutions to several mental care issues in Arab countries, certain barriers might obviate its adoption. Existing barriers include lack of awareness of the potential seriousness of mental issues [33]; prioritizing other life needs over mental care [33]; high level of illiteracy [33, 34, 41]; electronic illiteracy, especially among older adults [33, 35, 40]; concerns regarding confidentiality, privacy, and security [33, 34]; resistance to change [34]; lack of content in Arabic [34]; cultural incompatibility [34, 40]; technological problems [34]; beliefs that CMH interventions would negatively affect the rapport between patients and MHPs [34]; inadequate technological access, especially for people in conflict regions [40, 42]; poor CMH credibility [40]; preference for traditional care [40]; lack of knowledge about CMH [41]; and lack of trust in CMH [42].

Wide use of mobile phones and the wide internet coverage were reported as facilitators to CMH adoption [33, 40]. However, several barriers to technology use were reported as well; for example, lack of access and difficulties connecting to the internet [33, 40], slow and low quality of internet connection [33], and costs of mobile and internet access [40]. Stigmatization was among the barriers reported to CMH adoption, owing to the stigma of admitting the existence of mental issues and the associated fear of rejection even by family or society [40, 42].

Recommendations for Successful CMH Adoption

To overcome some of the barriers to mental care delivery and to CMH adoption in the Arab world, some studies put forward some recommendations. These included ensuring access to good-quality internet connection [41] and making the interventions available in formats compatible with mobile phones [33]. CMH interventions should take into consideration the users’ time availability and lifestyle [33] as well as demographics, employment status, family status, previous experiences, and traumas such as war or losing loved ones [33]. When catering to the Arab world, differences between genders in the culture should be considered to make the solutions more relatable; however, unhelpful gender stereotypes should be avoided [33, 35]. It is also important to investigate and focus on the mental care needs specific to the targeted population and to provide compatible solutions with those needs [34, 40].

To overcome trust and credibility issues as well as the preference of traditional care barrier, blended care could be a helpful approach, in addition to promoting the interventions through trusted parties [33, 34]. CMH interventions for Arab populations should incorporate linguistic, cultural, social, and religious considerations [33, 35, 40].

Web-Based Survey of MHPs

Demographics of the Web-Based Survey Participants

A total of 17 MHPs participated in the survey, and the majority of participants were females (12/17, 71%). The participants occupied different psychiatric posts including consultant psychiatrists, faculty members in psychiatry, medical research specialists, and psychiatrists, who all could be referred to as experts, as well as psychiatry residents, who constitute the majority of the respondents (5/17, 29%). Table 3 summarizes the demographic characteristics of the participants.

Main Findings

Advantages of CMH Adoption

Few studies have investigated CMH adoption in Arab populations, revealing different possible advantages, including reduction of financial, physical, and societal barriers to mental care [33-35], overcoming access limitations related to location and time [35], provision of anonymous access to care [34], reduction of the stigma associated with traditional care [33-35], lowering mental care systems’ accessibility threshold, improving therapists’ efficacy, provision of psychoeducation [34, 35], and wider mental care coverage, as well as reaching vulnerable people [40] and people in remote areas [34].

Barriers to CMH Adoption

Web-Based Survey of MHPs

Table 2. Selection results.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Country or cohort</th>
<th>Aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kamel et al [34]</td>
<td>Egypt</td>
<td>Understanding the opinions of psychiatrists on the state of mental health care services in Egypt, their attitudes toward web-based interventions and telemedicine for mental health, and their current knowledge and perceived advantages regarding electronic mental health care</td>
</tr>
<tr>
<td>Ashfaq et al [40]</td>
<td>Syrian refugees and other vulnerable Arab populations</td>
<td>Evaluating available literature on the use acceptability of mobile mental health in Syrian refugees and other vulnerable Arab populations</td>
</tr>
<tr>
<td>Harper Shehadeh et al [41]</td>
<td>Lebanon</td>
<td>Presenting preliminary findings on the feasibility of a minimally guided World Health Organization e-mental health intervention in Lebanon</td>
</tr>
<tr>
<td>Abi Ramia et al [33]</td>
<td>Lebanon</td>
<td>Informing the cultural adaptation of an internet-delivered mental health intervention in Lebanon based on a multi-stakeholder perspective</td>
</tr>
<tr>
<td>Knaevilsrud et al [42]</td>
<td>War-traumatized Arab patients, focusing on Iraq</td>
<td>Investigating the efficacy of a cognitive behavioral internet-based intervention for war-traumatized Arab patients, with a focus on Iraq</td>
</tr>
<tr>
<td>Binhadyan et al [35]</td>
<td>Saudi Arabia</td>
<td>Assisting mental health services in Saudi Arabia by focusing on e-mental health and introducing possibilities and challenges in transforming the e-mental health services of Australia to the Saudi Arabian health care context</td>
</tr>
</tbody>
</table>

Understanding the opinions of psychiatrists on the state of mental health care services in Egypt, their attitudes toward web-based interventions and telemedicine for mental health, and their current knowledge and perceived advantages regarding electronic mental health care.
Table 3. Demographic of participants (N=17).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>12 (71)</td>
</tr>
<tr>
<td>Male</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Job titles</td>
<td></td>
</tr>
<tr>
<td>Consultant psychiatrist</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Faculty member in psychiatry</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Medical research specialist</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Psychiatrist</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Psychiatry resident</td>
<td>5 (29)</td>
</tr>
</tbody>
</table>

Survey Results

Q3: MHP Awareness of the Terms e-Mental Health, Mobile Mental Health, CMH, Digital Mental Health, and Telemental Health

When investigating knowledge of MHPs on the different terms referring to the use of technology for mental health, telemental health was found to be the most known term, as only 6% (1/17) of the participants did not recognize it, whereas CMH was the least known term, as 82% (14/17) of the participants did not recognize it. The rest of the terms were found to be equally recognized, with 65% (11/17) of the participants recognizing each term. Figure 1 summarizes the answers to this question.

Figure 1. Mental health care professionals’ knowledge on the terms referring to the use of information and communication technologies for mental care.

Q4, Q5, and Q6: Cases and Modalities of CMH Use

Q4 investigated in which cases digital technology could be helpful in mental health care. Answers to this question included common mental problems (depression, stress, anxiety, etc), serious mental problems (schizophrenia, bipolar disorder, dementia, etc), none, and other. Almost all respondents (16/17, 94%) reported that digital solutions could be beneficial in case of common mental disorders, whereas 24% (4/17) of them indicated that it could be beneficial for both common and serious mental disorders, and 6% (1/17) of the participants reported not having an idea of best cases for use.

Q5 investigated, based on MHP opinions, whether digital solutions can assist psychiatric therapy. The majority of the participants (12/17, 71%) answered “Yes,” 24% (4/17) of the participants answered “in some cases,” and 6% (1/17) of the participants answered “I don’t know.” Figure 2 summarizes the answers to this question. When comparing answers of experts in the sample with those of residents, no major differences were identified for this question, as both reported answers that varied between “Yes” and “In some cases,” and none of the participants reported that digital solutions could not assist in psychiatric therapy.
Participants who answered “In some cases” were asked to provide examples of such cases in Q5.1. Their answers are listed in Textbox 1.

Q6 investigated whether digital solutions could replace traditional face-to-face methods of mental care delivery. Overall, 47% (8/17) of the participants answered “No,” whereas equal proportions (4/17, 24%) responded “Yes” and “In some cases,” as presented in Figure 2. When comparing answers of experts with those of residents for this question, residents seem to be more open to the possibility of CMH replacing traditional therapy, as 58% (7/12) of experts and 20% (1/5) of residents answered “No.” Participants who answered “In some cases” were asked in Q6.1 to provide examples of such cases. Their answers are presented in Textbox 2.

**Textbox 1.** Cases where digital solutions could assist psychiatric therapy.

**Participant quotes**
- “Some disorders can be managed through digital technology, such as anxiety disorders that does not require medication, application of cognitive behavioral therapy” [P5]
- “Patients who have low risk to harm them or to other, have social support, have normal IQ” [P8]
- “Anxiety; Some cases of depression; insightful schizophrenic patient and bipolar; poor insight schizophrenic and bipolar patients with strong family support; stable dementia patient with family support” [P13]
- “Mild cases with low risk” [P14]

**Textbox 2.** Cases where digital solutions could replace the traditional face-to-face methods.

**Participant quotes**
- “I believe most cases requiring cognitive behavioral therapy can be done entirely through digital technology” [P5]
- “Cases with low risk to harm themselves or others; patients with social support; patients that have normal IQ” [P8]
- “Anxiety; some cases of depression; insightful schizophrenic patient and bipolar; poor insight schizophrenic and bipolar patients with strong family support; stable dementia patient with family support” [P13]
- “People with a certain intellectual capacity can engage, however those on the spectrum or intellectually disabled or other neuro-cognitive issues such as dementia or traumatic brain injury (TBI) etc, need in person assistance. Digital health should be an adjunct to human therapy not a replacement” [P17]
Q7: Barriers to Mental Care Seeking in the United Arab Emirates

Q7 was a multiple-choice question. The answers’ options for Q7 included cost, stigma, shortage in MHPs, distance from MHPs, lack of knowledge on mental health, and other. The majority of participants (13/17, 76%) reported that the most probable barrier to mental care delivery in the United Arab Emirates was stigma, followed by distance from MHPs, and shortage in MHPs. Table 4 presents the answers to Q7.

Table 4. Barriers to mental care delivery in the United Arab Emirates based on mental health professional (MHP) views (N=17).

<table>
<thead>
<tr>
<th>Mental care delivery barriers</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stigma</td>
<td>13 (76)</td>
</tr>
<tr>
<td>Distance from MHPs</td>
<td>11 (65)</td>
</tr>
<tr>
<td>Shortage in MHPs</td>
<td>10 (59)</td>
</tr>
<tr>
<td>Cost</td>
<td>8 (47)</td>
</tr>
<tr>
<td>Lack of knowledge on mental health</td>
<td>7 (41)</td>
</tr>
</tbody>
</table>

Q8 and Q9: Adoption of CMH Solutions in the United Arab Emirates and Factors That Could Help Their Adoption

Q8 investigated whether digital solutions for mental care can be adopted in the United Arab Emirates based on the MHP opinion. This question can be answered by “Yes,” “No,” or “I don’t know.” Of 17 participants, 16 (94%) answered “Yes” to this question, whereas only 1 (6%) participant, who was an expert, answered “No.” Participant (P14) who answered “No” justified their choice with the following statement:

Digital solutions are unlikely to be able to replace face to face interactions as observation of mental state is such a vital part of our assessment. As mental state is dynamic, digital solutions provide little opportunity to access it repeatedly.

Q9 investigated which elements can be incorporated in digital solutions for mental care to promote their use in the United Arab Emirates. It is a multiple-choice question with the following answer choices: digital solutions developed in the United Arab Emirates; availability in Arabic and English; religious content, such as Ayat from the Quran or Adkar; or other. The majority reported that availability in Arabic and English (14/17, 82%), as well as being developed in the United Arab Emirates (13/17, 76%), could help promote the use of digital solutions for mental care in the United Arab Emirates. In addition, 1 participant also reported the necessity to consider the different cultures in the UAE population by the following statement: “catering for Urdu/Hindi/Tamil/Arabic/English, at least.” Table 5 presents the answers to Q9.

Table 5. Factors that could help the adoption of connected mental health in the United Arab Emirates (N=17).

<table>
<thead>
<tr>
<th>Factors</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability in Arabic and English</td>
<td>14 (82)</td>
</tr>
<tr>
<td>Digital solutions developed in the United Arab Emirates</td>
<td>13 (76)</td>
</tr>
<tr>
<td>Religious content, such as Ayat from the Quran or Adkar</td>
<td>9 (53)</td>
</tr>
</tbody>
</table>

Q10 and Q11: MHP Previous Use of CMH Solutions With Their Patients and Their Willingness to Use Them in the Future

In response to Q10, 53% (9/17) of the participants reported previous use of digital solutions, representing 50% (6/12) of experts and 60% (3/5) of residents. These participants were asked about their patients’ attitudes toward the use of digital solutions in their treatment. Their answers are presented in Textbox 3.

Q11 investigated the willingness of MHPs to use digital solutions for mental care in the future. The majority of MHPs (12/17, 71%) answered “Yes,” reporting their willingness to use digital solutions in the future, whereas 18% (3/17) of the MHPs answered “I don’t know.” 2 (67%) of whom were residents and 1 (33%) expert. Figure 2 summarizes the answers to this question.

Only 2 MHP, who were experts, answered “No” to Q11, of whom 1 (50%; P14) provided a reason for their answer as follows:

Not on a long-term basis. I think it will affect the quality of assessment and also will affect the patient doctor relationship, which is so important in psychiatry.
Textbox 3. Patients’ attitudes toward the use of digital solutions in their treatments.

<table>
<thead>
<tr>
<th>Participant quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Generally positive” [P2]</td>
</tr>
<tr>
<td>“Acceptable” [P4 and P6]</td>
</tr>
<tr>
<td>“Happy about it, and some of them were cooperative” [P8]</td>
</tr>
<tr>
<td>“Satisfied” [P12]</td>
</tr>
<tr>
<td>“With serious mental health disorders, it was difficult to reach some poor insight patients, with stable patients and insightful it was welcomed” [P13]</td>
</tr>
<tr>
<td>“Not everyone finds it useful. Some are okay with it as a short-term solution” [P14]</td>
</tr>
<tr>
<td>“Appreciated” [P16]</td>
</tr>
<tr>
<td>“Depends on the patient. Some like it and maximize its benefit, some can barely follow through” [P17]</td>
</tr>
</tbody>
</table>

Q12: MHP Concerns Regarding the Use of Digital Solutions for Mental Care

The participants provided a list of concerns, including, among others, concerns regarding the importance of in-person and physical examinations, security and confidentiality concerns, and patients’ suitability concerns. The reported concerns are presented in Textbox 4.

Textbox 4. Reported concerns regarding the use of digital solutions for mental care.

<table>
<thead>
<tr>
<th>Participant quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>“The community response towards change in treatment therapy; Affordability (insurance coverage for some categories of the community); The adaptation of digital solutions into the cultural, behavioral, and language aspects of the country” [P1]</td>
</tr>
<tr>
<td>“Lack of human touch” [P2]</td>
</tr>
<tr>
<td>“Need for physical examination” [P4]</td>
</tr>
<tr>
<td>“Missing high risk patients, inability to reach them in time; Confidentiality; Adherence of patient” [P5]</td>
</tr>
<tr>
<td>“Assessment is jeopardized in many of the psychiatric conditions such as psychosis; Hard to implement it with demented patients unless already diagnosed and the contact is with the family member” [P6]</td>
</tr>
<tr>
<td>“I need face to face assessment as so many symptoms could be reveal only by us” [P7]</td>
</tr>
<tr>
<td>“Need for face to face evaluation and assessment for reaching a plan” [P8]</td>
</tr>
<tr>
<td>“The geriatric patient will need assistance, people might use it to play doctor on others” [P10]</td>
</tr>
<tr>
<td>“Impaired rapport” [P11]</td>
</tr>
<tr>
<td>“Sometimes you need to see the patient face to face to exclude medical causes” [P12]</td>
</tr>
<tr>
<td>“Some Patients are unable to provided the comfortable space that they can find by meeting the doctor face to face, that can easily released their emotions adequately, the signs of relapses can be missed if no strong family support; The compliance to medications and Follow-up (FU), the Electrocardiogram (ECG), lab investigators that done regularly to patients under psychotropic medication” [P13]</td>
</tr>
<tr>
<td>“Lack of frequent observation and proper assessment” [P14]</td>
</tr>
<tr>
<td>“Shouldn’t replace the psychiatrist or therapist, medico-legal and ethical concerns” [P15]</td>
</tr>
<tr>
<td>“Technical support regarding opening files, documentation and insurance coverage” [P16]</td>
</tr>
<tr>
<td>“Over utilization and relying solely on digital input, not utilizing or building on coping skills. Social isolation” [P17]</td>
</tr>
</tbody>
</table>

Q13: Critical Elements and Features That Should Exist in Digital Health Solutions for Mental Care

Participants provided a list of critical features that they believe should be incorporated into CMH solutions for mental care. Provided elements included, among others, cultural and linguistic adaptation, patients’ suitability testing, ensuring communication between MHPs and patients, and risk or crisis management features. The participants’ recommended features are presented in Textbox 5.
**Discussion**

**Principal Findings**

Awareness of MHPs in the United Arab Emirates of the terms used to refer to the use of ICT for mental care solutions is aligned with the changes in this research field. Almost all surveyed MHPs had knowledge of the term telemental health, which is related to the term telehealth, one of the oldest known terms referring to the use of ICT in health, as it has been used in the literature since the 1990s [43,44]. The terms e-mental health, mobile mental health, and digital mental health, are also known terms that have been used in the literature, especially in more recent years [1], which was mirrored in the participants’ answers, as the majority reported knowledge of those terms. The majority of MHPs were unaware of the term connected mental health; this finding is in line with the changes in the literature, as even though connected health is an established field [45], the term connected mental health is rarely used in the literature [1].

Surveyed MHPs acknowledged the benefits of CMH, as the majority believed that CMH could assist in psychiatric therapy. However, it must be noted that the majority of participants, especially experts, reported that CMH solutions could not be a replacement for traditional therapy but should be an adjunct to traditional care. Openness of resident participants to the idea of CMH replacing traditional therapy might be explained by them generally being from the young generation, who are familiar with the use of ICT tools, which might have resulted in them having more trust in CMH than experts. Combining traditional and CMH-based therapies or including MHPs in the CMH solutions could be beneficial in promoting and adopting CMH interventions in the United Arab Emirates and in Arab countries in general, as physicians in the Arab culture are much respected and trusted [33,46]. Involvement of MHPs in the CMH solutions may present additional benefits in the UAE context. It may increase the credibility of the treatment and hence adherence to it and may help overcome the barrier of preference of traditional care. Blended care and inclusion of MHPs could also ensure suitability of patients to use CMH solutions. The majority of surveyed MHPs reported that CMH could mainly be used with people with common mental issues, patients with normal IQ and normal cognitive skills, and those who would not present any harm to themselves or to others.

Arab countries face many barriers to mental care seeking and delivery. Such barriers include financial problems, unemployment [33], poorly equipped mental care systems [34], stigma, therapists' availability, as well as cultural barriers such as faith healing beliefs and sex segregation [35]. On the basis of our results, in the case of the United Arab Emirates, stigma followed by MHP availability were the most reported barriers to mental care access. Stigma is one of the barriers most often associated with mental health issues. The suffering of people with mental disorders is not limited to their mental issues’ symptoms, which include distress and disability that keep them from living a normal life and achieving their goals; their suffering is extended by the stigma related to the mental issues, causing them to experience social injustice, discrimination, misinterpretation of their mental state, and stereotypeing [47,48]. Stigma might be one of the major barriers to mental care seeking in the Arab countries, as in the Arab culture, seeking help from MHPs is viewed as a sign of weakness and a shameful act that impacts not only the individual but also his or her family [37]. The Arab culture is more family or tribe and community oriented and not individual oriented; decisions are usually taken on a...
Adoption of CMH interventions could mitigate issues related to stigma and community concerns by providing anonymous and discreet access to care. This, however, does not imply that stigmatization against people with mental issues is normal; it provides a possible solution to overcome it and receive the needed care, as changing stigmatization attitudes have been proven to be a difficult challenge, and implemented strategies to face it were found to be ineffective [47]. On the basis of the results, the availability of MHPs is another barrier to seeking mental care in the United Arab Emirates. However, this barrier could as well be mitigated with the adoption of CMH. CMH interventions could ensure access to care for people in isolated or remote areas and reduce the load on mental care systems, especially considering the wide coverage of internet access and technology use in the United Arab Emirates.

When asked if CMH interventions could be adopted in the United Arab Emirates, the majority of the participants confirmed its possibility and provided several factors that could boost its adoption. The reported factors were mainly related to cultural and linguistic considerations. Lack of consideration of those factors was reported as a barrier to CMH adoption in studies addressing other Arab countries [34,40]. Inclusion of religious content was also believed to be an important factor by more than half of the participants. Religion plays an important role in the Arab culture; it influences the individual’s beliefs, life, and behavior [46]. In addition, many Arabs rely on religion for psychological symptom formation, attribution, and management [46]; therefore, its inclusion could make the user more comfortable, accepting, and trusting toward CMH interventions.

As every country or population has its own characteristics, beliefs, and struggles, cultural, economical, and religious considerations may be necessary factors for the successful adoption of CMH in the Arab countries, including the United Arab Emirates. However, it must be noted that in the case of the United Arab Emirates, the majority of the citizens are expatriate residents from different countries with different backgrounds, which should not be neglected when creating interventions for the general population. This insight was also expressed by 1 of the participants who proposed to cater to the different cultures in the United Arab Emirates as a factor that could boost the CMH adoption in the United Arab Emirates. Only 1 participant expressed unacceptability regarding the CMH adoption in the United Arab Emirates, with concerns mainly around the importance of continuous and face-to-face observation of the mental status of the patients and the possibility that CMH might limit or jeopardize these aspects. Similar findings were reported in a study investigating views of Egyptian psychologists on e-mental health, who reported that it might negatively affect the rapport between patients and MHPs [34]. These concerns further confirm the importance of the inclusion of MHPs in the design and creation of CMH solutions. CMH solutions were moderately used by the surveyed MHPs with their patients; approximately 53% (9/17) reported previous use of such solutions, which is in line with the general slow and limited adoption of CMH solutions in the clinical context [49]. Investigated MHPs who have previously used CMH solutions with their patients generally reported positive results. Although some of the participants reported unfavorable outcomes, these were mainly related to patients’ characteristics and suitability, which emphasizes the need for users’ suitability assessment when using CMH solutions. The majority of participants, including those who have never used CMH interventions with their patients, were open to using them in the future; 2 participants were not open to using CMH, 1 of whom expressed concerns regarding the importance of the physician–patient relationship and the quality of treatment, especially in the long term. Throughout their answers, MHPs repeatedly expressed concerns regarding the importance of MHP input and management of the patients, which again implies that blended care might be the most suitable approach for CMH interventions to be adopted in the United Arab Emirates.

A Conceptual Framework to Design CMH Interventions for the UAE Context

Overview

Surveyed MHPs were asked to provide their concerns regarding the adoption of CMH interventions as well as critical elements and features that they think should exist in CMH solutions. On the basis of the list of concerns and critical elements as well as the answers of participants to the entire survey, a framework for the design of CMH solutions for the UAE population, including Emiratis and expatriates, with a focus on people of an Arab nationality was developed. The framework was also reviewed and validated by 2 MHPs collaborating in the study. The main points of this framework are presented in Figure 3.
**Favorable Criteria**

**Blended Care**

Blended care may be a trusted approach that has a better chance of success in the United Arab Emirates than independent CMH solutions. Blended care can provide the benefits of technology without losing those of traditional care and of communicating with MHPs. In addition, MHP inclusion and presence in CMH solutions could increase the patients’ trust in the solutions and promote their use.

**Anonymity**

Anonymity could help encourage people to use CMH solutions to seek the needed care, overcoming stigma barriers related to mental health.

**Affordability**

Costs of professional mental care in the United Arab Emirates are relatively high, which constitutes a barrier to mental care seeking, especially for non-Emirati expatriates. The cost issue is further aggravated by either limited or nonexistent coverage of mental care from insurance companies, as the majority of insurance plans do not include mental care coverage [50,51]. CMH interventions should help overcome the cost barrier by offering free and more affordable solutions. In addition, providing insurance coverage for the use of paid CMH solutions could mitigate the affordability issue.

**Ease of Use**

CMH solutions should be simple and easy to use and understand for the patients to be comfortable using them.

**Providing Educational Content on Mental Health**

There is a lack of knowledge on mental health and its importance. CMH solutions should provide educational content that is easy to access and understand, which could help spread awareness on the importance and seriousness of mental health.

**Providing Recommendations and Advice That Decrease Isolation**

One of the concerns regarding the use of CMH interventions is decreasing the user’s social interaction, which is usually already impaired in people with mental issues. Therefore, CMH solutions should include tips and recommendations that would encourage the user to have social interactions with their families, friends, and community, which would decrease their isolation. Examples of such recommendations include proposing outdoor activities in addition to tasks that incorporate family or friends.
**Videoconferencing**

Videoconferencing is one of the communication modalities that could be integrated in blended care, which could provide face-to-face communication without the need to be in the same location as the MHP. Face-to-face communication could be imperative for certain cases. In addition, MHPs could extract important information from physical observation of the patients, including their gestures, movements, and facial expressions. However, certain points should be respected when adopting blended care in the United Arab Emirates through solutions such as videoconferencing, with the major one being accommodation for Hijabi women. Most Emirati women wear Hijab, which requires them to dress in a certain way in public and when around males who are not related to them, so is the case for many Arab and Muslim women. There are also women who wear Niqab, which requires them to cover their faces. Therefore, when communicating with an MHP especially via videoconferencing, women should be informed beforehand of the gender of the MHP, so they could be prepared and not to cause them any discomfort [52]. In addition, they should preferably have the ability to choose the MHP gender. Both men and women in the Arab culture might not feel comfortable discussing certain sensitive subjects. Therefore, CMH solutions for the United Arab Emirates and for Arab countries in general should provide a gender choice. Not respecting limitations and habits regarding interactions between the genders might present a major barrier to CMH adoption in the United Arab Emirates.

**Cultural Factors**

**Availability in Multiple Languages, At Least in Arabic and English**

Providing CMH solutions in the native languages of all residents of the United Arab Emirates might not be feasible. Therefore, CMH interventions should at least be provided in Arabic for Emirati and Arab expatriates and in English for non-Arab expatriates. Arabic and English are the 2 most spoken languages in the United Arab Emirates, and availability in these 2 languages is important to reach a large proportion of the United Arab Emirates’s population.

**Cultural Considerations**

The Arab culture has its own characteristics, including beliefs, traditions, and gender-related specifications, which should be taken into consideration, to offer suitable, relatable solutions and avoid inappropriate content.

**Religious Considerations**

When creating CMH solutions specifically for Emiratis or Arabs in general, including religious content might offer a sense of trust and comfort to many users. However, as the United Arab Emirates has a mixed population of people with different religious backgrounds, religion should be respected in the sense of avoiding the inclusion of any shapes, images, illustrations, or colors that might have religious meanings and could offend certain users.

**Users’ Health and Data Safety**

**Confidentiality**

Health information in general is sensitive, especially mental health information. Data privacy and security should be a top priority when designing CMH interventions to protect the users; if patients’ data fall into the wrong hands, it could be used to harm them [53]. Patients should be assured that their data would not be hacked or leaked to encourage them to use the CMH interventions and share their data.

**Respecting Legal and Ethical Guidelines**

Law and ethics for psychological treatment in general and for use of technology differ from one country to another. Existing laws and ethics should be investigated and respected. There are laws in the United Arab Emirates regarding use of technology and data disclosure. For example, Article 379 of the UAE Penal Code prohibits a person, who by means of their profession is entrusted with a secret, from disclosing that secret or information without consent [54]. In addition, Federal Law No. 5 of 2012 and its amendment Federal Law No. 12 of 2016 prohibits individuals from using any electronic information systems or any information technology tools to offend or invade another person’s privacy without authorization [55,56].

**Users’ Suitability Assessment**

CMH suitability testing is imperative to avoid putting any user at risk. Testing could be either conducted by an MHP or based on validated psychological tests such as the Depression Anxiety and Stress Scale [57,58]. Psychological testing would help acquire an overview on the psychological state of the user to determine whether the intervention could be beneficial and appropriate for the specific user.

**Risk and Crisis Management Features**

Some users might go through crises and situations that may require immediate intervention from MHPs or family members. Features to manage these situations should be considered to ensure the safety of users. Such features include automatic messages to family or caregivers, providing hotlines’ contact, and providing directions that could help the user overcome the crisis or risk situation.

**Ensuring MHP Integrity and Content Safety**

CMH interventions should ensure that any content or input presenting mental care treatments, advice, or practices is sourced from legitimate and licensed MHPs. Illegitimate or harmful input can be a major issue when the CMH solution provides features such as chat between users, web-based communication between the community of the interventions’ users, posts, comments, or any features that enable insertion of an input. All these features should imperatively be monitored by an MHP to eliminate harmful content.

**Technical Considerations**

**Good and Clear Communication**

Good and clear communication between the patient and the MHP or caregiver is crucial. Mental health is a sensitive subject, and the patient should be put in an environment without
interruptions and difficulties, such as unclear video communication or sound. The United Arab Emirates offers good-quality internet network, with one of the fastest data and download speeds in the world [59,60]. CMH interventions should take advantage of the UAE network quality and ensure that technical issues that would interrupt the communication between the patient and the MHP are avoided.

**Providing Technical Support and Technology Education to Both Patients and MHPs**

Some MHPs and patients may not be accustomed to or comfortable using technology; therefore, technology education and training may be necessary before use. In addition, technical support should be available in case of need.

**Availability of Solutions in Formats Compatible With Mobile Phones**

Mobile phones are one of the most used devices. Availability of the CMH solutions in formats that could be used and accessed through mobile phones could help increase the accessibility to CMH solutions and promote their use.

**Limitations**

This study may have some limitations: (1) the number of MHPs who responded to the study was low, mainly because of the timing of the investigation during the COVID-19 lockdown, which made reaching a large number of participants difficult, and (2) conducting interviews with the participants would have provided valuable insights, but because of the timing of the study, conducting face-to-face interviews was not possible.

**Conclusions**

CMH interventions could help overcome many of the existing mental care delivery barriers in the United Arab Emirates, mainly stigma and the availability of MHPs. Surveyed MHPs confirmed the utility and possible adoption of CMH in the United Arab Emirates and provided a number of factors that should be considered when creating CMH solutions for the UAE population. These factors mainly included cultural, religious, and linguistic considerations. However, MHPs also expressed certain concerns around the importance of physician–patient relationship, which could be jeopardized with patients’ reliance on CMH for mental care, in addition to patients’ suitability concerns, as CMH interventions may not be suitable and beneficial for all patients. On the basis of the MHP input, a blended care approach, combining both traditional treatment and CMH solutions, was concluded to be potentially suitable, beneficial, and successful in the UAE context.

Surveyed MHPs have also reported a set of concerns regarding CMH adoption and a set of critical features that should exist in CMH solutions. On the basis of the input of MHPs, a list of design features to consider when creating CMH interventions for the United Arab Emirates was presented.
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Abstract

Background: Home-based spirometry (HS) allows for the early detection of lung complications in recipients of an allogeneic hematopoietic cell transplant (AHCT). Although the usability and acceptability of HS are critical for adherence, patient-reported outcomes of HS use remain poorly understood in this setting.

Objective: The aim of this study is to design a longitudinal, mixed methods study to understand the usability and acceptability of HS among recipients of AHCT.

Methods: Study participants performed HS using a Bluetooth-capable spirometer that transmitted spirometry data to the study team in real time. In addition, participants completed usability questionnaires and in-depth interviews and reported their experiences with HS. Analysis of interview data was guided by the constructs of performance expectancy, effort expectancy, and social influence from the Unified Theory of Acceptance and Use of Technology model.

Results: Recipients of AHCT found HS to be highly acceptable despite modest technological barriers. On average, participants believed that the HS was helpful in managing symptoms related to AHCT (scores ranging from 2.22 to 2.68 on a scale of 0-4) and for early detection of health-related problems (score range: 2.88-3.12). Participants viewed HS favorably and were generally supportive of continued use. No significant barriers to implementation were identified from the patient's perspective. Age and gender were not associated with the patient perception of HS.

Conclusions: Study participants found HS acceptable and easy to use. Some modifiable technical barriers to performing HS were identified; however, wider implementation of pulmonary screening is feasible from the patient’s perspective.

(JMIR Form Res 2022;6(2):e29393) doi:10.2196/29393
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Introduction

Background

Despite improvements in the recognition and treatment of bronchiolitis obliterans syndrome (BOS) after allogeneic hematopoietic cell transplantation (AHCT), outcomes remain poor [1]. The risk of death after BOS correlates with the severity of airflow impairment at diagnosis [1,2], and recipients of AHCT with severe airflow obstruction at BOS diagnosis have increased nonrelapse mortality compared with recipients of AHCT without BOS [3]. Early BOS presents as lymphocytic bronchiolitis and may be more amenable to treatment [4], whereas late BOS presents as airway fibrosis and is generally treatment refractory [5]. As BOS is a disease with the potential for rapid progression [6], prompt diagnosis may improve therapeutic outcomes.

Home-based spirometry (HS) has been an effective strategy for diagnosing early BOS in recipients of lung allograft and is standard practice for posttransplantation monitoring of lung function. Several studies have documented excellent adherence and proficiency with forced spirometric maneuvers [7-10]. Although fewer studies have been conducted in recipients of AHCT [11-13], the progression of BOS related to graft-versus-host disease (GVHD) may be slowed or halted in recipients of AHCT in whom airflow obstruction is promptly recognized and treated [1]. As a result, despite the lower incidence of BOS in recipients of AHCT than chronic lung allograft rejection [14-16], which occurs in most recipients of a lung transplant, given sufficient time [17], a spirometric telemonitoring program may be valuable for diagnosing BOS in recipients of AHCT at an earlier stage and preventing progression.

Objective

Recipients of AHCT may face barriers to performing HS. First, psychosocial burnout and fatigue are common symptoms among recipients of AHCT and may be more prevalent early in the course after transplantation [18,19]. Therefore, recipients of AHCT may not be willing to perform routine HS measurements during this time, when screening for BOS could be of significant benefit [20]. Second, until recently, real-time data collection was not possible, and HS data were often evaluated by less efficient methods such as by mail or landline phone connections [11,12]. By leveraging the widespread use of smartphones and wireless connectivity [21], we seek to implement an HS pilot program through which spirometry data could be delivered in near real time by wireless networks, allowing for scalable, efficient telemonitoring. We previously reported the technical feasibility of performing home spirometry in recipients of AHCT [22]. Here, we seek to assess the usability and acceptability of HS among recipients of AHCT using mixed methods—patient-reported outcome (PRO) surveys and in-depth interviews.

Methods

Study Overview

This paper describes the results of a pilot feasibility study of HS. The full details of the study protocol have been previously reported [22]. Briefly, at enrollment, participants were given a Bluetooth-compatible home spirometer (GoSpiro, Monitored Therapeutics Inc), which communicates wirelessly with patients’ smartphones through an app or custom tablets (GoHome, Monitored Therapeutics Inc; Figure 1). Participants with tablets could additionally take advantage of an automated coaching algorithm which gave instructions to encourage maximal expiratory flow and sufficient expiratory time. Spirometric and questionnaire data were subsequently transmitted to a remote electronic server via an internet-based portal. Participants were instructed to perform 3 maneuvers per session up to 3 times per week. Those who were unable to remain adherent to the study protocol for a sufficient period to generate a baseline forced expiratory volume in 1 second (FEV₁) measurement (ie, they did not perform at least one technically acceptable HS maneuver on 6 separate days within the first 2 weeks) were removed from the study. Participants were instructed to continue measuring until at least 1 year after the transplant or approximately 9 months after enrollment. One week of nonadherence to the study protocol resulted in weekly phone calls or emails to the patient as a reminder to resume measurements at their convenience.
Participants
We consented and enrolled English-speaking adult recipients of AHCT who were seen at an AHCT survivorship clinic at approximately 100 days after transplantation between October 2016 and June 2018. Patients were enrolled in a longitudinal cohort study lasting up to 9 months, involving a baseline visit followed by remote measurement of key clinical and PRO variables. Demographic and clinical data were also collected from electronic health records and institutional databases. To gather information on user experience, participants completed web-based surveys on usability and acceptability at 1-, 3-, 6-, and 9-month follow-ups using REDCap (Research Electronic Data Capture) [23] and completed one-on-one telephone interviews at 1-, 3-, and 6-month follow-ups. The study was approved by the MD Anderson institutional review board (2015-0990).

Quantitative Data Collection
At 1, 3, 6, and 9 months, participants were asked to answer follow-up questions about the HS device, app design, its features, its overall usefulness, satisfaction, their intention to recommend spirometry to other recipients of AHCT, the acceptability of the tablet and mobile app, its impact on health management, and suggestions to improve the spirometer in the future. Usability testing was conducted using a structured questionnaire to collect responses to 14 Likert-style questions scored on a 5-point scale ranging from 0 (not at all) to 4 (extremely), as well as 5 open-ended questions. Example questions include “Overall, how satisfied were you with the GoSpiro Home Spirometer?” and “How useful do you believe the GoHome tablet and GoSpiro app is in helping you to manage your symptoms related to your stem cell transplantation?”

Patient engagement with remote monitoring was measured using the patient activation measure (PAM), which comprises 13 items with strong psychometric properties [24]. Items are focused on constructs of confidence, beliefs, knowledge, and skills about managing one’s health, which respondents can answer with degrees of agreement or disagreement (eg, “I know how to prevent problems with my health” and “I am confident that I can tell a doctor my concerns, even when he or she does not ask”). The measure is scored on a theoretical 0 to 100 scale, with higher scores reflecting a developmental progression from passive receipt of care toward greater activation.

Qualitative Data Collection
We conducted one-on-one telephone interviews with participants at 1, 3, and 6 months of the study period. Interviews followed a semistructured interview guide designed to elicit participants’ views on the usability (functionality, navigation, and interactivity) and acceptability of HS. Open-ended qualitative questions included the following:

- “How has using the HS Spirometer affected your health in general?”
- “Is there anything you do not like about the HS Spirometer or that made you not want to use that device?”
- “How helpful do you think it would be for other patients like you to use the HS spirometer?”

Interviews were audio recorded, professionally transcribed, and redacted before directed qualitative content analyses.
Theoretical Model

The Unified Theory of Acceptance and Use of Technology (UTAUT) model was originally developed as a conceptual framework to explain individuals’ intention to adopt and use technological innovations [25]. In this study, we drew from this theory to describe the applicability and likelihood of using the HS device among recipients of AHCT. UTAUT is a widely used model of information technology adoption and has been used to examine the adoption of various technologies in different contexts [26]. The following key theoretical constructs from the UTAUT model guided the analysis of in-depth interview data: (1) performance expectancy, (2) effort expectancy, and (3) facilitating conditions. The construct of social influence from the original model was eliminated as it was not applicable to this study. We also sought to identify potential contextual factors that might affect home spirometer use based on moderating characteristics identified by UTAUT (age, gender, experience, and voluntariness).

Data Analysis

Quantitative Data Analysis

We summarized demographic, clinical, and PROs as mean (SD) or number (percentage). Differences between groups were compared using chi-square analysis for categorical variables or 2-tailed t tests for continuous variables. Participant ratings for each usability question were reported as the mean score per item (scale 0-4).

Qualitative Data Analysis

Initial content analysis via line-by-line coding, a form of open coding, was performed by 2 coders independently to identify emergent codes. The coders then met to debrief and discuss emergent codes derived from the process. Codes were discussed and clarified between the 2 analyses, and adjustments were made until intercoder consensus was achieved, which is an approach that ensures rigor. Discrepancies were resolved by discussion, and quotations illustrating the main themes were identified during the coding process. Secondary content analyses were then performed by applying the UTAUT as a semistructured framework. Atlas.ti (version 8.0; ATLAS.ti Scientific Software Development GmbH) qualitative data analysis software was used for the coding and content analysis.

Mixed Methods Integration

The value of mixed methods research lies in the meaningful integration of qualitative and quantitative components. We used merging integration, which comprised comparing qualitative findings with respect to PAM scores and survey responses with usability questions and determining whether the qualitative findings did or did not support, or expand, our understanding of the scores [27].

Results

Study Sample

We screened 207 patients for study participation (Figure 2). Of the 207 patients, 82 (39.6%) completed the baseline assessment and received training to use the spirometer. Of these 82 patients, 51 (62%) performed spirometry and registered baseline values for FEV$_1$ and were considered to be adequately familiar with HS to complete qualitative and quantitative measures on HS use. Table 1 provides the demographic characteristics of all study participants, whereas Table 2 provides the demographic characteristics of participants who completed the survey and interview at each follow-up time point. Participants who did not remain in the study long enough to register baseline values for FEV$_1$ (ie, did not perform at least six spirometric maneuvers on separate days within the first month) did not differ significantly from participants included in the study with respect to any demographic characteristics (age, race, ethnicity, and sex). Of the 51 patients, usability surveys were completed by 27 (53%), 22 (43%), 24 (47%), and 15 (29%) participants at the 1-, 3-, 6-, and 9-month follow-ups, respectively. Of the 51 patients approached for recruitment over the course of the study, 35 (69%) recipients of AHCT completed one or more telephone interviews: 3 (9%) completed all 3 interviews, 9 (26%) completed 2 interviews, and 23 (66%) completed 1 interview, with an overall response rate of 69%. Participants who completed open-ended interviews were predominantly older, with a median age of 58 (range 23-75) years, non-Hispanic White, and male. PAM scores (ranging between 80.9 and 86.8) indicated a relatively high level of engagement in the management of self-care while living with a chronic illness (Table 2).
Figure 2. Study enrollment flowchart. AHCT: allogeneic hematopoietic cell transplant; FEV₁: forced expiratory volume in 1 second.
Table 1. Characteristics of the overall study cohort (N=51).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>55 (41-64)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>17 (33)</td>
</tr>
<tr>
<td>Female</td>
<td>34 (67)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>47 (92)</td>
</tr>
<tr>
<td>Person of color</td>
<td>4 (8)</td>
</tr>
<tr>
<td><strong>Underlying malignancy, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Acute myeloid leukemia or myelodysplastic syndrome</td>
<td>25 (49)</td>
</tr>
<tr>
<td>Acute lymphoblastic leukemia</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Chronic lymphocytic leukemia</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Chronic myeloid leukemia</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Myeloma or plasma cell disorder</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Myelofibrosis</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Acute GVHD(^a) before enrollment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>39 (76)</td>
</tr>
<tr>
<td>No</td>
<td>12 (24)</td>
</tr>
<tr>
<td><strong>Chronic GVHD at enrollment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18 (35)</td>
</tr>
<tr>
<td>No</td>
<td>33 (65)</td>
</tr>
<tr>
<td><strong>Baseline PAM(^b) score (IQR)</strong></td>
<td>66 (56-80)</td>
</tr>
<tr>
<td><strong>Baseline FEV(_1)^c, % predicted (IQR)</strong></td>
<td>96 (83-106)</td>
</tr>
<tr>
<td><strong>Baseline FVC(^d), % predicted (IQR)</strong></td>
<td>91 (80-98)</td>
</tr>
<tr>
<td><strong>Baseline FEV(_1)/FVC ratio (IQR)</strong></td>
<td>79 (76-84)</td>
</tr>
</tbody>
</table>

\(^a\)GVHD: graft-versus-host disease.

\(^b\)PAM: patient activation measure.

\(^c\)FEV\(_1\): forced expiratory volume in 1 second.

\(^d\)FVC: forced vital capacity.
Table 2. Characteristics of participants who provided open-ended interviews (N=51).

<table>
<thead>
<tr>
<th>Variable</th>
<th>1 month (n=25)</th>
<th>3 months (n=22)</th>
<th>6 months (n=24)</th>
<th>9 months (n=15)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quantitative data (usability survey)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (range)</td>
<td>59 (32-74)</td>
<td>60 (33-72)</td>
<td>62.5 (40-74)</td>
<td>64 (33-72)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14 (56)</td>
<td>12 (55)</td>
<td>15 (63)</td>
<td>10 (67)</td>
</tr>
<tr>
<td>Female</td>
<td>11 (44)</td>
<td>10 (46)</td>
<td>9 (38)</td>
<td>5 (33)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Black</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>White</td>
<td>24 (96)</td>
<td>20 (91)</td>
<td>24 (100)</td>
<td>15 (100)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1 (4)</td>
<td>2 (9)</td>
<td>3 (13)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>23 (92)</td>
<td>19 (86)</td>
<td>21 (88)</td>
<td>14 (93)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (4)</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Patient activation measure, mean (range)</td>
<td>86.4 (67.3-100)</td>
<td>84.3 (63.5-100)</td>
<td>86.8 (73.1-100)</td>
<td>80.9 (57.7-100)</td>
</tr>
<tr>
<td><strong>Qualitative data (semistructured interview)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completion rate</td>
<td>15 (29.4)</td>
<td>14 (27.5)</td>
<td>21 (41.2)</td>
<td>N/A*</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Usability Ratings

Overall, participants rated HS as highly usable, and usability remained high throughout the study period (Table 3). On average, participants believed that HS was helpful in managing symptoms related to AHCT (scores ranging from 2.22 to 2.68 on a scale of 0-4) and for early detection of health-related problems (score range 2.88-3.12). They were also willing to recommend the spirometer to other recipients of AHCT (score range 2.65-3.16) and were satisfied with HS overall (score range 2.31-3.53). The only negatively worded item about their illness interfering with spirometer use received low scores (range 0.62-0.88), indicating that AHCT was not a barrier to using the spirometer. Similarly, patients also rated the GoHome tablet and GoSpiro app as highly usable, satisfactory, and helpful.
## Table 3. Usability questionnaire scores (N=51).

<table>
<thead>
<tr>
<th>Usability items</th>
<th>1 month (n=25)</th>
<th>3 months (n=22)</th>
<th>6 months (n=24)</th>
<th>9 months (n=15)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value, mean (SD)</td>
<td>Positive response, n (%)</td>
<td>Value, mean (SD)</td>
<td>Positive response, n (%)</td>
</tr>
<tr>
<td><strong>GoSpiro home spirometer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illness interfered with ability to use the home spirometer</td>
<td>0.88 (1.4)</td>
<td>3 (12)</td>
<td>0.82 (1.05)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Ease of use</td>
<td>2.19 (1.52)</td>
<td>12 (48)</td>
<td>2.55 (1.14)</td>
<td>14 (64)</td>
</tr>
<tr>
<td>Helpful in managing symptoms related to stem cell transplantation</td>
<td>2.22 (1.42)</td>
<td>11 (44)</td>
<td>2.68 (1.17)</td>
<td>14 (64)</td>
</tr>
<tr>
<td>Helpful for early detection of health-related problems</td>
<td>2.88 (1.22)</td>
<td>16 (64)</td>
<td>3 (0.93)</td>
<td>17 (77)</td>
</tr>
<tr>
<td>Belief that GoSpiro home spirometer helps health care providers monitor illness</td>
<td>2.95 (1.31)</td>
<td>17 (68)</td>
<td>3.04 (1.13)</td>
<td>18 (82)</td>
</tr>
<tr>
<td>Using the GoSpiro home spirometer gives a feeling of security</td>
<td>2.44 (1.42)</td>
<td>14 (56)</td>
<td>2.77 (0.97)</td>
<td>16 (73)</td>
</tr>
<tr>
<td>Willingness to continue using for up to 2 years</td>
<td>2.35 (1.23)</td>
<td>11 (44)</td>
<td>2.18 (1.3)</td>
<td>10 (45)</td>
</tr>
<tr>
<td>Willingness to recommend to other patients who receive a stem cell transplantation</td>
<td>2.65 (1.25)</td>
<td>13 (52)</td>
<td>2.9 (1.02)</td>
<td>14 (64)</td>
</tr>
<tr>
<td>Overall satisfaction</td>
<td>2.4 (1.39)</td>
<td>13 (52)</td>
<td>2.32 (1.09)</td>
<td>12 (55)</td>
</tr>
<tr>
<td><strong>GoHome tablet and Go Spiro app</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>2.22 (1.55)</td>
<td>13 (52)</td>
<td>2.59 (1.05)</td>
<td>15 (68)</td>
</tr>
<tr>
<td>Helpful in managing symptoms related to stem cell transplantation</td>
<td>2.34 (1.47)</td>
<td>12 (48)</td>
<td>2.27 (1.16)</td>
<td>11 (50)</td>
</tr>
<tr>
<td>Willingness to recommend to other patients who receive a stem cell transplantation</td>
<td>2.65 (1.28)</td>
<td>14 (56)</td>
<td>2.72 (0.94)</td>
<td>15 (68)</td>
</tr>
<tr>
<td>Overall satisfaction</td>
<td>2.26 (1.53)</td>
<td>11 (44)</td>
<td>2.38 (0.97)</td>
<td>13 (59)</td>
</tr>
<tr>
<td><strong>Automated coaching</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall satisfaction</td>
<td>2.59 (1.43)</td>
<td>14 (56)</td>
<td>2.45 (1.36)</td>
<td>12 (55)</td>
</tr>
</tbody>
</table>

*Scores range from 0=not at all to 4=extremely; scores of 3 or 4 were considered positive responses.

### Qualitative Findings

Participant responses around usability and acceptability of HS as well as contextual factors that modify these responses are summarized in Table 4 and discussed below. Qualitative results are organized by the constructs of the UTAUT model, which represent overarching messages emerging out of the cross-sectional and narrative analysis of the interviews over the three time points: 1, 3, and 6 months after transplantation.
Table 4. Example quotes from study participants mapped within constructs of the Unified Theory of Acceptance and Use of Technology construct model.

<table>
<thead>
<tr>
<th>Unified Theory of Acceptance and Use of Technology construct</th>
<th>Example quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Performance expectancy</strong></td>
<td></td>
</tr>
</tbody>
</table>
| Perceived usefulness                                        | • “I think it’s a valuable tool and I see benefits for me and I’m sure others would. I think it’s easy to operate and I’m pleased with it. I think it’s doing me some good.”  
• “I think it would be very helpful, just because they’re so many unexpected complications with the stem cell transplant and I think that...it would be very easy to use to get that information.”  
• “I think it’s a great product and it’ll help a lot of other people. It’s also going to help me if there’s anything developing that you need to know about in advance.”  
• “Well, I think it’s a good system. I think it should be considered as part of the standard treatment for transplant patients. I’m glad to have it and it doesn’t take a lot of time, it doesn’t take a lot of energy and so it’s something that’s reassuring, and I don’t mind doing it at all” |
| Outcome expectations                                         | • “If I develop pulmonary GVHD, we’re likely to catch it much sooner. It can be interrupted at an earlier stage well before it damages my lungs too much.”  
• “I think it’s helped me to try to do better to maintain...better health because I will take my measurements and I always try to like keep higher measurements than before or try to maintain it at the same level.”  
• “From the beginning, I kind of thought that, ‘well, it was a good reading,’ but yeah what does that mean? That was a little higher—does that mean that’s good or bad? I mean, it’d be nice to know that you’re still on the right track.”  
• “No. I mean basically, I do the same things that I was doing before, and I haven’t changed anything” |
| Relative advantage                                           | • “Well, I can tell if something’s wrong with my lungs easily, but if there’s something that I’m not seeing, then maybe [it] makes me feel good to know that they may be able to see a change in pressure...that I can’t tell. Identify graft versus host disease in my lungs before I know it”  
• “It’s very easy and you can do it at home, it’s a lot easier than going to someplace and get it done professionally...this is reassuring to me that I’m [not] going downhill with GVHD.” |
| **Effort expectancy**                                        |                |
| Ease of use                                                  | • “Yeah, I’ve got it down where I can do it quickly to the cell phone and the GoSpiro device, they went up quickly on Bluetooth and light turns green two, three times. And using the technique that they showed me and I would say it’s very quick, very easy.”  
• “I mean it’s pretty quick. I usually do it around dinner time, I’ll pull it up, it takes, maybe a minute totally set it up. I take a minute and a half and I’m done with everything.”  
• “Yeah. I’ve kind of made it into a game to see if I can get up to eight each time and I’m usually right about eight, upper sevens or low eights each time I do it. But yeah, it’s almost like making them into a little game, competition, see I can do better than I did the day before. Now there’s certainly a technique blowing into it and it took me a while to learn the technique”  
• “It’s part of the routine getting dressed, do breathing exercise three times a week, and it’s not a problem whatsoever, it’s been easy.”  
• “I think the phone is pretty convenient. I don’t really see an issue with that.” |
| Complexity                                                   | • “So [charging] is very quirky I find, but, it’s not difficult to work with. It’s just difficult to get the three tests all in a row...it takes a little time, and it’s not something I can do in 10 minutes or so because I have to play with it to get it to work all the time.”  
• “Well, I wanted to use it and it wouldn’t work. So we figured it wasn’t lying on the charger correctly, it was bent somehow so it would not lie on the charger correctly”  
• “I continue thinking that the charging port needs to be a little bit longer. The cord is really short, not only that but having, maybe possibly indicator like for charging on the spirometer itself—red while it charged and then it turns green when it’s fully charged”  
• “But I was doing it and apparently it was working, the little Avatar said your measurement has been recorded. So I thought everything was right and then I received a call saying if I wanted to continue with this study. I was like why would you say that and they said because you only have done one measurement during the whole week in a month.”  
• “The communication between the Spiro and the tablet was broken very frequently. I have to repeat several times the process of the measurement, and then I was not able to do it, nothing. The technical things are the problem.” |
| **Facilitating conditions**                                  |                |
| Portability                                                  | • “[I] take it apart and just set it in a suitcase. The battery lasts for the duration of my travel, so I just take the device itself, so it doesn’t take up a lot of room and it travels well.” |
### Unified Theory of Acceptance and Use of Technology construct | Example quotes
--- | ---
Reminders and positive reinforcement | 
- "The bottom line is that you need to have some similar goal system set up, so the participants continue to be interested in doing it. I think it’s just natural human nature that if you’re being rewarded for whatever you’re doing as simple as, doing a great job or hey you’re doing great, your scores are continuing to being in pain or whatever, some kind of feedback to encourage you to do at the next time, I think would be helpful."

### Performance Expectancy
Perceived expectancy and plans to use the HS device were operationalized through three subconstructs of the UTAUT model: perceived usefulness, outcome expectations, and relative advantage.

The perceived usefulness of HS was ascertained from the patients’ summative experiences and perceived benefits gained from using the instrument. In agreement with survey responses, most participants felt that HS would be helpful in detecting early complications with stem cell transplantation, including GVHD, and that it should be considered part of the standard treatment for recipients of AHCT. The spirometer was believed to be highly useful and easy to use.

Outcome expectations are expectations regarding the impact of using HS on health and health behavior. Most participants expected that regular HS use would enable them to better maintain their health by retaining consistent pulmonary function. They reported self-competition and goal setting as factors that motivated them to continue HS use. In addition, the knowledge that a member of the study team was regularly monitoring their lung function and would intervene if needed was reassuring to the study participants. One of the expectations not met by the HS device was its inability to provide real-time feedback and interpretation of pulmonary function measurements. None of the participants reported making any health behavior change as a result of using HS. These data are supported by the survey results, where participants expressed a strong belief that HS allowed providers to monitor the illness.

Relative advantage relates to the degree to which an innovation is perceived as being better than using its precursor. In this study, participants believed that the benefits of using HS vastly outweighed the use of clinic-based spirometry, and this belief was a prominent positive influence for their continued completion of spirometric measurements. They were aware of the possible complications of AHCT, including GVHD, and thus, the ability to monitor pulmonary health without having to go to the hospital was deemed immensely advantageous. These interview results were supported by survey findings where use was reported to provide a feeling of security and help manage symptoms related to transplantation.

### Effort Expectancy
Effort expectancy is defined as the degree of ease associated with the use of a system with two subconstructs: ease of use and complexity. Many participants reported that the HS device was easy to use and found the overall HS interface to be intuitive, approachable, and easy to use and synchronize to their smartphone or tablet. Many reported that they could complete the measurements within a few minutes, had turned the measurements into a routine (eg, completing measurements before dinner or after waking up), or had gamified the process to keep themselves motivated. Self-competition was seen as a prominent positive influence on adherence to use. However, others experienced technical difficulties when using the device and continued to experience technical difficulties when using the HS device over the study period. They reported issues with charging the battery, connectivity between devices, and issues with uploading data from the HS device to the server. The consequent failed attempts at recording measurements were frustrating for some participants.

### Facilitating Conditions
Most reported that the HS device was easy to maintain and did not report problems with cleaning the mouthpiece and storing the HS device. We specifically asked about the portability of the HS device during interviews, and portability was found to be a facilitating condition for continued use. In fact, participants found the HS device to be portable enough that they reported taking it with them on vacations. On some occasions, participants who were hospitalized or very tired from treatment were not able to complete the HS measurements. This qualitative observation is also reflected in the survey, where participants rarely felt that their illness interfered with HS use.

Participants had suggestions for improvements to facilitate greater use of the device in the future. They suggested adding a trends feature in the app to monitor pulmonary health over time, reminders for weekly use, and positive reinforcements to encourage continued use. Some also suggested that a more comfortable nose clip would be helpful, and reminders to put on the clip before measuring lung function would also be appreciated.

Overall, thematic weaving of results from participants’ survey responses and their answers to open-ended interview questions showed a good fit between qualitative and quantitative data and deepened our understanding of the findings. Qualitative findings confirmed the survey responses and provided further insight into the survey responses through specific examples or explanations offered in the interviews. Mixed methods integration showed no apparent relationship between participants’ responses and their age or sex. It was not possible to infer a relationship between participants’ engagement in their health care and their use and adherence to HS because of the limited variance in PAM scores in our sample.
Discussion

Principal Findings

The aim of this pilot feasibility study was to investigate the acceptability and usability of an HS program among patients who had undergone AHCT using mixed methods. Overall, we found that recipients of AHCT generally found routine, unsupervised, patient-performed HS to be acceptable, despite some technological barriers. Spirometer use was viewed favorably by participants, with enthusiasm for continued use. Although some barriers to performing HS were identified, most were amenable to improvement, and patients were forthcoming with solutions on how to alter their personal use of HS to overcome barriers. Some barriers were unique to this study and the specific devices used, such as periodic difficulty in transmitting data from the HS device to the server. These types of barriers may commonly occur when new technology is introduced in a patient care setting. The results of this study can inform the adoption and implementation of HS on a wider scale and potentially address the need for innovative remote patient monitoring technologies highlighted by the COVID-19 pandemic.

HS is a promising emerging technology that allows for longitudinal monitoring of lung function in high-risk patients. Ideal conditions for HS include screening for diseases that have variable times of onset or monitoring those with variable patterns of progression, particularly when clinic-based monitoring is not practical because of the necessary frequency of testing. This strategy has been successful in recipients of a lung transplant for the monitoring of chronic lung allograft dysfunction, usually in the form of BOS [7-10]. More recently, this strategy has been adopted for patients with idiopathic pulmonary fibrosis, a disease with variable tempos and patterns of progression [28]. Patients with pulmonary fibrosis value home monitoring of symptoms and lung function [29], and these remote monitoring modalities are particularly relevant during the current COVID-19 pandemic, where in-person testing may be infeasible or unsafe [30].

Prompt diagnosis and treatment of BOS are imperative to reduce mortality or permanent loss of lung function [1]. HS is an attractive option for monitoring recipients of AHCT at risk for BOS as BOS often occurs later in the course of a transplant when direct patient contact is less frequent [20,31]; symptoms may often be insidious, even in the setting of significant pulmonary impairment [32]; and the time to onset of BOS and trajectory of impairment after BOS onset is variable [1]. By using an HS program that leveraged cloud-based data delivery to allow participants to perform spirometry anywhere with a cellular connection, we removed major barriers to performing spirometry and interpreting results in a timely fashion [33]. Furthermore, pulmonary impairments could be recognized quickly, allowing for prompt coordination of clinical care. However, none of the patients in our study developed BOS. This may be as we studied recipients of AHCT who were approximately 100 days after hematopoietic cell transplant up to 1 year after hematopoietic cell transplant; BOS more typically occurs in the second year after AHCT, although earlier cases have a poorer prognosis [20]. In addition, we did not take advantage of enriching our cohort with high-risk cases, such as those with high-risk chronic GVHD or prior lung complications [34]. Turner et al [34] found that in an enriched cohort, approximately 25% of patients developed BOS. Therefore, HS initiation would likely be more effective if started later in the course of AHCT in high-risk recipients.

For the most part, participants confirmed that routine HS was feasible and straightforward to perform. This observation was validated by the fact that, on average, participants completed measurements at 69% of possible weeks during the study period, and 94% of weeks with measurements had at least one technically sound loop despite the lack of a face-to-face encounter with a respiratory therapist [22]. As highlighted in our qualitative interviews, participants were highly motivated to participate in our home spirometry program. However, as we noted in our prior work, participants often had urgent health issues that interfered with their participation in home spirometry, as we previously reported [22]. In addition, although we considered missed measurements as nonadherence, it is important to note that some of the observed nonadherence was also because of technical errors with data transmission. The mixed methods design, which combined longitudinal interviews with periodic follow-up contact by study staff, enabled us to identify these technical errors in a timely manner.

Many participants valued knowing their HS measurements as they provided insight into the rapidity of their disease progression. Implementation of immediate feedback could serve those participants who understood how to interpret spirometry data by providing positive feedback for engagement while easing frustrations for those who did not understand how to interpret spirometry data by explaining what these measurements mean in relation to their prior data. Participants who reported not being able to interpret their spirometry data suggested that more immediate feedback on daily measurements would be helpful in understanding progression. Our study did not implement the interpretation of pulmonary function tests in real time for patients, which could improve patients’ understanding of their lung function. Interestingly, despite the lack of immediate feedback, our prior work suggested that technical proficiency was maintained or even slightly improved over the duration of the study [22]. Participants used these to set personal FEV$_1$ goals and to self-monitor. They also felt that extrinsic motivators would improve adherence, for example, feedback from the study team that their lungs were doing well. Including extrinsic patient motivators in the design of HS, and other remote biometric monitoring platforms, may be an important feature for increasing engagement and adherence. Certain factors were found to hinder spirometer use, such as technical issues with charging and synchronization with cloud data. These barriers to use did not dissipate over time. Efforts to address these technical issues with charging and synchronization with cloud data. These barriers to use did not dissipate over time. Efforts to address these technical issues should be a priority for investigators and organizations that facilitate the implementation of HS. Negative experiences with new technology may undermine patients’ confidence, skill, and willingness to engage with systems such as HS [35].

Participants in our study reported high engagement in managing their own health and health care (as measured by PAM) with little variability, which limited our ability to study the
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relationship between patient activation and HS adherence. We found no relationship between age or gender and the use of HS, potentially suggesting that neither of these factors is a barrier to the implementation of HS. We did not directly measure participants’ experience with technology, and an additional investigation between comfort with technology use and HS adherence is warranted. However, the high level of acceptability of HS and patients’ willingness to overcome usability barriers (barring technical issues such as transmission failure) may reflect participants’ self-reported high levels of engagement. Patients with cancer have indicated a willingness to engage in remote monitoring when it potentially adds value to care [36,37].

Including end users in the technology development and modification process can enhance the potential for adoption and successful adherence to remote monitoring platforms. Participants in our study had suggestions for improving the experience of performing HS, including goal setting and feedback to ensure adherence of use. This type of feedback was not present in our study but easily implementable within the GoHome ecosystem in various forms, such as CareTexts directly to patients’ phones or tablets. Such a strategy may be useful to further reduce the burden of HS on the monitoring team [38], and others have found that implementing SMS text messaging into home spirometry programs may increase adherence [39]. We found that once participants were trained in spirometry, remote data monitoring was not time intensive, requiring approximately 20 minutes/patient every month [40]. Although our work provides evidence that trial participants viewed HS favorably, it remains to be seen whether this would also be true for patients in settings outside of tertiary care cancer centers. Notable differences include the possibility that HS may not be universally covered by payers, which may reduce enthusiasm for monitoring; that access to experts in pulmonary complications of AHCT may not be readily accessible; and that no data exist as to whether prompt interventions after pulmonary decline using real-world HS result in reductions in the incidence of BOS. In particular, the latter highlights the need for a randomized controlled trial comparing early interventions using HS to screen for impairment with the usual standard of care as it is possible that (1) early interventions do not reduce the rates of subsequent BOS and (2) that early interventions expose trial participants to unnecessary procedures, and thereby, unnecessary risks and costs. Therefore, despite positive patient perceptions toward HS, more definitive studies are necessary to prove that HS has a clinical role in detecting and treating BOS after AHCT.

Our study contributes to a growing body of research on remote patient monitoring in oncology. Notably, remote monitoring of electronic PROs, specifically cancer treatment–related symptoms, has been associated with improved quality of life and increased survival when providers intervene in response to worsening symptoms for the prevention of adverse downstream outcomes [41]. However, few studies in oncology have evaluated remote monitoring of biometric outcomes (eg, HS, temperature, blood pressure, weight, saturation of peripheral oxygen, and activity), with or without electronic PROs, using noninvasive digital technology [42]. In contrast, there has been greater progress in evaluating remote monitoring of biometric outcomes and PROs in respiratory, cardiovascular, and metabolic diseases and weight management [43]. Findings from studies in chronic conditions other than cancer are consistent with ours; namely, the data feedback loop wherein remotely captured patient data are enacted upon by providers is critical to affecting patient health outcomes [43]. Patient engagement with remote monitoring, as reflected in adherence to use, may be a critical limitation with regard to the accuracy and fidelity of the collected data [42]. Thus, addressing the technological barriers identified in this study that may affect adherence may optimize the value of remote monitoring.

**Strengths and Limitations**

A major strength of this study was the use of a longitudinal mixed methods design using the same participants in repeated one-on-one qualitative interviews at multiple time points. This enabled us to understand how the feasibility and acceptability of HS use evolved over time. To the best of our knowledge, this is the first study to evaluate HS using this approach and the first to evaluate HS in patients with AHCT. Another strength is the use of a theoretical model to guide data analysis, thus allowing the sense-making process to be explicit. Finally, to our knowledge, this is the first study to investigate in depth the patient experience of participating in an HS program.

The results of this study should be taken in light of certain limitations. Our study population was predominantly White and English speaking; therefore, our results must be interpreted in the context of the limited cultural and racial diversity of the study cohort and may limit external validity to more diverse patient populations. In particular, although study devices were provided to all participants regardless of background, including providing tablets to participants without a smartphone, it is possible that further barriers to participation existed among participants of color. Participants generally had high PAM scores, which reduced our ability to associate patient activation with other measurements. The higher PAM scores may suggest that patients who were less likely to have higher levels of engagement in self-care declined study participation, although we cannot confirm this. However, we did not interview or measure PAM scores in patients who did not enroll in this study; therefore, we cannot comment on whether our cohort’s perspectives are reflective of all recipients of AHCT. We did not directly measure technological or health literacy and, therefore, cannot ascertain whether patients with low technological literacy require more instruction or supervision early in the monitoring period to ensure future adherence. As we did not comprehensively analyze open-ended patient responses in real time, we were unable to suggest modifications to the commercial spirometer used in this study. Finally, study attrition limited our ability to perform longitudinal assessments completely.

**Conclusions**

In conclusion, we have established that patients found HS acceptable and easy to use. Simple technical and programmatic modifications were identified by the patients, which would improve the quality of HS implementation. Wider implementation of HS would benefit recipients of AHCT as well as other patients at risk for lung disease, particularly during crises such as the COVID-19 pandemic, where access to health
care may be limited for various reasons. Given the limited data on the feasibility and acceptability of remote patient monitoring in oncology, these findings offer support for future research aimed at integrating remote monitoring technology to improve patients’ experiences and outcomes during acute cancer care. Future work is necessary to determine the efficacy of HS performed in the real world as a means of detecting and treating BOS and other pulmonary complications of AHCT.
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Abstract

Background: Mobile health solutions aimed at monitoring tasks among people with diabetes mellitus (DM) have been broadly applied. However, virtual coaches (VCs), embedded or not in mobile health, are considered valuable means of improving patients’ health-related quality of life and ensuring adherence to self-care recommendations in diabetes management. Despite the growing need for effective, healthy coping digital interventions to support patients’ self-care and self-management, the design of psychological digital interventions that are acceptable, usable, and engaging for the target users still represents the main challenge, especially from a psychosocial perspective.

Objective: This study primarily aims to test VC interventions based on psychoeducational and counseling approaches to support and promote healthy coping behaviors in adults with DM. As a preliminary study, university students have participated in it and have played the standardized patients’ (SPs) role with the aim of improving the quality of the intervention protocol in terms of user acceptability, experience, and engagement. The accuracy of users’ role-playing is further analyzed.

Methods: This preliminary study is based on the Obesity-Related Behavioral Intervention Trial model, with a specific focus on its early phases. The healthy coping intervention protocol was initially designed together with a team of psychologists following the main guidelines and recommendations for psychoeducational interventions for healthy coping in the context of DM. The protocol was refined with the support of 3 experts in the design of behavioral intervention technologies for mental health and well-being, who role-played 3 SPs’ profiles receiving the virtual coaching intervention in a Wizard of Oz setting via WhatsApp. A refined version of the healthy coping protocol was then iteratively tested with a sample of 18 university students (mean age 23.61, SD 1.975 years) in a slightly different Wizard of Oz evaluation setting. Participants provided quantitative and qualitative postintervention feedback by reporting their experiences with the VC. Clustering techniques on the logged interactions and dialogs between the VC and users were collected and analyzed to identify additional refinements for future VC development.

Results: Both quantitative and qualitative analyses showed that the digital healthy coping intervention was perceived as supportive, motivating, and able to trigger self-reflection on coping strategies. Analyses of the logged dialogs showed that most of the participants accurately played the SPs’ profile assigned, confirming the validity and usefulness of this testing approach in preliminary assessments of behavioral digital interventions and protocols.

Conclusions: This study outlined an original approach to the early development and iterative testing of digital healthy coping interventions for type 2 DM. Indeed, the intervention was well-accepted and proved its effectiveness in the definition and refinement of the initial protocol and of the user experience with a VC before directly involving real patients in its subsequent use and testing.

(JMIR Form Res 2022;6(2):e27500) doi:10.2196/27500
**Virtual Coaches: Related Studies**

Virtual coaches (VCs) are generally computer programs that simulate conversations with people by mimicking a human being [2]. More specifically, VCs have mainly been deployed for coaching behavioral strategies. VCs are often developed within messaging apps, websites, or mobile phone apps, and they can interact using various methods, such as SMS text messages, images, audio tracks, and video clips [2]. VCs in the field of DM are mostly focused on the monitoring of blood glucose levels, diet, and physical activity, such as Wellthy, developed within a smartphone-based app [10]. Interestingly, a recent systematic review identified only 2 VCs that were specifically designed for the monitoring of healthy management of DM. One of the VCs was developed for diabetes diagnosis [11], whereas the other VC comprised a variety of chronic diseases, including DM but specifically focused on psoriasis [12]. Monitoring tasks are the most common features of VC approaches for DM [13]. For example, the My Diabetes Coach program is an app-based embodied conversational agent named Laura developed to support diabetes self-management in a home setting over 12 months. This app focuses on several modules, such as the monitoring of blood glucose levels, healthy eating, taking medication, physical activity, and the importance of foot care. This app further includes a scale for assessing the health-related quality of life [14]; however, the app is not addressed to the improvement of this outcome, and the construct of healthy coping has not been considered in the development of Laura. Given this, it is worth noting the relevance of developing a VC to support people with DM in their healthy coping. In this regard, a VC has been established for older adults with type 2 DM (T2DM), using the voice speech of Google Home, taking into account the construct of healthy coping [15]. Individuals can interact with the VC through this voice speech, which is able to initially screen depression symptoms using the Patient Health Questionnaire-9 [16], and then respond to them with personalized suggestions regarding the monitoring and maintenance of blood glucose levels. In general, VC approaches are still unable to handle the emotional needs of individuals with DM [17] as their main goal is to deliver digital interventions without creating a personalized interaction between the VC and the user. Indeed, the only personalized feedback based on people’s data is typically related to insulin dosage suggestions [18,19]. Furthermore, people with DM have certain expectations associated with app design, such as being engaging, incorporating activities recommended by the clinical guidelines (eg, AADE), and covering a broad range of content, including psychological and emotional support [20], by taking into consideration their motivational state of change, which is useful in delivering personalized psychological interventions (Transtheoretical Model of Change); therefore, more evidence is required. Most VCs are developed for smartphone-based apps rather than social media communication channels. In this latter case, for example, the use of Telegram, WhatsApp, or SMS text messaging [21] is widely used by the general population, and, indeed, people have already integrated them into their daily lives. On the other hand, mobile health (mHealth) apps present more issues, such as high dropout rates. For example, two-thirds of people who downloaded an mHealth app used it only once [22]. Indeed, the change of habitual behavior requires a person to invest a large amount of time and thus, benefit from this technology for a sufficient period to incorporate them into their daily lives [22]. Overall, the psychological support that VC approaches offer to the user still represents important challenges.
for VC solutions. More specifically, the design of psychological digital interventions that are acceptable, usable, and engaging for the target user still represents the main challenge. Finally, the comprehension of emotions, feelings, tone, irony, sarcasm, and therefore the interpretation of the intended user meaning has proved to be a pivotal challenge in the development of a VC [23].

The Design of VCs: The Wizard of Oz Methodology

The development of a robust, natural, and personalized VC is necessary to achieve a wide-ranging, conversion-specific protocol, which reflects the users’ needs and preferences in the intervention dialogs with the VC [24-28]. The typical approach is to collect primary stimuli from these resources, such as Wizard of Oz (WOZ), refine them with the users’ interactions, validate them with some experts in the field, and then repeat the procedure to reach a protocol of the intervention, which is as acceptable and as effective as possible [24-27,29,30]. Initially, the prototyped intervention should be sufficiently straightforward to ensure an easy evaluation of the user experience (UX) and its refinement to fulfill users’ needs [31]. Therefore, the WOZ methodology requires three fundamental elements: first, a script or protocol, which guides what should happen during the interaction; second, the presence of participants who play the role of the final user, thereby using the role-playing technique; and finally, a human operator, called Wizard, who will be the one to perform the virtual coaching tasks in a simulated scenario, whereas at the final stage, these tasks will be automated [32]. The WOZ method is a process that allows users to interact with a counterpart without knowing that the answers are generated by a human being (ie, also called human-controlled) rather than a computer. This deceit aims to let the users experience a greater freedom of expression [32].

A previous study that used the WOZ methodology for the design of a VC for stress detection among older adults showed how this method allows the development of a more natural dialog flow, as well as the importance of the users’ needs in designing the intervention [33]. Therefore, one can assume that a VC can offer a convenient, engaging way of providing psychological support to people anytime and anywhere.

The Design of VCs: Standardized Patients Approach

In designing a VC, the WOZ method assumes the presence of people who apply the role-playing technique, which can be combined with the standardized patient (SP) approach. SPs are actors trained to play the role of a patient, thereby simulating a problem in a clinically relevant and realistic way [31,34]. In particular, this approach is useful when an intervention is not yet mature, and thus, testing the protocol in different scenarios of simulation can be more useful and quicker than involving real patients, who are vulnerable user groups. The intention is not to use the representation of an SP to replace an actual encounter with a real patient but to supplement it in an integrative and standardized method [34,35].

To our knowledge, this is the first study that uses the WOZ and SP approaches in the early development of a VC for psychological support among people with DM. In this regard, the digital health technologies available in the literature, whose main aim is to support people in adopting and cultivating positive coping strategies, are still in their infancy. However, the progress of technology has allowed the opportunity for the development of automated support, such as VC approaches.

**Objective**

The main objective of this study is to develop VC interventions based on psychoeducational and counseling approaches to support and promote healthy coping behaviors in people with T2DM.

In particular, in the early development of VC, the specific objectives are as follows:

1. To develop an initial healthy coping intervention protocol for psychological digital interventions delivered by a VC to people with T2DM
2. To validate the conversational protocol with mental health and behavioral intervention technologies (BITs) experts
3. To test the prototype of VC and thus the intervention protocol with participants who play the role of an individual with T2DM through the use of the WOZ methodology
4. To adapt and refine the VC based on the results that emerge in this study regarding acceptability, usability, and UX
5. To assess user engagement and the accuracy of the users’ role-playing by means of clustering techniques applied to the logged conversations between WOZ and participants

The overall data will be useful in future work to convert the WOZ into a conversational agent developed with an automatic VC implemented on neural networks. The VC will be prepared for a proof-of-concept study with patients with DM [36] by making the dialogs as natural and effective as possible to future target users.

**Participant Recruitment**

Participants in the Define phase were selected for the development of the intervention protocol. The only criterion for eligibility was the presence of a team of psychologists.

Participants in the Refine phase were 3 experts in mental health and BITs.

Each team works at the Digital Health Lab, the Fondazione Bruno Kessler (Italy), and the Department of Developmental Psychology and Socialization of the University of Padova (Italy).

Participants in the Refine phase were 20 psychology students recruited from the University of Padova (Italy). Of the 20 students, 2 (10%) dropped out from the study; thus, the final sample comprised 18 (90%) psychology students (14/20, 78% women), with ages ranging from 19 to 28 (mean age 23.61, SD 1.975) years, who played each 1 out of the 6 SP roles assigned. The participants were randomly recruited by telematics means; that is, by email to the university students’ mailing list. The inclusion criteria for the study were (1) being a student in psychology, as they were expected to be better able to empathize with the characteristics, feelings, and needs of the SP profiles assigned and (2) being familiar with smartphones and the WhatsApp messaging channel.
Methods

Study Design

Overview

The design method of this study was 2-fold, and the architecture of the study design is shown in Figure 1.

First, we used the WOZ method, in which the users thought they were interacting with a VC but were interacting with a human being. This deceit allows the participants to express a language that is as natural as possible.

Second, we used the Obesity-Related Behavioral Interventions Trials (ORBIT) model as a guide for the development of this study. The ORBIT model has been developed for behavioral treatment to prevent or manage chronic diseases, such as DM [37,38]. Indeed, for this study, ORBIT allowed for guiding the development of healthy coping interventions by setting clear objectives for each phase of the model, thus enabling the revision of previous phases to improve the intervention in line with the new findings [37]. As an early development and validation study, we followed the first 3 phases of the ORBIT model, which are described in the following sections.

Figure 1. The study design architecture developed in this study. Rounded rectangles represent the architecture components or performed activities, whereas the ellipsis represents the input and output of each activity. SP: standardized patient; T2DM: type 2 diabetes mellitus; WOZ: Wizard of Oz; BIT: behavioral intervention technology; UX: user experience.
Phase 1: Discovery

Overview

As seen in Figure 1, the first phase of our study design was the development of the first draft of the intervention protocol. This process involved background research in behavioral and cognitive psychology, health psychology, the cornerstones of motivational interviewing, and the field of human-computer interaction, with a specific focus on the health care domain. A recent review reported that, in the overall studies, psychological support is underresourced and sometimes inadequate, thereby leading to poor health-related quality of life and decreasing the general well-being of people with DM [39]. Therefore, the main goal of this study was to develop an intervention protocol as part of the implementation of a VC (named Motibot, the abbreviation for Motivational bot) in a messaging system for psychological support to overcome the associated barriers of nonadherence in the context of DM. In this regard, a team of psychologists (team A) developed an intervention protocol based on counseling and psychoeducational approaches focusing on the healthy coping construct. This protocol comprised 2 sessions per week for an overall length of 6 weeks. At the beginning of each session, the VC delivers motivational and behavioral support to improve individuals’ motivation to change their behaviors by adopting healthy coping strategies to handle the struggle caused by diabetes-related psychological symptoms. More specifically, motivational interventions are based on dialogs aimed at increasing individuals’ awareness of their emotions and on the costs and benefits of adopting a healthy behavior, favoring their psychophysical well-being. Behavioral support is based on video clips or audio tracks inspired by positive psychology interventions and mindfulness practices. Mindfulness exercises are related to mindfulness-based cognitive therapy [40]. In this scenario, the support of VC to the user is not intended as a therapy but rather as psychoeducational support to reach, adopt, and cultivate healthy coping strategies for better diabetes management.

Phase 1a: Define

The Define phase represents the next step in our study design architecture. Here, the early development of the intervention protocol was performed by involving 3 mental health and BITs experts (team B), who knew who the WOZ was (from team A). These experts interacted with the WOZ by playing the role of 50% (3/6) developed SP profiles using the WhatsApp messaging channel. These 6 profiles were created in collaboration with a diabetologist of the Padova Hospital (Italy), and they represented the profiles of 3 (50%) typical male and 3 (50%) typical female patients with T2DM, which was suitable for every age (ie, youths, adults, and older adults) as they are the target users of the VC. Examples of SPs are shown in the Multimedia Appendix 1. The experts were consulted to define the intervention protocol regarding (1) the psychological approaches targeting DM, (2) the psychoeducational intervention, and (3) the UX assessment tools; indeed, an open-ended question was included to capture additional thematic content related to the UX. The team of experts defined and refined the intervention protocol following an iterative process, including recent scientific evidence based on cognitive behavioral interventions. Therefore, the intervention protocol (version 1) was defined for the next phase.

Phase 1b: Refine

In this phase, as a preliminary test, the WOZ delivered the intervention protocol to psychology students through the WhatsApp messaging channel. The intervention protocol was implemented for 6 weeks, with 2 sessions per week. This phase represents the initial pilot testing of the previously designed protocol. First, participants were asked to interpret and simulate an SP with T2DM by using the role-playing technique during the testing phase. Notably, 6 SP profiles were randomly assigned to the participants. Before starting the intervention, participants were told that they would interact with a VC. In fact, they interacted with a human being called WOZ (from team A). At the end of the second, fourth, and sixth weeks, users filled in the UX questionnaire, in which the items were adapted from the original UX questionnaire [40]. Qualitative data were further collected from the users’ answers to the open-ended question, “I’m asking you to express your opinions regarding your experience with me...” At the end of the present phase, the intervention protocol (version 2) was refined based on the users’ answers regarding their experience with the VC.

Finally, all the conversations between WOZ and users were saved, and subsequently, the data analysis stage allowed for processing of the intermediate results that emerged in the study (ie, to assess the user interaction statistics). This work will allow the training of a conversational agent to play the role of the simulated VC. An example of the interaction between the WOZ and a user is shown in Figure 2.
Measures

To accomplish the purposes of this study, we administered the following tools described in the following paragraphs.

The UX Questionnaire was developed from the original version of the UX Questionnaire [41] to make the bipolar adjectives in line with the goals of this study. In particular, it includes 26 adjectives, either positive or negative, to assess the experience of interacting with the VC. Each item was rated on a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). At the end of the questionnaire, an open-ended qualitative question was added and formulated as follows: “I’m asking you to express your opinions regarding your experience with me...” This latter question allows users to freely express their thoughts about their experiences with the VC. Textbox 1 shows the selection of items for this study.

The Mood Rating Scale was administered to support them in being aware of their emotions using the following question: “What are you feeling at this precise moment?” They were further asked to indicate the intensity of their emotions on a 5-point Likert scale, from 1 (low) to 5 (high).

Data collection and the relative timing during the 6-week intervention are reported in Textbox 2.
Textbox 1. Positive and negative items of the user experience questionnaire.

<table>
<thead>
<tr>
<th>Positive items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pleasant</td>
</tr>
<tr>
<td>Profound</td>
</tr>
<tr>
<td>Cordial</td>
</tr>
<tr>
<td>Comprehensible language</td>
</tr>
<tr>
<td>Empathetic</td>
</tr>
<tr>
<td>Attentive</td>
</tr>
<tr>
<td>Motivating</td>
</tr>
<tr>
<td>Encouraging</td>
</tr>
<tr>
<td>Supportive</td>
</tr>
<tr>
<td>Trustworthy</td>
</tr>
<tr>
<td>Flexible</td>
</tr>
<tr>
<td>Interesting</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Negative items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annoying</td>
</tr>
<tr>
<td>Not reliable</td>
</tr>
<tr>
<td>Unappealing</td>
</tr>
<tr>
<td>Unclear</td>
</tr>
<tr>
<td>Complicated</td>
</tr>
<tr>
<td>Not efficient</td>
</tr>
<tr>
<td>Too much information</td>
</tr>
<tr>
<td>Dissuading; not stimulating</td>
</tr>
<tr>
<td>Not engaging</td>
</tr>
<tr>
<td>Unpredictable</td>
</tr>
<tr>
<td>Not reflective</td>
</tr>
<tr>
<td>Conventional</td>
</tr>
<tr>
<td>Rigid</td>
</tr>
</tbody>
</table>

Textbox 2. Tools administered and their timing.

<table>
<thead>
<tr>
<th>User experience questionnaire</th>
</tr>
</thead>
<tbody>
<tr>
<td>At the end of the second, fourth, and sixth week</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mood Rating Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>At the beginning of each dialog session (2 per week) between the Wizard of Oz and the participants</td>
</tr>
</tbody>
</table>

Procedure
Over the 6 weeks of the study, participants were free to interact at any time with the WOZ, who was proactive in starting each session (typically at 10 AM). The UX questionnaire was developed in Google Forms, which was sent via a link through WhatsApp. The study procedure was conducted in compliance with the Declaration of Helsinki (Italian law 196/2003, European Union General Data Protection Regulation 679/2016) and was approved by the ethical committee (3518; April 1, 2020) for psychological research at the University of Padova (Italy). All participants signed and returned the informed consent document before participation and after revealing the WOZ identity at the end of the study.

Data Analyses
Statistical analyses were performed using R (version 64; R Foundation for Statistical Computing) [42], SPSS Statistics (version 24.0; IBM Corp) [43], and Python (version 3.6.6; Python Software Foundation) [44].
We used a mixed methods approach, which combines quantitative and qualitative analyses.

The Shapiro-Wilk test was performed to assess the normal distribution of the answers to the items related to the UX questionnaire.

Bartlett test was further conducted to evaluate homoscedasticity among the participants. The assumption of homoscedasticity, which means the same variance, is the main aspect of linear regression models [45]. Homoscedasticity explains a situation in which the error term (defined as the noise or random interference between the independent variables and the dependent variable) is equal across the overall values of the independent variables [46].

The first 2 objectives of this study (ie, the development of an intervention protocol for healthy coping in DM and its validation with mental health and BITs experts) were performed during the Discovery and Define phases, respectively. The third objective (ie, intervention protocol testing using the WOZ method among university students), which refers to the Refine phase, allowed us to further achieve a fourth objective: the evaluation of user acceptability, usability, and UX. Therefore, the statistical analyses performed to reach this goal were formulated as given in the following paragraphs.

The main descriptive statistics (ie, means and SDs) were conducted regarding the following:

1. Descriptive statistics were used for the number of utterances and their length (ie, the number of characters) expressed by both the VC (ie, WOZ) and users. Each utterance is a user’s sentence sent via WhatsApp. These utterances are provided as a text file by WhatsApp with the Save conversation function. Each line of this file contains an utterance, its time stamp, and the name of the relative user. These descriptive statistics are necessary to highlight the differences between the VC and user messages to further understand whether the VC is too informative or too demanding from users. The users’ response time (evaluated in minutes) was also assessed to understand the acceptability of the VC intervention.

2. The item response distributions among the 26 items of the UX questionnaire were performed to understand the users’ experience with the VC every fortnight (ie, second, fourth, and sixth weeks).

A series of 1-way repeated measures analysis of variance was conducted to explore whether there were significant differences in each item’s means of the UX questionnaire every fortnight (ie, second, fourth, and sixth weeks). The significance level $\alpha=.05$ was Bonferroni corrected to $\alpha=.0025$.

Qualitative analyses were conducted by referring to the analysis of the user’s immediate feedback on their experience with the VC, collected at the end of the UX questionnaire. Qualitative contents were analyzed using the thematic analysis method developed by Braun and Clarke [47], thereby following their 6 phases. The approach is inductive and experiential in its orientations and is essential in its theoretical framework. First, the authors read and reread the users’ answers to become familiar with the data and thus identify potential themes. Second, 2 authors (ie, GB and SS) analyzed and coded the thematic content, identifying labels for each theme relevant to the aim of this study. Third, the analysis conducted by the aforementioned authors allowed the searching of themes regarding the users’ quotes, which was consistent with the scope of this study. Fourth and fifth, the authors (GB and SS) proceeded with the quality checking of themes related to the coded data and the entire data set. Finally, they reviewed the qualitative responses to be included in the final report.

On the other hand, the statistical analyses performed to reach the fifth and, thus, the last objective, namely the assessment of users’ engagement and the accuracy of the users’ role-playing, were formulated as given in the following paragraphs.

The Augmented Dickey-Fuller test was used to check whether the length (ie, the number of characters) of the users’ answers or utterances and their response times presented a trend according to the dialog steps. If the trend was not detected, users were reasonably engaged in conversations with the VC. A decreasing trend in the length of the users’ answers or an increasing trend in response times can be interpreted as a signal of disengagement.

Clustering techniques (ie, unsupervised learning based on the K-means algorithm) were used to assess the accuracy of the users’ role-playing. Here, K-means is applied to vectors of real numbers gathered from the embedding of user utterances. Sentence embeddings are natural language processing techniques that can map natural language sentences or utterances into vectors of real numbers to preserve their semantic distance. Therefore, if 2 user utterances have a similar meaning, the Euclidean distance of the corresponding embedding vectors will be very low. The embeddings are computed with the Italian version of an off-the-shelf trained neural network called the universal sentence encoder [46]. This neural network is state of the art in sentence embedding. The results are based on the Fowlkes-Mallows Index (FMI), in which higher values indicate greater similarity between the computed clusters and the true assignment users—SPs. A great similarity means that users’ utterances are in line with the given SP; that is, they correctly performed the role-playing. Therefore, the harvested dialogs can be automatically clustered according to their role, and consequently, they represent a good starting point for training a VC based on neural networks.

Results

Overall, the users’ answers showed a nonnormal distribution. There were no missing data, and every participant answered all the questions presented in the UX questionnaire.

Descriptive Analyses

VC and Users: Utterances and Response Time

Table 1 shows the number of VC and user utterances along with the number of characters per utterance and the users’ response time for each of the 18 dialogs.

With regard to the number of utterances, the VC expresses twice as many utterances compared with that of the users, as shown
by the means and 50%. In addition, the length of the VC messages (ie, number of characters per utterance) was more than double that of the users. This is aligned with the original intention of co-designing a virtual coaching intervention for healthy coping. In particular, these findings are in line with the role of the VC, which is proactive and guides the user in self-reflecting upon their emotions to learn how to adopt healthy coping strategies in dealing with negative thoughts and feelings.

Regarding the users’ response time, half of the users answered on average within 15 minutes, whereas some users only answered within 2.33 minutes and others within 81 minutes. These results indicate a good acceptance of the VC intervention and commitment in the study, which is also confirmed by the low number of dropouts from the study (ie, 2/20, 10% users).

Table 1. Descriptive analyses of the utterances and response times within the dialogs.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Number of VC utterances</th>
<th>Number of users’ utterances</th>
<th>Number of VC characters per utterance</th>
<th>Number of users’ characters per utterance</th>
<th>Users’ response time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values, mean (SD)</td>
<td>244.39 (19.05)</td>
<td>122.5 (17.7)</td>
<td>86.23 (3.14)</td>
<td>27.98 (9.7)</td>
<td>27.57 (27.20)</td>
</tr>
<tr>
<td>Values, minimum</td>
<td>219</td>
<td>95</td>
<td>79.91</td>
<td>13.06</td>
<td>2.23</td>
</tr>
<tr>
<td>25th percentile</td>
<td>231.25</td>
<td>111.5</td>
<td>84.4</td>
<td>18.9</td>
<td>5.24</td>
</tr>
<tr>
<td>50th percentile</td>
<td>240</td>
<td>120.5</td>
<td>85.96</td>
<td>30.31</td>
<td>15.45</td>
</tr>
<tr>
<td>75th percentile</td>
<td>257.25</td>
<td>130</td>
<td>87.74</td>
<td>35.45</td>
<td>48.28</td>
</tr>
<tr>
<td>Values, maximum</td>
<td>283</td>
<td>174</td>
<td>93.61</td>
<td>41.55</td>
<td>81.55</td>
</tr>
</tbody>
</table>

*aVC: virtual coach.

UX Questionnaire: Positive Item Response Distributions

As displayed in Figure 3, overall, the positive items from the UX assessment showed a mean ≥3 on a 5-point Likert scale (mean 4.02, SD 0.72). In particular, the items comprehensible language, motivating, encouraging, and supportive slightly increased every fortnight week (second, fourth, and sixth week). The precise means and SDs are reported in Multimedia Appendix 2 (Table S1).

Figure 3. Plot of the positive items every fortnight week (second, fourth, and sixth week). Square dots and error bars correspond to means and SDs, respectively (N=18).
**UX Questionnaire: Negative Item Response Distributions**

Overall, the mean of the negative items of the UX questionnaire was in the expected direction (mean 1.92, SD 0.81), whereby all the items decreased with the progress of the intervention, as shown in Figure 4. Of particular note is the item *not reflective*, which decreases in week 6 compared with weeks 2 and 4. Moreover, the item *unpredictable* had a decreasing trend over the fortnight weeks, whereas the item *conventional* increased. Finally, the item *rigid* slightly increased in week 4 and slightly decreased in week 6. Again, the precise means and SDs are reported in Multimedia Appendix 2 (Table S2).

**Figure 4.** Plot of the negative items every fortnight week (second, fourth, and sixth week). Square dots and error bars correspond to means and SDs, respectively (N=18).

---

**Analysis of Variance Repeated Measure: Differences in the UX Answers**

A series of 1-way repeated measure analysis of variance with Bonferroni corrections were performed to compare items of the UX questionnaire on the second, fourth, and sixth week. The results showed no significant differences between the variables. The only significant differences were found for 2 negative items, *not efficient* ($F_{1,652}=3.752; P=.03$) and *too much information* ($F_{1,906}=3.974; P=.03$), in which their means decreased during the fortnight week. These differences were detected as significant by post hoc tests.

**UX From a Qualitative Perspective**

Table 2 shows the qualitative data gathered from participants’ free text answers to the UX questionnaire, sent at the end of the second, fourth, and sixth weeks. This process allowed us to better understand their interaction with the VC and thus their UX. Two main categories were identified by two judges (GB and SS), resulting in (1) *insight themes* comprising the subcategories of *pleasant*, *natural*, *supportive*, *stimulating*, and *self-reflective* and (2) *challenge themes* comprising the subcategories of *repetitiveness* and *restrictive*.
Table 2. Users’ quotes to the open-ended question provided at the end of the user experience questionnaire for each week (second, fourth, and sixth week).

<table>
<thead>
<tr>
<th>Challenges</th>
<th>Week 2</th>
<th>Insight themes</th>
<th>Challenge themes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-reflective</td>
<td>“I think it is a pleasant and useful reminder to think about your mood and emotional aspects.” [Participant 3]</td>
<td>—</td>
<td>a</td>
</tr>
<tr>
<td>Stimulating</td>
<td>“I find the experience stimulating.” [Participant 4]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Supportive</td>
<td>“I find this new approach very interesting because without being intrusive, it enables you to have the right support during the day and proposes stimulating activities.” [Participant 7]</td>
<td>Natural</td>
<td></td>
</tr>
<tr>
<td>Natural</td>
<td>“The messages stimulate a lot of self-reflection in the present moment. The responses to the messages seem very much in line with what I wrote.” [Participant 14]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Pleasant</td>
<td>“I am enjoying the interaction. It is not too forced and often the exchange is pleasant.” [Participant 7]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Stimulating</td>
<td>“I found it to make very stimulating proposals and always try to stimulate a person even when they are not so inclined to undertake a certain activity.” [Participant 9]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Repetitiveness</td>
<td>“Interesting but sometimes a little repetitive in the advice and suggestions.” [Participant 10]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Natural</td>
<td>“It seems to respond adequately to my answers. When I answer more articulately its answer is often in line with what I wrote.” [Participant 14]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Supportive</td>
<td>“I think this is a good way to support. If you follow the suggestions consistently, I think it can be very helpful.” [Participant 15]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Restrictive</td>
<td>“Motibot offers many interesting and not trivial ideas on how to cultivate your well-being. I think it can be very useful, especially for those who do not know this area. Moreover, beyond the content of the messages, I think that having a regular appointment during which you have to stop for 10/15 minutes and think, can have many positive implications. The only criticism, which comes to my mind, and which is perhaps intrinsically linked to the origin of Motibot, is that its ‘sensitivity’ to the answers of the writer could be improved because sometimes one gets the impression that it has not ‘understood.’ Despite this, however, since it is a virtual entity, I believe that it performs its function correctly.” [Participant 1]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Self-reflective</td>
<td>“This path with Motibot has been very positive and useful to take an optimistic, comprehensive, and effective perspective; besides listening to me more, managing my emotions better and taking care of myself as well as others. As a result, I understood how to achieve greater well-being, paying attention to the present moment, and getting in tune with the world.” [Participant 6]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Repetitiveness</td>
<td>“I found the proposed activities very interesting and useful to practice; I think it is good support as it can motivate and encourage. Maybe sometimes I found some proposals and related explanations a bit repetitive among them, but overall, the interaction was very pleasant.” [Participant 10]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Stimulating</td>
<td>“It was very stimulating.” [Participant 12]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Natural</td>
<td>“This bot can help, and support people diagnosed with diabetes. The answers are very much in line with what I wrote. If you write a long and articulate message, the bot will understand if that message is positive or negative and will respond accordingly. Only a few times, it happened that the answers seemed a little out of place. The exercises that are proposed to you are easy to understand and do not require too much time. In my opinion, this allows the person not to interrupt the path, and to follow the advice without too many problems in their working day and not.” [Participant 14]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Supportive</td>
<td>“It was a positive experience, gradually I felt more and more involved and motivated to listen to the tracks and the proactive suggestions.” [Participant 17]</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 displays the results of the Augmented Dickey-Fuller tests for each user. A very low test statistic indicates that the average number of users’ characters of their utterances (ie, second column) or their response times (ie, fourth column) does not change significantly according to the dialog steps. Users did not tend to give shorter utterances and their response times did not increase, thereby demonstrating that the engagement of the users remained stable. These findings show that all users, except 1, engaged in interaction with the VC.

Regarding the average number of characters per user utterance, the test presents a low statistic for all users, except for user 14. This later showed a lower critical value of −3.49 at 1%; indeed,
this user wrote longer sentences in the last utterances with the VC, thereby assuming a higher engagement with it.

With regard to the average response time per user, the test has good results for all users, except for users 5, 11, and 15 (critical value of −3.5% at 1% for all). During the last interactions with the VC, users 11 and 15 received longer behavioral interventions (ie, audio tracks and video clips), which required more time to understand the content and, consequently, to react to it. Therefore, even if these cases present a slight increasing trend in response time, they cannot be properly addressed as disengagement. Indeed, in these cases, users may need more time to reflect and answer the VC. In addition, their test statistics were quite close to the critical value, and the $P$ value was <.05. At the end of the study, user 5 replied with a longer time, remaining as the one who presented a longer response time. This trend can be easily verified by inspecting the plot of the time series of the response times, as shown in Figure 5. Notably, the increasing trend starts from the central part of the dialog. Therefore, all users, except 1, tended to be engaged in answering with a nonincreasing response time. The intent was not to have a quick response time but to explore whether there was a response time with a nonincreasing trend.

Table 3. The statistical test and corresponding $P$ values for the Augmented Dickey-Fuller test regarding the average number of characters and the average response time per user.

<table>
<thead>
<tr>
<th>User</th>
<th>Number characters, mean Test statistics</th>
<th>$P$ value</th>
<th>Response time, mean Test statistics</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−8.63</td>
<td>5.96×10^{-14}</td>
<td>−9.55</td>
<td>2.65×10^{-16}</td>
</tr>
<tr>
<td>2</td>
<td>−9.42</td>
<td>5.57×10^{-16}</td>
<td>−10.22</td>
<td>5.30×10^{-18}</td>
</tr>
<tr>
<td>3</td>
<td>−10.12</td>
<td>9.68×10^{-18}</td>
<td>−9.57</td>
<td>2.25×10^{-16}</td>
</tr>
<tr>
<td>4</td>
<td>−9.44</td>
<td>4.89×10^{-16}</td>
<td>−11.04</td>
<td>5.50×10^{-20}</td>
</tr>
<tr>
<td>5</td>
<td>−8.97</td>
<td>7.85×10^{-15}</td>
<td>−1.94</td>
<td>.31</td>
</tr>
<tr>
<td>6</td>
<td>−11.18</td>
<td>2.52×10^{-20}</td>
<td>−10.8</td>
<td>2.01×10^{-19}</td>
</tr>
<tr>
<td>7</td>
<td>−11.66</td>
<td>1.89×10^{-21}</td>
<td>−10.77</td>
<td>2.40×10^{-19}</td>
</tr>
<tr>
<td>8</td>
<td>−10.22</td>
<td>5.35×10^{-18}</td>
<td>−11.63</td>
<td>2.23E−21</td>
</tr>
<tr>
<td>9</td>
<td>−10.31</td>
<td>3.22×10^{-18}</td>
<td>−10.28</td>
<td>3.78E−18</td>
</tr>
<tr>
<td>10</td>
<td>−9.81</td>
<td>5.68×10^{-17}</td>
<td>−12.33</td>
<td>6.40E−23</td>
</tr>
<tr>
<td>11</td>
<td>−10.6</td>
<td>6.26×10^{-19}</td>
<td>−3.36</td>
<td>.01</td>
</tr>
<tr>
<td>12</td>
<td>−6.77</td>
<td>2.71×10^{-09}</td>
<td>−9.49</td>
<td>3.59×10^{-16}</td>
</tr>
<tr>
<td>13</td>
<td>−7.12</td>
<td>3.84×10^{-10}</td>
<td>−12.1</td>
<td>1.99×10^{-22}</td>
</tr>
<tr>
<td>14</td>
<td>−3.24</td>
<td>.02</td>
<td>−10.88</td>
<td>1.30×10^{-19}</td>
</tr>
<tr>
<td>15</td>
<td>−5.76</td>
<td>5.63×10^{-07}</td>
<td>−3.36</td>
<td>.01</td>
</tr>
<tr>
<td>16</td>
<td>−5.55</td>
<td>1.64×10^{-06}</td>
<td>−10.07</td>
<td>1.30×10^{-17}</td>
</tr>
<tr>
<td>17</td>
<td>−9.82</td>
<td>5.36×10^{-17}</td>
<td>−10.5</td>
<td>1.07×10^{-18}</td>
</tr>
<tr>
<td>18</td>
<td>−5.65</td>
<td>9.98×10^{-07}</td>
<td>−9.73</td>
<td>9.18×10^{-17}</td>
</tr>
</tbody>
</table>
Clustering Techniques: Assessing the Accuracy of Users’ Role-playing

Table 4 shows the cluster results obtained using the K-means algorithm. The second column shows the true user role ID assignment, hereafter referred to as the gold standard. The third column shows the clustering run by the algorithm. The names of the SP profiles were removed from the dialogs to avoid biases in the neural network performing the embedding. According to Table 4, all users who played role A were clustered, except for user 0. The same holds for role user 4. Users who played role C were split, and user 7 was clustered with user 6, who played a different role. Users who played role E were grouped correctly. FMI is defined as higher values indicating better performance. In this study, FMI=0.32 indicated quite low performance. However, if we remove the users who played the SP of Mirta (Mirta is a woman aged 70 years with T2DM; see the whole description in the Multimedia Appendix 1), we thereby obtain an FMI of 0.72, which indicates a high similarity between the cluster and gold standard. These results confirm that the users who role-played Mirta’s profile did not play that profile accurately. On the other hand, the remaining users played their roles satisfactorily.

Table 4. The K-mean results (third column) compared with the true role assignment (second column) for each user in the first column.

<table>
<thead>
<tr>
<th>User ID</th>
<th>Gold standard role ID (name)</th>
<th>Predicted role ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>A (Alessandra)</td>
<td>cluster_0</td>
</tr>
<tr>
<td>1</td>
<td>A (Alessandra)</td>
<td>cluster_1</td>
</tr>
<tr>
<td>2</td>
<td>A (Alessandra)</td>
<td>cluster_1</td>
</tr>
<tr>
<td>3</td>
<td>A (Alessandra)</td>
<td>cluster_1</td>
</tr>
<tr>
<td>4</td>
<td>B (Alessandra)</td>
<td>cluster_2</td>
</tr>
<tr>
<td>5</td>
<td>C (Federico)</td>
<td>cluster_3</td>
</tr>
<tr>
<td>6</td>
<td>C (Federico)</td>
<td>cluster_4</td>
</tr>
<tr>
<td>7</td>
<td>D (Federico)</td>
<td>cluster_4</td>
</tr>
<tr>
<td>13</td>
<td>E (Simona)</td>
<td>cluster_3</td>
</tr>
<tr>
<td>14</td>
<td>E (Simona)</td>
<td>cluster_3</td>
</tr>
<tr>
<td>15</td>
<td>E (Simona)</td>
<td>cluster_3</td>
</tr>
<tr>
<td>16</td>
<td>E (Simona)</td>
<td>cluster_3</td>
</tr>
<tr>
<td>17</td>
<td>E (Simona)</td>
<td>cluster_3</td>
</tr>
</tbody>
</table>
Discussion

Overview

To date, many studies have developed behavioral interventions among adults with T2DM, mainly concentrating on the monitoring of their diet, physical activity, and blood glucose levels. In addition, the literature has proliferated, with studies emphasizing the extent to which psychosocial symptoms such as anxiety, stress, depression, and diabetes-related emotional distress directly affect diabetes management and glycemic levels [48]. These studies suggest the importance of including these symptoms in the development of interventions among people with DM [48]. Moreover, technology has opened up the potential for new types of interventions, such as mHealth solutions or VC approaches. Bearing all these aspects in mind, there is a need for more effective and accessible technology-based interventions, such as those delivered through VCs, to improve the self-care and self-management of people with DM. Moreover, the development of a robust, natural, and personalized VC is required to support the psychological needs and coping skills of people with T2DM to ensure adherence to clinical recommendations and motivate them to achieve and adopt healthy coping strategies when they experience symptoms of stress, anxiety, and/or depression.

Early Development, Acceptability, and UX

With regard to the first 4 aims, this study showed how an intervention protocol for healthy coping in the context of T2DM was formalized using both the recommendations of 3 mental health and BITs experts and the results of this study. This pilot study, as a preliminary test, highlighted how the ratio between the number of VC utterances and the number of user utterances provided us important feedback regarding the VC capability of allowing self-reflection. Indeed, a ratio close to one indicates an underinformative VC and, therefore, a low self-reflection role, whereas a high ratio indicates an overinformative VC, resulting in undue stress for the users. The simulated VC presented a length of dialogs twice as long as the user’s answers, which is in line with the design of the proactive VC-driven intervention. Indeed, the VC aims to trigger users’ self-reflection on their emotions by teaching them healthy coping strategies, such as mindfulness exercises for better coping with chronic diseases. Furthermore, the VC relies on the Mood Rating Scale, in which users can reflect on and express what they feel every day and, subsequently, be aware of their emotions. On the other hand, the current VC intervention does not require too much text input and information from users, with a low mean of 27.98 (reported in Table 1) regarding the number of VC utterances and number of characters, which refer to the users’ conversation, and the possible responses were also added to dialogs to increase motivation to adopt healthy coping strategies to the intervention protocol, such as the following:

- “How can I improve my motivation?”
- “Aren’t you going to send me a video or a recording today?”
- “What did you mean with gratitude?”
- “What did you mean with gratitude?”
- “Why do I feel this way?”
- “How can I improve my motivation?”

These results highlight a decrease, thereby demonstrating that the VC presents appropriate support to the user without being too intrusive or sending too much information. These latter results are in line with the statistical analyses conducted on the number of utterances and number of characters, which refer to the users’ dialogs with the VC.

Users’ Quotes

Qualitative analyses well-confirm the aforementioned quantitative results of this study, showing a correspondence between the items of the UX questionnaire and the themes that emerged from the users’ responses to the open-ended question, adding other important considerations. There are several lessons learned, starting from the users’ open-ended answers to the UX questionnaire to the feedback gathered from the interaction between the VC and users. The users’ responses to UX allowed an in-depth understanding of the users’ perception regarding the interaction with the VC. Therefore, the VC was found to be supportive, allowing a certain level of self-reflection on the participants’ own emotions, and natural and pleasant in its dialogic interaction. It was also found to be a little restrictive in its interaction and sometimes repetitive in its suggestions but good at stimulating thinking and supporting the use of new coping strategies. On the basis of these results, several refinements of the intervention protocol were conducted. With regard to motivational content, in addition to dialogs to increase motivation to adopt healthy coping strategies, we also included exercises that allow people to adopt a positive attitude toward diabetes management. An example of a simple and short exercise is thinking about a positive episode, describing it, and expressing the associated emotion. The motivational content of the third week was also changed by focusing on mindfulness to aspects related to the quality of sleep among adults with DM from a psychological perspective. Moreover, the frequently asked questions, collected from the users’ conversation, and the possible responses were also added to the intervention protocol, such as the following:

- “What did you mean with gratitude?”
- “Aren’t you going to send me a video or a recording today?”
- “How can I improve my motivation?”

Furthermore, the average of the positive items was above the median value of 3, and the negative items were under the median of 3. These results suggest that the perception of VC is positive, and it is going in a promising direction. Moreover, of particular interest are the items motivating, encouraging, and supportive, which moderately increased during the 6 weeks, thereby showing a positive and engaging interaction of users with the VC. With regard to the negative items, not reflective and unpredictable decreased in week 6 compared with weeks 2 and 4, showing that the simulated VC was perceived as thoughtful and predictable as every fortnight week progressed. The item conventional increased, indicating that users understood the direction of the dialogs delivered by the VC and felt more confident and secure in interacting with it. Finally, the interaction seemed to become slightly more rigid, which may be because of the setup of the intervention protocol. Only the items regarding not efficient and too much information showed a significant difference, in which their means highlighted a decrease, thereby demonstrating that the VC presents appropriate support to the user without being too intrusive or sending too much information. These latter results are in line with the statistical analyses conducted on the number of utterances and number of characters, which refer to the users’ dialogs with the VC.
User Engagement and the Accuracy of the Role-playing Technique

With regard to the last aim, which was to evaluate the users’ engagement with the VC and the accuracy of their role-playing technique, some interesting results emerged.

All users, except 1, were actively engaged with the VC: they did not shorten their answers to the VC or increase response times as a result of a repetitive or uninteresting interaction. These results confirmed a stable and positive engagement level with the VC intervention. Moreover, the clustering algorithm demonstrated that most users played the assigned role accurately, interpreting the role effectively, even when personalizing it. This is also confirmed by the fact that they did not use the same words for the same role. The clustering analysis showed that the role-playing technique was performed accurately in most cases; indeed, high accuracy emerged in clustering users according to their roles. For instance, Cohen et al [49] found that the SP approach represents the most effective method for primary care physicians and reduces the proportion of patients with uncontrolled asthma by 27%, thereby improving their self-management. Regarding the SP approach, findings that emerged in this study showed that users found difficulties in interpreting Mirta’s role. This result may be because of age differences between the SP and users. Indeed, as previously mentioned, Mirta was a woman aged 70 years, and, on the other hand, users presented a mean age of 23.61 years. Therefore, they could have encountered some physiological difficulties in interpreting that role; indeed, none of them played the role accurately. When the dialogs collected are grouped into roles, these dialog clusters further represent an initial data set for training a VC based on neural networks, meaning that they are able to respond to users more adaptively over the intervention. To this extent, the promising results that are presented here regarding the neural networks in the clustering analysis suggest that these algorithms can discriminate between the different SP roles. Therefore, they can potentially respond to personalized interventions according to the specific SP profiles. The results of this study highlighted how the use of the WOZ and SP approaches, combined with the role-playing technique, can prove useful in the early validation of VCs for patients with chronic diseases.

Limitations and Strengths

Pilot testing was performed among university students instead of real patients with DM; however, this choice was considered appropriate. This choice was guided by the need to improve the intervention protocol from the UX perspective without compromising their well-being. The adoption of the WOZ and SP approaches allowed us to iteratively refine our intervention before presenting it to real patients for larger testing in the field. This process allows the collection of several interesting insights from users, which is useful for developing future versions of the VC prototype. This perspective is also in line with the approach recommended by the ORBIT model (in particular for phases 1a and 1b) to implement increasingly more effective interventions with the involvement of relevant stakeholders in the design process. Finally, the use of clustering techniques to assess the accuracy of users’ role-playing represents one of the more innovative contributions of this study.

Conclusions

The preliminary results of this study are promising, and the tested VC intervention was well-accepted. Indeed, most users found the VC useful for better coping with emotions and negative thoughts related to the burden of managing DM. Users further showed a good acceptance level for the VC intervention, especially for self-reflection on their emotions. The use of the WOZ and SP approaches allowed effective and rapid refinement of the intervention protocol. The overall results provide the opportunity to train an algorithm to replace the real coach as the training data quality has been checked, which shows that it is possible to capture the mean stream behaviors of each role. This training will refer to phase 2 of the ORBIT model, which is a proof-of-concept study. This study will include real patients with DM to evaluate the efficacy of the psychoeducational intervention, which will be delivered via the Telegram messaging channel [36,37]. The VC will assess symptoms of anxiety, stress, depression, health-related quality of life, and diabetes-related emotional distress at preintervention, postintervention, and follow-up to measure the intervention’s efficacy. UX and user engagement will be further assessed. Thus, the ambition of the VC in its new version is to leverage the relevant patients’ profiles to personalize content and dialogs delivered and achieve a more effective and higher-quality intervention.
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Multimedia Appendix 1

Examples of standardized patient case scenarios for every age (ie, youths, adults, and older adults).

[DOCX File, 29 KB - formative_v6i2e27500_app1.docx]

Multimedia Appendix 2

Means and SDs of the positive and negative items every fortnight week (second, fourth, and sixth week; N=18).
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Abstract

Background: The use of mobile technology or smartphones has grown exponentially in the United States, allowing more individuals than ever internet access. This access has been especially critical to households earning less than US $30,000, the majority of whom indicate that smartphones are their main source of internet access. The increasing ubiquity of smartphones and virtual care promises to offset some of the health disparities that cut through the United States. However, disparities cannot be addressed if the medical information offered though smartphones is not accessible or reliable.

Objective: This study seeks to create a framework to review the strengths and weaknesses of mobile Health (mHealth) apps for diverse, low-income populations.

Methods: Focusing on smoking cessation, diabetes management, and medication adherence as models of disease management, we describe the process for selecting, evaluating, and obtaining patient feedback on mHealth apps.

Results: The top 2 scoring apps in each category were QuitNow! and Smoke Free-Quit Smoking Now for smoking cessation, Glucosio and MyNetDiary for diabetes management, and Medisafe and MyMeds for medication adherence.

Conclusions: We believe that this framework will prove useful for future mHealth app development, and clinicians and patient advisory groups in connecting culturally, educationally, and socioeconomically appropriate mHealth apps with low-income, diverse communities and thus work to bridge health disparities.

\textsuperscript{JMIR Form Res 2022;6(2):e29922} doi:10.2196/29922
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mobile health application; apps; mobile health; diverse; low-income; mHealth; framework; chronic disease; condition; smoking cessation; diabetes; medication adherence; safety net hospital; personal; self-management; usability test

Introduction

The use of mobile technology has grown exponentially in the United States, and the COVID-19 pandemic both enforced the need for internet connectivity and laid bare disparities in access. Currently, up to 97% of Americans own a cell phone, including 97% of those with a household income under US $30,000 \cite{1}. However, 27% of households earning under US $30,000 rely on smartphones for internet access, compared to only 6% of households earning greater than US $100,000 \cite{2}. During the
COVID-19 pandemic, 43% of individuals used their cell phones to manage mental health and well-being, 41% to access health care, and 40% to keep fit and exercise [3]. While there still remains a large socioeconomic digital divide, the increasing ownership of ever-evolving smartphones and their functionality may partially offset this disparity [4,5].

The mobile health (mHealth) app market has flourished as consumers, health technology companies, and biomedical researchers have recognized mobile apps as a potential vehicle to lower barriers to accessing preventive medicine and promoting healthy behaviors. This extends to lower-income populations as well [6]. Currently, there is a total of 48,608 mHealth apps available for download in the Apple App Store [7]. The mHealth app industry is forecasted to be worth US $151 billion by 2025 [8,9]. However, little is known about efficacy of these apps, particularly across diverse consumer (and patient) populations.

The COVID-19 pandemic has illuminated the long prevalent health disparities among lower-income populations who experience higher rates of chronic disease such as diabetes and hypertension [10]. Mobile apps could, in theory, address some of these disparities. Indeed, mobile health apps have been proven, in many instances, to impact lifestyle changes and health outcomes positively [11,12]. There are available mobile health apps that promote healthy behaviors (such as exercise or smoking cessation) and support chronic disease management (such as monitoring blood sugar levels and enhancing medication adherence). Patients in diverse, low-income communities have shown more interest than white, high-income communities in the use of mHealth apps, particularly for chronic disease and overall health management [13-15]. This presents an area of opportunity for software developers and health care providers to reduce health inequities. However, the vast majority of mHealth apps do not cater to the needs of lower-income populations, as they have been shown to be difficult to navigate for individuals who may have limited health, digital, or written literacy [11,16-20]. Additionally, there is no universally accepted framework to assess the functionality and usability of mHealth apps, which may further disproportionately impact diverse, low-income populations [6,12].

This study seeks to create a framework for the evaluation of mHealth apps’ accessibility for diverse, low-income populations. We developed and tested a rubric (a guide listing specific criteria for grading or scoring) of domains (features of mHealth apps with a common purpose) to measure the functionality and usability of several mHealth apps for patients of an urban safety net institution. Focusing on smoking cessation, diabetes management, and medication adherence as models of disease management, we describe the process of selection of domains of mHealth apps, development of the rubric, and scoring of various mHealth apps. We envision that this framework will prove useful for clinicians, care teams, patient advisory groups, and developers (who seek to design apps with equitable reach and greater impact on health outcomes) in connecting culturally, educationally, and socioeconomically appropriate mHealth apps with communities historically overlooked by this rapidly evolving area of health care.

### Methods

#### Domain Selection

In June 2018, we searched web-based databases (PubMed and Embase) to identify articles related to the evaluation of the usability of mobile apps for health and wellness. Studies from this literature review were assessed to create a list of domains for rating mHealth apps relevant to diverse, low-income populations. Search criteria included “smartphone application underserved community,” “usability of commercially available applications for diverse patients,” “mHealth apps usability testing underserved,” “mhealth app underserved,” “mobile health phone applications for diverse populations,” on PubMed and “mobile application/exp OR ‘mobile application’ OR ‘mobile phone’/exp OR ‘mobile phone,’” “‘mHealth under-served’ OR ((‘mhealth’/exp OR mhealth) AND unders-erved)” on Embase.

An extensive literature review indicated important domains of mHealth apps for our target population, including the following: language, literacy, graphics, multimedia, usability, patient-centeredness, data entry mode, data exportability, cost, evidence based content, platform, extent to which the platform was up to date, connectivity, Americans with Disabilities Act (ADA) accessibility, privacy, social network, cultural sensitivity (incorporating diversity in language, graphics, and data), messaging or reminder capability, and benchmarking (comparing a user’s performance to the performance of others on the app). These domains were grouped into larger categories, including the following: Usability (graphics, multimedia, usability, and ADA accessibility), Population focus (language, literacy, patient-centeredness, cost, social network, cultural sensitivity, benchmarking, and messaging or reminder capability), Technology (data entry mode, data exportability, platform, connectivity requirement, and privacy), and Clinical Impact (evidence-based content and extent to which the platform was up to date).

Each domain was then weighted in terms of importance to the target population by independent coders (RGM, KGB, and JM). These coders are all primary care physicians at an urban safety net hospital (in General Internal Medicine, Family Medicine, and Pediatrics, each with 10-25 years of experience at this institution) and care for overlapping members of these communities by age. They were asked to rate each domain on a scale of 1 to 5 (1=“not important to be included” and 5=“must be included”). Then, a reviewer (SS) adjudicated these weights and averaged the “weight” of each domain respectively. Finally, these weights were directionally confirmed with the hospital-based patient and family advocacy committee.

#### App Selection

To simulate how patients would access recommendations for mHealth apps, we used the most common search engine, Google, to search “Top Ten Mobile Health Apps for Diabetes” and “Top Ten Mobile Health Apps for Smoking Cessation.” The first search result referred to articles in a popular health website “Healthline,” which provided the top 10 mobile health apps related to each topic [21,22]. The website rated these apps on the basis of quality, reliability, reviews, and community nominations. As no such list existed for medication adherence
focused apps, these apps were chosen from the list recommended by a previous study [23]. We chose apps in these 3 areas because they represent different aspects of medical care delivery: preventative care (smoking cessation), chronic disease management (diabetes management), and general therapeutic intervention (medication adherence).

**App Scoring**

Ten apps in smoking cessation, diabetes management, and medication adherence were identified and rated by a coder (SS) in each domain (language, literacy, graphics, multimedia, usability, patient-centered, data entry mode, data exportability, cost, evidence-based content, platform, extent the platform was up to date, connectivity, ADA accessibility, privacy, social network, cultural sensitivity, messaging or reminder capability, and benchmarking) with a score of 0 to 3. A score of 0 was assigned if the specific domain was not applicable, and a score of 3 was assigned for the highest applicability (eg, language—available in 3 or more languages; Table 1). Domains were defined on the basis of current research in each respective domain. For example, for “Social Network,” higher points were assigned for “competition” than for “social support” because previous studies have shown that social comparison was more important for physical activity [24]. As another example, the definition for “Usability” was based on the design of the app and the ability to navigate it easily. We specifically did not use the industry standard assessment (ie, System Usability Scale) owing to concerns about the applicability for diverse, low–socioeconomic status communities. Lastly, we decided whether apps were “evidence based” if they cited specific research or if the theory underlying their apps had existing evidence (ie, gasification and social networks).

The domain score was multiplied by the domain weight (of importance to the target population) to produce a weighted final score for that domain for the app in question. The weighted scores across all domains were added to assign each app a final overall score of usefulness and applicability for diverse, low-income populations.
Table 1. Domain definitions and scoring.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Points</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population focus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only available in English</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Available in English + 1 lan-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>guage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple (&gt;2) languages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Literacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complex language, medical</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>jargon</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>some patient-friendly language</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>some medical jargon</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>patient-friendly language at</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>or below 5th grade reading</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient-centeredness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does not allow patient-entere</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ted data/provides no tailored</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provides moderate tailored</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provides actionable content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>based on patient-entered data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social network</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provides a forum for people</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>to share information/di</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>scuss different topics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benchmarking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provides no sense of patient</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>status among peers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provides a benchmark against</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>others</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allows patients to define peer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>groups for benchmarking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cultural sensitivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No attempt at cultural diver-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some attempt at cultural diver-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cultural diversity definitely</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>represented</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paid app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can pay for add-on</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Messages or reminders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has messages, but not tai-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lored to the user</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App has motivational mes-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sages tailored to the user/</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>reminders pop-up, but only if</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>the user is on the app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App has option for you to “t</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>urn on notification” to re-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ceive reminders, messages,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>and notifications tailored</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>specifically to the user</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graphics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only text</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text+graphics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graphics clearly explain the</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>text</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multimedia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No use of audio or video</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uses audio or video</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uses audio and video</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complex app navigation, small</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>icons, multiple screens, not</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>immediately obvious how to</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small icons, multiple screens,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>simpler app navigation but</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>still would require instruction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large icons, few screens,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>easy to navigate without ins-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>truction/mobile literacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Americans with Disabilities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Act accessibility</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No accommodation for visual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>or hearing impairment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accommodation for visual or</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hearing impairment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accommodation for both visual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>and hearing impairment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data entry mode</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manual entry</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manual entry or integrated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>with information from the</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>phone/other devices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrated with external de-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vices or electronic health</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>records</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data exportability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does not allow data export</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allows export of data to print</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>or email or message</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrated with external ser-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vices or electronic health</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>records</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Connectivity requirement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requires constant Wi-Fi/cellu-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lar connection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some functions useful witho-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ut connection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fully functional without con-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>nection only requires connect-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ion to integrate with exter-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>nal devices/system</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Platform</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only iOS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only android</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iOS and android</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Privacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No privacy statement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Privacy statement exists</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical impact</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evidence-based content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable/not offered by</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>app/not a function of this app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No clear identification of</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>evidence for content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some content has an evidence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>base</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entire app content is evidence-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| "
Patient Advisory Board

In July 2019, after the mHealth apps were chosen and scored, we presented the top 3 apps in each health category to a patient advisory board at a safety net hospital in Boston, Massachusetts. The group consisted of 4 participants on the day of presentation. They were Caucasian women between 35 and 75 years of age from the catchment area of the safety net institution. They were asked to give their overall thoughts on our research idea and the functionality of mHealth apps they considered important to manage their health on a daily basis.

Results

Domain Scoring

Domains of usability and functionality for mHealth apps were assigned weighted scores depending on the importance the clinical experts gave to those categories for diverse, low-income communities. These were directionally confirmed with a patient advisory board. Domains of greatest importance were identified through this process (Table 2). Literacy was found to be the highest scoring domain by clinical experts, with all raters assigning a score of 5 out of 5. Language, usability, cost, evidence based content, and cultural sensitivity had an average weight of 4.5 out of 5. Graphics was rated 4 out of 5. Social media connectivity and timing of the app’s latest update were assigned a score of 3.5 out of 5. Multimedia, data exportability, patient centeredness, benchmarking, and messages or reminders were all rated an average of 3 out of 5. ADA accessibility was rated 2.5 out of 5. Data entry and privacy domains were weighted 2 out of 5, being the least important for the specific patient population. Raters were within 1 point of each other on all domains, with 8 out of 19 domain weightings being identical.

The higher-level categories into which domains can be grouped also differentiated in terms of importance, with clinical impact and population focus being most highly weighted: Clinical Impact (average weight across component domains 4), Population Focus (average weight across component domains 3.88), Usability (average weight across component domains 3.5), and Technology (average weight across component domains 2.8).
Table 2. Domains of greatest importance.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Average final weight</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Population focus</strong></td>
<td></td>
</tr>
<tr>
<td>Literacy</td>
<td>5</td>
</tr>
<tr>
<td>Language</td>
<td>4.5</td>
</tr>
<tr>
<td>Cultural sensitivity</td>
<td>4.5</td>
</tr>
<tr>
<td>Cost</td>
<td>4.5</td>
</tr>
<tr>
<td>Graphics</td>
<td>4</td>
</tr>
<tr>
<td>Social network</td>
<td>3.5</td>
</tr>
<tr>
<td>Patient-centeredness</td>
<td>3</td>
</tr>
<tr>
<td>Benchmarking</td>
<td>3</td>
</tr>
<tr>
<td><strong>Usability</strong></td>
<td></td>
</tr>
<tr>
<td>Usability</td>
<td>4.5</td>
</tr>
<tr>
<td>Multimedia</td>
<td>3</td>
</tr>
<tr>
<td>Messages or reminders</td>
<td>3</td>
</tr>
<tr>
<td>Americans with Disabilities Act accessibility</td>
<td>2.5</td>
</tr>
<tr>
<td><strong>Technology</strong></td>
<td></td>
</tr>
<tr>
<td>Platform</td>
<td>4</td>
</tr>
<tr>
<td>Data exportability</td>
<td>3</td>
</tr>
<tr>
<td>Connectivity requirement</td>
<td>3</td>
</tr>
<tr>
<td>Data entry mode</td>
<td>2</td>
</tr>
<tr>
<td>Privacy</td>
<td>2</td>
</tr>
<tr>
<td><strong>Clinical impact</strong></td>
<td></td>
</tr>
<tr>
<td>Evidence-based content</td>
<td>4.5</td>
</tr>
<tr>
<td>Up to date</td>
<td>3.5</td>
</tr>
</tbody>
</table>

App Scoring

When using the weighted scoring methodology to rate mHealth apps across smoking cessation, diabetes management, and medication adherence, the framework was able to sufficiently distinguish among 10 apps within each category (Table 3). Weighted scores ranged from 108.5 to 153 for smoking cessation apps, 119 to 147 for diabetes management apps, and 113 to 137.5 for medication adherence apps (Table 4). The top 2 scoring apps in each category were QuitNow! (156/201), Smoke Free-Quit Smoking Now (149.5/201), Glucosio (147/201), MyNetDiary (146/201), Medisafe (137.5/201), and MyMeds (126/201) (Multimedia Appendix 1).
Table 3. Weighted scores for each top mobile app.

<table>
<thead>
<tr>
<th></th>
<th>Smoking cessation</th>
<th>Diabetes management</th>
<th>Medication adherence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QuitNow!</td>
<td>Smoke Free-Quit Smoking Now</td>
<td>MyNetDiary</td>
</tr>
<tr>
<td>Rating on app store (out of 5)</td>
<td>4.6</td>
<td>4.8</td>
<td>4.6</td>
</tr>
<tr>
<td>Ratings, n</td>
<td>317,000</td>
<td>181,000</td>
<td>107,000</td>
</tr>
<tr>
<td>Language (4.5)</td>
<td>13.5</td>
<td>13.5</td>
<td>4.5</td>
</tr>
<tr>
<td>Literacy (5)</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Graphics (4)</td>
<td>8</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Multimedia (3)</td>
<td>3</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Usability (4.5)</td>
<td>13.5</td>
<td>13.5</td>
<td>9</td>
</tr>
<tr>
<td>Patient-centeredness (3)</td>
<td>6</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Data entry mode (2)</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Data exportability (3)</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Cost (4.5)</td>
<td>9</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Evidence-based content (4.5)</td>
<td>13.5</td>
<td>13.5</td>
<td>13.5</td>
</tr>
<tr>
<td>Platform (4)</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Up to date (3.5)</td>
<td>10.5</td>
<td>10.5</td>
<td>10.5</td>
</tr>
<tr>
<td>Connectivity requirement (3)</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Americans with Disabilities Act accessibility (2.5)</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Privacy (2)</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Benchmarking (3)</td>
<td>6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Social support (3.5)</td>
<td>3.5</td>
<td>0</td>
<td>3.5</td>
</tr>
<tr>
<td>Cultural sensitivity (4.5)</td>
<td>4.5</td>
<td>4.5</td>
<td>13.5</td>
</tr>
<tr>
<td>Messages (3)</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Table 4. Weighted scores of top mobile apps.

<table>
<thead>
<tr>
<th>App name</th>
<th>Cumulative final score</th>
<th>Range of final scores across all 10 apps evaluated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking cessation</td>
<td>108.5-153</td>
<td></td>
</tr>
<tr>
<td>Smoke Free-Quit Smoking Now</td>
<td>153</td>
<td></td>
</tr>
<tr>
<td>QuitNow!</td>
<td>146.5</td>
<td></td>
</tr>
<tr>
<td>Diabetes management</td>
<td>122-147</td>
<td></td>
</tr>
<tr>
<td>Glucosio</td>
<td>147</td>
<td></td>
</tr>
<tr>
<td>MyNetDiary</td>
<td>146</td>
<td></td>
</tr>
<tr>
<td>Medication adherence</td>
<td>113-137.5</td>
<td></td>
</tr>
<tr>
<td>Medisafe</td>
<td>137.5</td>
<td></td>
</tr>
<tr>
<td>My Meds</td>
<td>126</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

mHealth apps have the potential to improve individuals’ management of chronic diseases and to extend the reach of the health care provider visit. Considering the increasing predominance of smart device use to access the internet among diverse, low-income communities, mHealth apps hold enormous potential for impact on health and could help bridge health equity divides. To date, however, studies have shown that more research is needed to rate the practical functionality of these mobile apps, specifically for this target population [25,26]. By developing a framework to rate the usefulness of mHealth
applications for low income, diverse, patient populations, and showing its effectiveness to differentiate between apps, we aimed to provide a way to curate mHealth apps for better access and engagement among diverse populations.

Existing frameworks such as the Mobile App Rating Scale (MARS) include ratings for domains grouped into categories with broad population applicability, including engagement, functionality, aesthetics, subjective quality, and information. As identified by researchers who created the MARS system, this grading system is agnostic to the needs of specific populations and may not be indicative of the usefulness of apps for specific groups. As a result, it is difficult to apply the grading criteria of MARS to diverse, low-income patient populations. The evaluation mechanism described in this study incorporates domains that are applicable for general consumption as contained in MARS and highlighted by Anderson et al. and others as important to engagement (“evidence based content,” “privacy,” “up to date,” “patient centered,” “benchmarking,” and “social network”), but expands beyond MARS specifically for diverse, low-income patient populations.

In contrast to the more generalized domains, our research led us to evaluate a greater number of criteria with population-specific focus. The domains expanded upon those in the MARS criteria to include: language, literacy, cultural sensitivity, data entry, data exportability, multimedia, ADA accessibility, cost, platform, and message or reminder function. As identified by prior studies, multimedia availability, such as videos, helped increase mobile app engagement, particularly for individuals with low literacy levels. Messages or a reminder function helped app users stay motivated in their plan, manage medications, and organize personal health information. Cost was a domain included in our scoring framework because some past studies showed that apps with simple interfaces that favor graphics over text tend to be more usable with lower literacy populations. Additionally, social media functionality has also been found to reduce barriers to sharing information and learning from others. Therefore, while other studies have shown these domains to be important to engagement, our patients did not rank them highly in terms of importance to usability. These differences could be explained by the small sample size and demographics of our patient advisory group.

**Limitations**

There were several limitations to this work, which can be used as learning points for future research. First, in selecting which mHealth apps to evaluate we used a common website which had its own subjective way of choosing which apps were the “best.” However, this approach to finding the “top 10” apps on a website likely replicates the way in which patients would search for and find mHealth apps to download and use. The mHealth app market is in a constant state of flux and growth, and with it, the “top 10.” Second, some of the mHealth apps initially identified for evaluation were not available for download. Churn in the mHealth market may impact engagement with some mHealth apps. However, this better reflected which mHealth apps would be accessible to our patients. Third, as this was a small study with no independent funding, we only had one reviewer grade the mHealth apps across each domain. Though individual user subjectivity is inherently part of the process of evaluating mHealth apps, this process may result in some subjectivity to our analysis of the individual apps. Furthermore, our patient advisory board was not necessarily representative of the diverse patient population of the hospital. While they themselves were patients at the safety net institution, they were all White women aged 35-75 years. As a result, their opinions may not be generalizable and could be subject to conscious and unconscious biases. While this limitation is significant, we also found it important to have some
patient perspective and validation rather than none at all. Finally, it is important to acknowledge our mHealth rubric and research was conducted before the COVID-19 pandemic, and much of mHealth has evolved since then. Our reliance on technology is more than ever, and we may be more dependent on mobile app technologies. However, the nature of this research should withstand the evolution of the mHealth app market, and even seek to improve upon it as it can be applied to make this growing field even more accessible for a diverse user base.

Conclusions

We adapted a framework for evaluating mHealth apps for diverse, low-income populations from the MARS model and created modified domains to characterize critical features as identified by patients and clinical experts who care for these patient populations. Although these app domains are rated separately, it is important to remember that often these different domains work synergistically. Some domains may increase user engagement and retention while others are focused on increasing access, inclusivity, or privacy. Multiple languages remain a worthy goal, but we contend mHealth app developers should also consider incorporating culturally sensitive and specific information such as recipes, videos, and motivational tools.

This novel framework is invaluable as it can be applied to evaluate individual mHealth apps in the context of therapeutic interventions, as well as by app developers to identify those domains important for engagement of diverse, low-income populations. However, right now our app ranks relative performance. To establish specific scoring thresholds and determine cut-off ratings for apps we need to apply this rating framework to a large number of apps. The plan would be to accomplish this during a follow-up study. For now, we believe distinguishing relative performance is important so developer can use an iterative approach to design apps. They can use scores as a performance indicator as they improve or refine existing apps. If developers are able to report app performance, it may be a way to filter apps and create inter-app competition to improve performance.

Future Prospects

In the future, the study team plans to incorporate the selected apps in smoking cessation, diabetes management, and medication adherence into our clinical processes as “prescriptions” for patients. We will be able to track these “prescriptions,” assess patient engagement, and determine impact on health outcomes. In addition, we hope to continue to use our framework to find, scale, and spread mHealth apps that will be most useful for our target population in other areas of health including exercise and mental health. By using this novel framework to identify mHealth apps for recommendation and for future mHealth app development, health care providers, policy makers and developers alike may be able to better incorporate this burgeoning technology into both clinical practice and patient homes for greater impact on health outcomes for all patients, further narrowing digital and health outcome divides.
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Abstract

Background: Continuous vital sign monitoring by using wearable sensors may result in the earlier detection of patient deterioration and sepsis. Few studies have explored the perspectives of surgical team members on the use of such sensors in surgical patients.

Objective: This study aims to understand the views of surgical team members regarding novel wearable sensors for surgical patients.

Methods: Wearable sensors that monitor vital signs (heart rate, respiratory rate, and temperature) continuously were used by acute surgical patients. The opinions of surgical staff who were treating patients with these sensors were collated through in-depth semistructured interviews to thematic saturation. Interviews were audio recorded, transcribed, and analyzed via thematic analysis.

Results: A total of 48 interviews were performed with senior and junior surgeons and senior and junior nurses. The main themes of interest that emerged from the interviews were (1) problems with current monitoring, (2) the anticipated impact of wearables on patient safety, (3) the impact on staff, (4) the impact on patients overall, (5) potential new changes, and (6) the future and views on technology.

Conclusions: Overall, the feedback from staff who were continuously monitoring surgical patients via wearable sensors was positive, and relatively few concerns were raised. Surgical staff members identify problems with current monitoring and anticipate that sensors will both improve patient safety and be the future of monitoring.
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Introduction

The failure to recognize and respond to patient deterioration is a major cause of morbidity and mortality and is predominantly caused by human monitoring factors [1-3]. Patients undergoing major surgery are at risk of life-threatening complications. The earlier recognition of deterioration can improve survival and may also reduce patients’ length of hospital stay and the need for higher acuity care [4]. The detection of deterioration occurs by measuring vital signs routinely every 4 to 6 hours or more frequently in patients who are identified as unwell. Until now, continuous monitoring has only been feasible in higher dependency settings via invasive methods. However, the latest
lightweight sensors have the potential to be used for the continuous monitoring of all hospitalized patients.

Previous studies have reviewed the reliability of wearable devices [5,6], but further research is needed to understand the performance of these devices [7] and staff perspectives. There are very few studies that have reviewed staff experiences [8]; a systematic review of patients’ and staff’s experiences with wearable sensors found a lack of high-quality studies in this subject area [7]. The studies reviewed had a small sample size (most had less than 20 participants), and their reporting of the research process was limited [7]. Further, the end user outcomes were often a secondary aim rather than the primary focus.

In order to assess the acceptability of wearable sensors, the opinions of all who use technology must be reviewed. We anticipated that feedback may be dependent on role and that wearable sensors would have the greatest impact on nurses, as they are the ones who place sensors on patients and are the first to be alerted about deterioration. This study aims to conduct a comprehensive exploration of interdisciplinary staff views on wearable sensor technology for surgical patients.

Methods

Study Design

Semi-structured interviews were held for a subgroup of surgical health care staff to explore their experiences with and perceptions of wearable sensors in detail.

Ethical Approval

Ethical approval was granted by Yorkshire & The Humber - Leeds East Research Ethics Committee (reference number: 17/YH/0296).

Participants and Setting

All members of staff had been treating patients wearing a wearable sensor in the wearable patch at West Middlesex University Hospital—a busy hospital located in northwest London that serves an ethnically diverse population. Interviews were conducted starting in March 2018 and were discontinued once preliminary thematic saturation had been attained [9,10].

Sensium Sensor

Acutely unwell patients admitted to surgical wards were offered the Sensium Vitals (The Surgical Company) wearable sensor in addition to standard ward vital sign monitoring by nurses. The sensor is lightweight; measures heart rate, respiratory rate, and temperature every 2 minutes; and has a battery life of 5 days. For longer hospitalization periods, an additional sensor is required. Sensor data flow from the sensor to a web-based server via a bridge before they are sent via Wi-Fi to mobile apps and smartphone devices.

In Figure 1, the sensor placement on a patient’s chest can be seen. The sensor was placed by either the trained health care professionals who were looking after the patients or the research team. The patch was attached to the anterior chest wall by using 2 standard disposable electrocardiogram electrodes (Red-Dot2560; 3M Company). Medical tape was used to ensure that the temperature probe was secured in the axilla.

A plastic strip was pulled to activate the sensor. The sensor recorded in a sequential, cyclical, 2-minute fashion. A predictive strategy was used to calculate heart rate based on the RR interval [11]. The RR interval is the time that elapses between 2 successive R waves in a QRS signal on an electrocardiogram. This approach has been described previously [12, 13]. The individual RR intervals from the electrocardiogram strip were rank ordered, and the median value was taken as the average heart rate. Impedance pneumography was the technique used by the Sensium sensor to measure respiratory rate. This is a common technique that is used to measure a person’s breathing rate [14]. Impedance was measured through superficial electrodes. The impedance measures both the respiratory volume and the respiratory rate via the relationship between depth and thoracic impedance change [15]. The respiratory rates were derived from changes in the impedance of the thorax due to inhalation and exhalation. A very small current (iK) was injected through the electrocardiogram electrodes. The thoracic impedance changes were detected as variations in the voltage (V) measured at the electrocardiogram electrodes. Inhalation (peak resistance) and exhalation (trough resistance) were detected from a 60-second segment of the impedance pneumography waveform to calculate a median respiratory rate. Temperature was measured by using a calibrated thermistor (ie, a temperature-sensitive resistor; Braun ThermoScan PRO 6000; Welch Allyn Braun), which was placed in patients’ axillae. Individual vital sign readings were measured and processed in time order. Once the sensor captured physiological data, it used an algorithm, which was stored in a microchip, to process the data. This microchip had a built-in processing unit that transmitted the average values for heart rate as beats per minute and those for respiratory rate as breaths per minute to the nearest bridge. These data were then transmitted to the central server [11], thus allowing digital alerts to be sent to health care staff through smartphones or electronic health records (Figure 2).
Data security is of paramount importance when using wearable technology. The Sensium system is International Organization for Standardization 27001 compliant (information security management), safe, and secure. The Sensium patches are uniquely identified by means of a machine-readable serial number, and these numbers can be matched to a patient ID band.
on the Sensium server via a bar code scanner. No patient identifiable information was being communicated from the Sensium patch to the Sensium bridge; just the serial numbers of the devices and values for heart rate, respiratory rate, and temperature were transmitted. Once the information was transferred from the Sensium bridge to the secure Sensium server, only then were the values from the patch put into context with patient identifiable demographic information, usually with the help of a patient administration system. The Sensium patch transmits data to the Sensium bridge every 2 minutes and receives a positive acknowledgement back from the Sensium server when the data have been received. If the patch is out of range of a Sensium bridge or if no acknowledgement is received from the server, the patch continues to attempt communication until it is successful. The Sensium patch stores up to 3 hours’ worth of data locally and passes this information to a Sensium bridge once it is back in range.

Once the wearable sensor had been used in the surgical wards for 3 months, semistructured interviews with staff members were conducted. At this stage, the sensor did not alert staff members in real time, and sensor data were only available to the research team.

A wide range of staff participants were sampled, including junior and senior nurses as well as interns/attendings (senior surgeons), to ensure that an interdisciplinary assessment was conducted [16]. All staff members interviewed had applied the wearable sensor, undergone training, or managed a patient that had worn the sensor. The sensor did not alert staff in real time and was not part of day-to-day care; it was only used for research purposes.

Qualitative Data Analyses
Semistructured interviews were conducted to allow for the in-depth exploration of staff perceptions. The interview guide was developed through an extensive literature search and previous piloting. Face-to-face interviews were conducted by the lead researcher (MJ)—a surgical resident with no personal or professional ties to the interviewees.

Interviews were audio recorded and transcribed verbatim. Interview data were analyzed by using thematic analysis [17]. All transcripts were reviewed multiple times and coded by a second independent researcher (AM); any discrepancies in thematic codes were discussed until agreement was reached.

Results
Staff Characteristics
A total of 48 interviews were performed with 12 senior surgeons/attendings (experience: mean 19 years; range 12-44 years), 12 junior physicians (experience: mean 2 years; range 1-5 years), 12 senior nurses (experience: mean 14 years; range 5-20 years), and 12 junior nurses (experience: mean 9 years; range 1-20 years). The staff demographics can be found in Multimedia Appendix 1.

Figure 3 details the themes and subthemes resulting from the thematic analysis; these are expounded in the following sections and illustrated with verbatim quotations.

Problems With Current Monitoring
Staff identified problems with current monitoring; patient deterioration was often identified late. Investigations into adverse outcomes or significant harm in patients found that patient deterioration signs were present several hours before they were detected clinically:
Deteriorating patients are often picked late, despite all of the scoring systems that we have. Actually, when you look back at cause analysis and a lot of deterioration, there’s always a sign there that was present hours before they were picked up. [Senior surgeon #11]

Staff suggested that patient deterioration was sometimes overlooked between observations and compounded by missed observations. It was noted that variations in the training and education of junior staff might result in delayed or missed observations. Agency staff were also associated with missed observations:

We had a healthcare assistant who was agency, doesn’t really work here much, where we thought things were up to date and when we went back to check, an observation hadn’t been done, that patient had spiked [temperature], so obviously there’s that time period in between we could have been acting sooner. [Senior nurse #11]

Another concern was a lack of the recognition of an unwell patient. Senior surgeons identified this as being a common problem with inaccurate or incomplete patient assessments and a failure to escalate, even in patients with sepsis:

The lack of recognising the development of sepsis and the lack of recognising deteriorating NEWS [national early warning] scores is a relatively common theme amongst serious incident patients. [Senior surgeon #2]

Staff thought that a lack of confidence might result in a failure to escalate; the greater and sustained education of staff members may combat this issue:

Part of the whole sepsis story, it’s all about education of staff, being able to have the confidence to institute treatment, I see it so often where the patient’s deterioration is accurately monitored but then nothing’s done about it. [Senior surgeon #8]

Practical reasons for failures in monitoring and patient deterioration detection included staff shortages and the resulting additional demands placed on existing staff members. Staff stated that during night shifts, the duties of both nurses and physicians were often stretched. This was particularly true for staff who covered other people’s allocated breaks:

If on my break or during the night-time it’s only one HCA for two bays. It’s meaning if I’m on my break definitely nobody is doing [observations] instead of me. [Junior nurse #12]

Nursing staff also cited faulty equipment and the lack of enough observation machines as compounding problems.

Patient Safety

All staff believed that using wearable sensors and conducting continuous monitoring would improve patient safety. They anticipated that wearable sensors would identify unwell patients earlier and result in a reduction in error:

I think it’s really good that it’s happening a lot quicker and obviously using technology so that the nurses can be alerted if something sort of is going wrong so that even the more junior nurses have that sort of prompt. [Junior physician #5]

Staff welcomed the use of digital alerts and felt that they would provide encouragement for raising an alarm should a problem arise:

It’s an element of probably giving people I suppose empowerment is quite a good word, but it gives them more confidence to make decisions. [Senior surgeon #8]

Staff stated that although observation charts in most hospitals are still kept at the patients’ bedsides, centralized monitoring allowed all staff, regardless of their location, to identify unwell patients:

Like, if you are not physically there, present, and you can see anywhere in the screen if the patient is unwell or is deterioration in the patient observation. [Senior nurse #3]

Staff also believed that the abundance of extra data captured allowed for further interpretation through trend analysis rather than just a single set of observations taken at 1 time point:

Would be quite interested to see trends in things like their heart rate for example, when they are recovering from an operation, it might give them peace of mind. [Junior physician #12]

Staff felt that the new technology would be more accurate than their current monitoring technology and could be used to reduce variability when taking observations. In particular, the staff highlighted the sensor’s ability to detect respiratory rate as a great strength:

Well, we were discussing about the respiratory rate, it would be great to have a way of actually accurately measuring respiratory rate. [Junior physician #7]

Faster detection, escalation, and treatment were also expected to result in better care and overall reductions in morbidity and mortality. Many staff highlighted the importance of the sensor in the timely identification of sepsis:

Now we have a patient with sepsis, and we didn’t find out at the beginning. With this machine maybe we should get the result before that, so that’s why it’s much better than to find that later in every four hours. [Junior nurse #12]

In addition to the sensor’s potential benefits in surgery, staff acknowledged that other high-risk patient groups (eg, older patients) might benefit from wearable sensors and that such sensors improve the overall profile of patient safety, as they can help with making suggestions for a culture change. For instance, senior surgeon #11 said, “It’s also a cultural change of actually acting on the abnormalities earlier rather than later.”

Impact on Staff

Overall, staff thought that the new technology would positively benefit those working in a surgical setting and expressed their
optimism about the sensor’s potential to save time, particularly in settings where the demands are great. Junior physician #1 said, “It also saves doctors time as well in the sense that they know what’s appropriate and what they actually need to do.” Nursing staff also talked about how the sensors helped them to prioritize patients and allocate care more effectively:

It gives us an idea of which patients we need to be looking at, more promptly, who we need to be directing the nurses to, who we need to be sort of escalating more quickly. [Senior nurse #8]

Another crucial strength of wearable sensors that was identified was the ease of use and interpretation. For example, senior surgeon #8 said, “It’s not difficult. Stick it on, plug it in.” However, although the impact of wearable sensors on staff workload was generally very positive, some junior physicians raised concerns that the workload of nursing staff may increase if too many alerts are generated:

When the nursing staff are busy, and they are having to deal with more alerts and things like that. If it is going off quite a bit, it is going to be difficult to triage, it might end up having to have a protocol for it I think. [Junior physician #11]

Other junior physicians voiced concern about the use of the new technology in incident investigation and its potential use in litigation:

It may become a blaming tool because it sort of you know, registered it as a problem, but then if it’s not been acted on, then it becomes somewhere where it’s more like a legal sort of thing and people could use it towards that. [Junior physician #3]

The final concern among junior physicians was that if the technology is too effective, staff who conduct observations regularly may lose their job:

There’s always a new problem it might actually put some people’s job in danger for example Healthcare Assistants, there’s no need to do observations on a regular basis because this thing does it for you. [Junior physician #3]

Impact on Patients

Staff generally believed that wearable sensors would be more comfortable for patients than their current monitoring technology:

I never heard any patient complain, if they had any allergy or they found it uncomfortable, I never heard any patient complain about it. [Junior nurse #3]

Staff also observed that patients could carry out their normal day-to-day tasks, like bathing. This complemented the discreet nature of the patch:

It doesn’t disturb patients much. Most of the ones that I’ve seen haven’t found that – they’ve even forgotten that it’s on them. [Senior surgeon #12]

As well as being discrete, the sensor was described as being noninvasive. For example, staff reported that the sensors were particularly beneficial for monitoring patients at night, as they caused less sleep disruption than that caused by their current methods of monitoring.

Changes

A total of 54% (26/48) of participants thought that no changes were needed. Although the size of the patch was not identified as being a problem and was far smaller than the size of the staff’s current monitoring technology, all participant groups predicted future miniaturization. Staff participants felt that more parameters should be added in the future to allow for more complete monitoring. Alternative sensors that could be placed on different parts of the body were suggested, such as wrist or necklace sensors. A change to the temperature wire was advised by some of the junior nurses.

The Future

All staff believed that wearable technology was the future and would replace the current monitoring systems. Junior nurse #9 said, “I think the way the future is, everybody will be wearing them.” Staff generally thought that wearable sensors were a positive concept and were innovative tools. They welcomed wearable sensors in health care and felt a need for the technology. For instance, junior physician #10 stated, “100%. I think the concept is needed.”

Suggestions were made by physicians on the use of wearable sensors in monitoring patients at home following discharge:

Also if these could be rolled out to patients who actually go home, so they could monitor themselves at home, rolling it out into maybe a community setting might be something to consider in the future. [Junior physician #12]

Many participants advocated for the use of monitoring in all patients and felt that this would improve the data quality in clinical and research settings. Further, staff acknowledged that trends in the data, when combined with clinical data, could be used to identify and monitor treatment strategies:

So, for instance, if we ever wanted to have a look and see how our treatments are working and what the actual timeline or timeframe is for vital signs to actually normalise, grab all that data and use it for audits as well? [Junior physician #10]

Discussion

Principal Findings

To our knowledge, this is the first study that provides an interdisciplinary view of wearable sensors for surgical ward patients. All staff groups welcomed the use of wearable sensors and acknowledged deficiencies in current monitoring techniques. Several key themes were identified, including the need for new technology, patient safety, the impact on staff and patients, changes, and future use.

The need for changes to current monitoring methods was clearly identified by delays in identifying unwell patients and a failure to escalate, as reported previously in the literature [2,18-21]. Wider literature shows that clinical deterioration may present several hours prior to an adverse event, and this was identified....
by staff members [16]. The nighttime use of wearable sensors in particular was found to be a key strength.

Staffing concerns were raised, including the use of agency staff; variations in junior staff quality; and staff shortages, especially those that occurred overnight. Low numbers of registered nurses and high numbers of admissions per registered nurse have been associated with increased mortality during a hospital admission [22,23]. Problems with staff’s current observation technology were also identified; not enough observation machines were available. Staff members highlighted the idea that wearable sensor monitoring may bridge these gaps.

Continuous monitoring was thought to result in the earlier recognition of unwell patients, faster escalation, and faster treatment. Centralized monitoring platforms for the remote monitoring of patients’ vital sign information offered staff reassurance. The poor documentation of vital signs has been consistently found for current monitoring techniques, with respiratory rate being the vital sign that is often missed [24]. With current surgical wards being overstretched, any potential assistance from new technologies was embraced and was thought to improve prioritization, multitasking, patient safety culture, and the awareness of unwell patients. The practical applications of small sensors were identified. This was combined with the use of the new technology to allow for easier interpretation, improve documentation, and help with decision-making.

Junior physicians highlighted concerns of increased workload for the nursing staff. Alarm fatigue is a problem in hospitals where many digital alerts are being generated not only from electronic health records but also from other devices [25]. With frequent alarms, there is the chance that staff may become desensitized to them. Sensitive and specific alarms that correctly identify unwell patients must be generated [25]. Novel ways of interpreting such large quantities of data generated from wearable sensors may be required, and one suggestion is to use trend analysis platforms.

All staff felt that wearable technology positively benefits patients and improves care. The sensors were comfortable overall and were well tolerated by patients. In contrast to a previous study [19], staff thought that many patients had forgotten that they were wearing the sensor. However, some improvements were suggested, such as future miniaturization and the addition of other vital sign parameters. These results are similar to those of a previous study on a wrist-worn sensor [26].

Strengths
This is the first study to provide an interdisciplinary view of new continuous remote monitoring technology. Staff participants were recruited from several surgical areas. A clear need for the technology was identified by all staff groups. Staff engagement was high, and feedback has been overwhelmingly positive. Staff also highlighted that patients found that the monitoring technology was comfortable, with many forgetting that they had been wearing the sensor. From our results, we can see that the device was easy to use, and for a continuous monitoring device to be widely adopted and be useful, it must be easy to use [27]. In addition, the modeling of clinical and biological data (partly through the use of wearable sensors) is advancing rapidly and is likely to be a useful adjunct in identifying and predicting physiological changes in critically ill surgical patients [28].

Limitations
This study collected data from a single hospital, and thus the findings may not be generalizable to other hospital settings. Although the Sensium wearable sensor was used in this study, our findings on patient comfort and ease of use for staff may not be transferrable to other sensor technologies. In addition, the wearable patches in this study were being used for research purposes, and real-time alerting was not yet established. It may be appropriate to repeat the interview with staff members in the future after digital alerting is established to determine if their opinions change.

Conclusion
Through our interdisciplinary approach, we found wearable sensors to be a useful tool for identifying unwell patients and improving patient safety largely through the earlier escalation of care and treatment. We hope that this technology will benefit both staff and patients. Although several limitations were identified, wearable sensors have been embraced by staff with the belief that the use of such sensors will be the future of health care.
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Abstract

Background: The COVID-19 pandemic spurred an increase in online information regarding disease spread and symptomatology. Our purpose is to systematically assess the quality and readability of articles resulting from frequently Google-searched COVID-19 terms in the United States.

Methods: We used Google Trends to determine the 25 most commonly searched health-related phrases between February 29 and April 30, 2020. The first 30 search results for each term were collected, and articles were analyzed using the Quality Evaluation Scoring Tool (QUEST). Three raters scored each article in authorship, attribution, conflict of interest, currency, complementarity, and tone. A readability analysis was conducted.

Results: Exactly 709 articles were screened, and 195 fulfilled inclusion criteria. The mean article score was 18.4 (SD 2.6) of 28, with 7% (14/189) scoring in the top quartile. National news outlets published the largest share (70/189, 36%) of articles. Peer-reviewed journals attained the highest average QUEST score compared to national/regional news outlets, national/state government sites, and global health organizations (all \( P < .05 \)). The average reading level was 11.7 (SD 1.9, range 5.4-16.9). Only 3 (1.6%) articles were written at the recommended sixth grade level.

Conclusions: COVID-19–related articles are vastly varied in their attributes and levels of bias, and would benefit from revisions for increased readability.

(JMIR Form Res 2022;6(2):e32443) doi:10.2196/32443
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Introduction

Since the onset of the COVID-19 pandemic, new information is released daily, if not hourly, regarding disease spread, symptomatology, and health and economic consequences. In some cases, news has been rapidly spread only to be contradicted days later. For example, at the beginning of the pandemic, hydroxychloroquine was regularly discussed in lay news and scientific journals alike. Some articles touted a 90% chance of benefit to patients with COVID-19 [1], while peer-reviewed journals soon thereafter released a lack of clinical improvement with use of the drug [2,3]. Given varying accuracy levels of innumerable sources, there is a clear need for standardized quality control of online health information especially in light of current vaccination and other public health campaigns [4].

There was a disjointed public health response, partly due to contradicting information. For example, we now know that universal masking is of the utmost importance in preventing disease transmission, but earlier in the pandemic, it was only recommended for health care professionals [1,3]. These conflicting messages may have left many consumers confused, frustrated, and unsure of what broadcast news channels and online health information to trust. The burden of sorting through the flood of information fell on the consumer and, in many instances, left the consumer feeling paralyzed with information overload and overconcern from frequent use of social media [5]. Furthermore, an analysis of online health information prior to February 6, 2020, showed low quality information relative to several different quality scoring systems, including HONcode, the JAMA benchmark, and the DISCERN instrument [6]. With the prevalence of low-quality information and sudden influx of new conflicting information and associated overwhelming emotion, we felt compelled to analyze the information being consumed by the public.

Google Trends (GT) was used to identify popular COVID-19 search terms and produce a list of related online health articles, after which the Quality Evaluation Scoring Tool (QUEST) was applied to assess validity. QUEST is a verified metric created to assess online health information, or any information available online that patients may read to learn more about their health, in a quantifiable way. It consists of seven questions that numerically measure quality of authorship, attribution, conflict of interest, currency, complementarity, and tone [7]. According to QUEST, a high-quality article is deemed trustworthy and credible, and displays an appropriate level of tone for the reader. We opted for this tool, as opposed to another scale such as DISCERN, because it provides clear guidelines on scoring, with example statements clarifying which articles should receive a score of 0 to 3. Furthermore, the scores are weighted, emphasizing the importance of attribution, conflict of interest, and tone in assessing quality. Though there are many unique tools to analyze online health information, we valued QUEST for its unambiguous scoring and similarity to the US National Library of Medicine’s “Medline Plus Guide” in individually judging legitimacy of online health material [8].

In addition to systematically assessing the quality of articles using QUEST, we sought to evaluate the readability of articles resulting from the most frequently Google-searched health-related COVID-19 terms in the United States. Because it is additionally important to recognize the varying degrees of literacy within the public, a readability analysis was performed on each article to compare against the recommended sixth grade reading level for patient health communication materials [9]. Although the production of accurate health information for patients to consume is important, it is equally important for the information to be presented in an understandable manner [10]. We hypothesized that the reading levels of popularly searched health phrases would be too difficult for the average American to understand and that the public was consuming low quality online information regarding COVID-19.

Methods

Article Selection

Institutional review board approval was not required for this study since all information was freely available online. For the purposes of this study, we defined an “article” as being any piece of published writing excluding personal blogs, editorials, and commentaries (Figure 1).

GT has been widely used to capture the most popular queries searched by the public, providing important information regarding emerging patterns. Prior studies have supported the use of GT to monitor COVID-19 incidence and public attention, especially within countries lacking proper diagnostic tools [11,12]. To prevent location bias, online articles were collected using a location-disabled search on Google.com/nct on April 30, 2020. Using GT, we used the “Explore” option and applied the parameters “United States,” “Custom date range 2/29/20 to 4/30/20,” “Health,” and “Web search.” A start date of February 29, 2020, was chosen because this was associated with the first Centers for Disease Control and Prevention–reported death from COVID-19 in the United States [13] and marks an increase in searches for the word “coronavirus.” From here, we sorted the search queries by “Top” and then collected the top five search queries that had an increased level of Google search frequency (Figure 2.1). These were “coronavirus,” “corona,” “corona virus,” “symptoms,” and “coronavirus update.” We then used each of these terms and searched them on GT using the aforementioned methodology. Along with the original five terms, we collected the top five related search queries (including the initially searched word) and excluded any repeat search queries. This resulted in 25 unique health-related search phrases (Figure 2.2). Of note, multi-word keywords were searched using quotations marks, and a comparative analysis of search volume without quotes was not performed.

<table>
<thead>
<tr>
<th>Description</th>
<th>Example 1</th>
<th>Example 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>We defined “article” as a search result that included a cohesive section of writing that constituted its own separate section on a published page (as opposed to subtitle, caption, etc.).</td>
<td>Gastrointestinal symptoms common in COVID-19 patients, Stanford Medicine study reports.</td>
<td>What to know about coronaviruses.</td>
</tr>
<tr>
<td>Non article</td>
<td>We defined “non article” as a search result which did not include a section of cohesive writing. Most nonarticles were either information dashboards, numerical dashboards, or main menu navigation pages.</td>
<td>COVID-19 in San Diego County.</td>
</tr>
</tbody>
</table>

Next, between April 30 and May 2, 2020, we searched each keyword phrase and collected all articles (writing that includes more than 100 words) from the first 3 pages of the Google search; this resulted in approximately 10 articles per page (Figure 3). Prior research has shown that internet users tend not to view past these first 3 pages on Google [14]. When queries yielded articles that overlapped, we excluded the repeated articles from analysis. For each article, we collected the Google page number, order on the page, article link, website name, category of website, article title, author, date of publication, and number of references.
Figure 2. (1) Google search words/phrases used to collect most viewed articles. (2) Increase in Google search popularity of the five most commonly searched health-related phrases in the United States between February 29 to April 30, 2020.

<table>
<thead>
<tr>
<th>Health-Related Search Word or Phrase</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Coronavirus</td>
<td>Covid symptoms</td>
</tr>
<tr>
<td>Coronavirus cases</td>
<td>Symptoms covid 19</td>
</tr>
<tr>
<td>Coronavirus update</td>
<td>Flu symptoms</td>
</tr>
<tr>
<td>Coronavirus symptoms</td>
<td>Symptoms of coronavirus</td>
</tr>
<tr>
<td>Coronavirus map</td>
<td>Corona virus US</td>
</tr>
<tr>
<td>US coronavirus</td>
<td>Corona virus map</td>
</tr>
<tr>
<td>Corona</td>
<td>Coronavirus updates</td>
</tr>
<tr>
<td>Corona virus</td>
<td>Coronavirus update USA</td>
</tr>
<tr>
<td>The corona virus</td>
<td>Coronavirus map update</td>
</tr>
<tr>
<td>Corona virus cases</td>
<td>Coronavirus cases update</td>
</tr>
<tr>
<td>Corona update</td>
<td>Update on coronavirus</td>
</tr>
<tr>
<td>Corona virus update</td>
<td>US coronavirus update</td>
</tr>
</tbody>
</table>

Figure 3. CONSORT (Consolidated Standards of Reporting Trials) diagram depicting article flow and eventual sample size. QUEST: Quality Evaluation Scoring Tool.

QUEST Scoring
Three separate authors scored all articles individually using each of the 7 QUEST questions and associated point values (Textbox 1). Each article’s individual sections were then combined into a score between 0 and 28, where 28 was the highest quality article possible. The final score for each article was an average of the three independent scorers’ analyses. Interrater consensus was determined using Fleiss’s kappa metric.
Textbox 1. The Quality Evaluation Scoring Tool scoring rubric.

**Authorship (score x1)**
- 0—No indication of authorship or username
- 1—All other indications of authorship
- 2—Author’s name and qualification clearly stated

**Attribution (score x3)**
- 0—No sources
- 1—Mention of expert source, research findings (though with insufficient information to identify the specific studies), links to various sites, advocacy body, or other
- 2—Reference to at least one identifiable scientific study, regardless of format (eg, information in text or reference list)
- 3—Reference to mainly identifiable scientific studies, regardless of format (in >50% of claims)
  - For all articles scoring 2 or 3 on attribution: type of study (score x 1): 0—in vitro, animal models, or editorials; 1—all observational work; 2—meta-analyses, randomized controlled trials, clinical studies

**Conflict of interest (score x3)**
- 0—Endorsement or promotion of intervention designed to prevent or treat condition (eg, supplements, brain training games, or foods) within the article
- 1—Endorsement or promotion of educational products and services (eg, books or care home services)
- 2—Unbiased information

**Currency (score x1)**
- 0—No date present
- 1—Article is dated but 5 years or older
- 2—Article is dated within the last 5 years

**Complementarity (score x1)**
- 0—No support of the patient-physician relationship
- 1—Support of the patient-physician relationship

**Tone (includes title; score x3)**
- 0—Fully supported (authors fully and unequivocally support the claims, strong vocabulary; eg, “cure,” “guarantee,” and “easy”; mostly use of nonconditional verb tenses [“can,” “will”], no discussion of limitations)
- 1—Mainly supported (authors mainly support their claims but with more cautious vocabulary; eg, “can reduce your risk” or “may help prevent”; no discussion of limitations)
- 2—Balanced/cautious support (authors’ claims are balanced by caution, includes statements limitations or contrasting findings)

Statistical Analysis
Excel (Microsoft Corporation) was used to conduct the statistical analysis and generate figures for this study. In addition to determining general descriptive metrics (mean, median, etc), we coined the metric search order product to examine if there was any statistical difference in quality between articles toward the beginning and end of the results. Equal to the results page number on Google multiplied by the order of article on that page, the search order product encompasses the article’s hierarchy in search results. For example, if an article was second on the third page of the results on Google, its search order product would be 6. A low search order product indicates an earlier appearing article once its associated phrase is searched (meaning increased public exposure), while a high search order product is characteristic of a later-appearing article (decreased public exposure). Comparative t tests and Pearson correlation analyses were conducted to stratify scores by variables. The Benjamini-Hochberg false detection rate correction for multiplicity was applied to appropriately adjust P values.

Readability Analysis
Readability analysis was performed using Readability Studio Professional Edition Version 2015 (Oleander Software, Ltd), applying nine validated formulas to quantify article readability: Coleman-Liau Index [15], Flesch-Kincaid Grade Level [16], FORCAST formula [17], Fry graph [18], Gunning Fog Index [19], New Dale-Chall [20], New Fog Count [16], Raygor Reading Estimate [21], and SMOG (Simple Measure of Gobbledygook) [22]. Nine different readability scales were used...
to minimize the bias that comes with using only one scale. We subsequently calculated the reading level for each article by averaging estimates derived from all nine scales. These were then compared to the American Medical Association–recommended reading level of sixth grade for health education materials [9]. A 10th readability formula, the Flesch Reading Ease (FRE) [23], was applied separately as it calculates reading level on a different scale. FRE scores of 0 to 30 indicate very difficult, 30 to 50 difficult, 50 to 60 fairly difficult, 60 to 70 standard, 70 to 80 fairly easy, 80 to 90 easy, and 90 to 100 very easy.

**Results**

**QUEST Analysis**

A total of 709 Google results listings were initially examined. After excluding repeated articles (n=405), nonarticles (n=92), unrelated articles (n=7), broken links (n=1), and paid sites (n=9) from the analysis, 195 individual articles were scored using QUEST (Figure 3).

The mean article score was 18.4 (SD 2.6) of 28, with only 7% (14/189) of articles in the top score quartile and 89% (173/189) of articles in the top half of scores. National news outlets published the largest share (70/189, 36%) of the analyzed articles, followed by private health-focused entities (45/189, 23%) and regional news outlets (29/189, 15%; Table 1).

Categorically, global health organization sites had the lowest average score (mean 17.2, SD 1.2) and least dispersive data set (σ²=1.39; Figure 4). Peer-reviewed journals had the most dispersive data set (σ²=10.1) and the highest average QUEST score (mean 22.7, SD 3.18), with significantly higher quality averages as compared to national news outlets (mean 18.3, SD 2.20; P=.002), regional news outlets (mean 17.6, SD 2.24; P=.003), national government sites (mean 17.5, SD 1.81; P=.001), state government sites (mean 17.4, SD 1.65, P=.002), and global health organizations (mean 17.2, SD 1.18; P=.046).

In addition, entertainment and cultural outlets (mean 20.6, SD 1.95) also had a significantly higher quality score than regional news outlets (mean 17.6, SD 2.24; P=.009) and state government sites (mean 17.4, SD 1.65; P=.002).

**Table 1.** Basic descriptive statistics regarding analyzed articles.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Articles, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>QUESTa scoring fraction</strong></td>
<td></td>
</tr>
<tr>
<td>0%-25%</td>
<td>0 (0)</td>
</tr>
<tr>
<td>25%-50%</td>
<td>22 (11)</td>
</tr>
<tr>
<td>50%-75%</td>
<td>159 (82)</td>
</tr>
<tr>
<td>75%-100%</td>
<td>14 (7)</td>
</tr>
<tr>
<td><strong>Category</strong></td>
<td></td>
</tr>
<tr>
<td>National news outlet</td>
<td>70 (36)</td>
</tr>
<tr>
<td>Private health-focused entity</td>
<td>45 (23)</td>
</tr>
<tr>
<td>Regional news outlet</td>
<td>29 (15)</td>
</tr>
<tr>
<td>Private entity</td>
<td>18 (9)</td>
</tr>
<tr>
<td>State government site</td>
<td>16 (8)</td>
</tr>
<tr>
<td>National government site</td>
<td>7 (4)</td>
</tr>
<tr>
<td>Peer-reviewed journal</td>
<td>3 (2)</td>
</tr>
<tr>
<td>Entertainment or cultural outlet</td>
<td>4 (2)</td>
</tr>
<tr>
<td>Global health organization</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Online encyclopedia</td>
<td>1 (&lt;1)</td>
</tr>
<tr>
<td><strong>Google page</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>47 (24)</td>
</tr>
<tr>
<td>2</td>
<td>76 (39)</td>
</tr>
<tr>
<td>3</td>
<td>72 (37)</td>
</tr>
<tr>
<td><strong>Order on page</strong></td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>106 (54)</td>
</tr>
<tr>
<td>6-10</td>
<td>89 (46)</td>
</tr>
</tbody>
</table>

aQUEST: Quality Evaluation Scoring Tool.
Figure 4. QUEST score by categorization of 195 articles into the article type. Peer-reviewed journal (PRJ; mean 22.7, SD 2.20); entertainment or cultural outlet (mean 20.6, SD 1.95); online encyclopedia (mean 20.3, SD not applicable); private health-focused entity (mean 18.9, SD 3.17); private entity (mean 18.9, SD 3.17); national news outlet (NNO; mean 18.3, SD 2.2); regional news outlet (RNO; mean 17.6, SD 2.24); national government site (NGS; mean 17.5, SD 1.81); state government site (SGS; mean 17.4, SD 1.65); global health organization (GHO; mean 17.2, SD 1.18). PRJ quality score was significantly higher than NNO ($P=.002$), RNO ($P=.003$), NGS ($P=.001$), SGS ($P<.001$), and GHO ($P=.046$) scores. QUEST: Quality Evaluation Scoring Tool.

Analysis of the QUEST scores by the search order product showed no significant trends ($R=-0.16; P=.75$; Figure 5), discrediting any hierarchy by listing order within the sample set. A significant positive correlation ($R=0.25; P<.001$) existed between the number of references ($\geq1$) in an article and the QUEST diagnostic score. Due to QUEST already allocating points in a binary fashion for containing references, only articles with $\geq1$ reference were considered.
Figure 5. QUEST score stratified by search order product ($R=-0.16; P>0.05$); there is no hierarchy in score based on the order of search results. QUEST: Quality Evaluation Scoring Tool.

**Readability Analysis**

The readability levels for 187 of 195 articles were collected; 8 articles containing document structure unsuitable for analysis were excluded. The average reading level across all 187 articles was 11.7 (SD 1.9), ranging from 5.4 (fifth grade reading level) to 16.9 (undergraduate senior reading level). There was variability among the readability scales, with New Fog Count scoring the overall lowest mean readability (mean 9.3, SD 2.7) and Fry scoring the overall highest mean readability (mean 14, SD 2.9). FRE scored an overall average of 47.2 (SD 11.4), corresponding to difficult and representative of college-level reading. Based on the averages of the nine readability scales for each article, only 3 (1.6%) articles were written at the recommended sixth grade levels [9], with 44 (23.5%) written beyond a high school level (Figure 6).

**Figure 6.** Number of articles (n=187) stratified by educational stages; 187 COVID-19–related articles’ readability score breakdown: middle school, <9th grade; some high school, 9th to 11th grade; high school degree, 12th grade; some college, 13th to 15th grade; college degree or higher, ≥16th grade.
Discussion

Analysis of Results

This study systematically assessed and determined that articles resulting from the most frequently Google-searched health-related COVID-19 terms in the United States were of higher quality and readability than hypothesized. QUEST proved versatile in synthesizing aggregate data regarding different aspects of literature including authorship, attribution, conflict of interest, currency, complementarity, and tone. Despite the high prevalence of misinformation on the internet, analysis of our data set revealed that 89% of articles scored in the upper quartiles, suggesting that online information in the United States regarding COVID-19 was of a higher quality than anticipated.

With the uptick in news dissemination by national media after the onset of the pandemic, national news outlets were unsurprisingly the largest source of our sample set followed by private health-focused entities. Interestingly, there was less output from global organizations such as the World Health Organization and United Nations; these organizations only had 1% of total article output, contradicting their organizational goals of far-reaching public health campaigns and initiatives [24]. This discrepancy in expected and observed output could be due to organizational choices to frequently update a centralized information page as opposed to generating new articles that would show up as separate listings. Additionally, different categorical sources allocate varying levels of resources and personnel to public-facing operations that would result in searchable online information [25].

The lack of significant trends associated with an increasing search order product value implied a qualitatively homogenous sampling of articles by exposure in our analysis, validating the decision to analyze only the first three pages of each term’s Google search (Figure 5). Using the product of search metrics instead of a direct numerical order of results allowed us to place increased weight on articles listed toward the top of later result pages. Among the sample set, the average quality score of the first articles on the first page (mean 18.7, SD 0.0) was not significantly different from the average quality score of the 10th article on the third page (mean 17.1, SD 1.88) of Google search results.

Stratification of the QUEST scores by article categorization revealed source-based qualitative differences, in part due to different data-gathering and publishing processes. Output from peer-reviewed journals had the highest average score (mean 22.7, SD 3.18), likely due to their rigorous scientific vetting process prior to publication [26]. Increased variation in this category ($\sigma^2=10.1$) may be a reflection of the varying requirements set forth by journals and a smaller sample size included in our analysis. Peer-reviewed journals had a significantly increased average QUEST score as compared to national news outlets (mean 18.3, SD 2.20; $P=.002$), regional news outlets (mean 17.6, SD 2.24; $P=.003$), national government sites (mean 17.5, SD 1.81; $P=.001$), state government sites (mean 17.4, SD 1.65; $P=.002$), and global health organizations (mean 17.2, SD 1.18; $P=.046$). Unfortunately, the latter categories were marked by the lowest average information quality, though still mostly in the second (7.5-15) and third (14-22.5) score quartiles. Additionally, entertainment and cultural outlets (mean 20.6, SD 1.95) were characterized by significantly higher quality information compared to regional news outlets and state government sites, perhaps reflecting their tendency to target wider audiences [27].

The majority of articles (170/187, 91%) were written well above American Medical Association–recommended reading levels [21] (Figure 6). Results from the readability analysis substantiated our hypothesis that most COVID-19 articles would be too difficult for the average American to read, in line with the results of prior smaller studies [28]. With the overall FRE score representative of college-level reading and categorically falling under “Difficult,” the ability of these most-searched articles to convey accurate information is automatically diminished. Though not directly contributing to misinformation, mismatched comprehension levels lead to knowledge gaps; this may push the public to turn toward other less reliable modalities to stay informed [29]. Ahmed Siddiqui et al [29] specifically discussed the pervasiveness of nonevidence-based medical advice on social media as a “hidden epidemic” considering its ability to transcend geographic and cultural boundaries. Less readable online sources may indirectly facilitate the spread of misinformation regardless of high article quality. This has been affirmed by studies using different criteria from our own including the DISCERN scoring system [6], JAMA benchmarks [30], and even the HONcode system [31]. Additionally, with massive public health awareness efforts underway to encourage COVID-19 vaccination and safe social practices, accurate online media has become increasingly important as a direct source of information for all demographics [32].

Moving forward, publishing sources may benefit from using resources to optimize communication of health information. The Agency for Healthcare Research and Quality updated the second edition of their Health Literacy Universal Precautions Toolkit (HLUPT) recently in September 2020. The document outlines strategies to enhance overall patient understanding, and even contains a section focused on written communication [33]. In a 2015 study, Brega et al [34] determined that applying the sections of the HLUPT pertaining to written materials led to better readability of revised documents. Subjecting patient-facing articles to rigorous quality and literacy guidelines will aid in improving both publishing standards and consumer understanding, both of which are required to best communicate vital information.

Conclusion

The COVID-19 pandemic in the United States was accompanied by an influx of online health information. To investigate the need for quality control of this information, we assessed articles resulting from the most-searched health-related terms in the United States using the QUEST rubric and readability software. Despite the high prevalence and transmission of misinformation during the COVID-19 pandemic, the most frequently searched Google articles had good information quality. Still, the majority of these articles were written above the recommended reading level for the public, diminishing their ability to counteract the spread of misinformation.
Limitations

The limitations of this study include the small sample size, use of only three raters, and lack of individual comparative analysis when determining search keywords. Although GT was used to identify popular keywords, the search volumes of multi-word keywords were not compared against their results without use of quotations. This likely resulted in some bias of listing order because it excluded results only if one of the multi-word terms were searched. Furthermore, Google’s newer quality rating guidelines adopted in 2019 have resulted in increased automatic filtering criteria, likely resulting in higher quality and personalized results than would have otherwise been listed [35].

Only the QUEST scale was used to measure article validity, and there are a range of other evaluation tools in the literature that may provide differing or complementary data. Additionally, the Fleiss’s kappa value of our study was 0.0095, indicating a slight agreement between raters when it came to absolute scores. This may have been due to the subjective nature of the QUEST rubric especially in areas such as attribution, tone, and conflict of interest. Even still, author relative rankings of articles correlated to a greater extent than the absolute score values, indicating a shifted but similarly trending rating among raters. Additionally, facets of QUEST, such as authorship and currency, allocate points for characteristics that do not directly correlate with information accuracy, explaining the lower scores of government and global health organizations due to inherent formatting preferences (ie, omitting authors). The QUEST scale does not address every aspect of misinformation, although it does focus on some aspects such as attribution that is seen in Table 1. Further studies on the spread of misinformation, especially against the backdrop of the COVID-19 pandemic, would benefit from examining media outside articles such as radio, social media, and television.
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Abstract

Background: Health self-management is increasingly being influenced by emerging health information technologies (IT), especially online patient portals. Patient portals provide patients with direct access to their health information, electronic tools to manage their health, and additional opportunities to engage with their care team. Previous studies have found that patient portal use is highest among patients with high eHealth literacy, the ability to find health information from electronic sources and apply the knowledge gained to solve a health problem. The role of eHealth literacy on patient portal use appears to be especially strong among older adults with chronic diseases. The use of patient portals among emerging adults (ages 18-29) is much less understood. Although generally healthy, emerging adults are more regular IT users and just beginning to independently navigate the health care system. A good understanding of how emerging adults are using online patient portals and what factors, including eHealth, impact portal use is lacking.

Objective: The aim of this study is to describe patient portal use and explore the predictors of portal use among a diverse sample of emerging adults.

Methods: A cross-sectional survey study that used convenience sampling was conducted at two universities. Data on demographics, health care encounters, eHealth literacy, patient engagement, and use of patient portal features (administrative and clinical) were obtained via self-report and summarized. Logistic regression models were used to examine factors associated with portal use.

Results: Of the 340 emerging adults, 257 (76%) were female, 223 (65%) White, 156 (47%) low income, and 184 (54%) reported having patient portal access. Of those reporting access, 142 (77%) used at least 1 portal feature and 42 (23%) reported using none. Significant predictors were patient engagement (odds ratio [OR] 1.08, 95% CI 1.04-1.13, P=.001) and total encounters (OR 1.23, 95% CI 1.05-1.44, P=.009) but not eHealth literacy. Hispanic and Asian emerging adults were more likely to be frequent users of clinical portal features than White emerging adults (Hispanic: OR 2.97, 95% CI 1.03-8.52, P=.04; Asian: OR 4.28, 95% CI 1.08-16.89, P=.04).

Conclusions: We found that about half of emerging adults had access to a patient portal. Among those with access, a majority reported using at least one portal feature. Factors associated with increased portal use included increased patient engagement and total clinical encounters. Self-reported eHealth literacy was not associated with patient portal use in this diverse sample of emerging adults. This may have been due to high overall eHealth literacy levels in this population of frequent IT users. There may also be racial/ethnic differences that are important to consider, as we found Hispanic and Asian emerging adults reported more frequent portal use than White emerging adults. Interventions to promote patient portal use among emerging adults should include strategies to increase awareness of portal access and engagement among patients with fewer clinical encounters, with a focus on preventative health management.

https://formative.jmir.org/2022/2/e33356
Introduction

Patient self-management of their health is being promoted within health care organizations [1]. Health information technologies (IT) can provide opportunities to enhance patients’ self-management [2,3]. One IT that is increasingly adopted by health care systems is the online patient portal. The patient portal allows patients to access and manage their personal health information, request prescription refills, schedule appointments, and message with their health care team [4-6]. The increased availability of online patient portals provides patients with greater access to services and tools to engage in their health management [3,7-10]. Patient portals have demonstrated effectiveness, improving self-management of chronic conditions such as diabetes, hypertension, and depression [3,11] and increasing patient satisfaction [3,12]. Patient portal adoption and use has been shown to vary across patient populations, with increased use associated with patients of White race, those who speak English, and those who have private insurance [13,14]. Older patients and those living in rural areas with poor broadband access have also been shown to be less likely to use a patient portal [15]. An additional factor that could impact the use of patient portals is a patient’s eHealth literacy [16]. Extant literature suggests that as a patient’s eHealth literacy rises, their ability to use online health resources successfully also increases [3,17,18]. Interventions focused on improving patient portal use could include strategies to enhance eHealth literacy, especially among older patients who use technology less frequently and have greater health management demands due to chronic diseases. Whether such approaches would be helpful for younger, healthier patient populations is less clear.

This study is focused on emerging adults—specifically, higher education students aged 18-29 years old—and examines their use of secure online patient portals. Emerging adults represent a unique demographic, one in a state of transition from their dependency on parents/caregivers, yet not fully engaged in the responsibilities of adulthood [19]. For many emerging adults, university may represent their first independent experiences with the health care system [20]. They may have problems moving into the adult setting after parent-guided pediatric experiences; some may stop their health care altogether during this time of transition [20]. Furthermore, higher education students may have low eHealth literacy skills, despite their familiarity in using the internet to find health information [21,22].

Thus, it is important to understand emerging adults’ use of patient portals to inform tailoring of future interventions to improve their engagement with their care and health self-management. Understanding factors associated with online patient portal use will help guide development of interventions for this population. Enabling emerging adults to embrace new tools that increase access to health care services can expedite a culture change in which enhanced patient-provider partnerships lead to more effective care.

The purpose of this study is to describe the usage of online patient portal features among emerging adults. We hypothesized that eHealth literacy and patient engagement would be positively associated with reported portal use.

Methods

Recruitment and Ethics Approval

This cross-sectional survey study used nonprobability convenience sampling to recruit higher education students at a large, urban, public university with many minority students and a small, private university, both located in the Northeastern United States, to complete a cross-sectional survey during the months of March-May 2018 (Multimedia Appendix 1). Convenience sampling was conducted based on the norms associated with student recruitment at each university location and included students being invited via email to participate. For the public university setting, an email was sent via mass listserv to all undergraduate and graduate students. Students had the option to reply to the email and participate in the survey. For the private university setting, emails were sent to the faculty to forward to their students (undergraduate and/or graduate) to participate in the survey.

Email invitations contained a brief description of the purpose of the survey and an embedded survey link, using Qualtrics (April 2018) software, to complete on either a mobile device or desktop computer (web-based). Surveys were anonymous (no identifiers were linked to the respondents’ data), used no forced-choice questions, and offered voluntary entry into a random drawing for US $100. At the private university, faculty may offer extra credit as an incentive for participation; however, for this study, faculty members were instructed it was not needed due to the raffle incentive. All study procedures were approved by the UMass Boston and Bryant University Institutional Review Boards (2016148).

Measures

Patient Portal Use

Patient portal use was assessed in two steps. First, participants were primed with an image of a typical health portal sign-in page and were asked to think about where they were currently getting their health care (Multimedia Appendix 2). Participants answered if their health care center offers a secure online patient portal (yes, no, and not sure). The second set of questions assessed their use of 8 common patient portal features. The stem was, “Have you ever used a patient portal for the following reasons?” followed by the 8 features, which were categorized as administrative or clinical in nature based on previous research [23]. The three administrative features included (1) check my appointment date or time, (2) make an appointment, and (3)
request a prescription refill from my physician. The five clinical features were (1) check immunization records, (2) check lab results, (3) email provider, (4) read my visit notes (often called “doctor's notes”), and (5) post my own health information on the patient portal. Response options were (0) No, I don’t have access, (1) No, I have never used, (2) Yes, I have used, and (3) Yes, I have used more than once. These items were developed specifically for this study and have not been validated against portal tracking information.

Health Care Utilization

Three items based on Lorig’s [24] healthcare utilization questionnaire were used to assess frequency of health care visits in the past 6 months. Participants were asked to report the frequency of visits to a physician’s office (not including hospitalizations), hospital emergency department, and urgent care center. The original items were modified by providing response options rather than using an open-ended format. Options ranged from 0 to 6 or more visits. Test-retest reliability has been reported for physician item ($r=0.76$) and emergency room item ($r=0.94$) [24,25].

eHealth Literacy

An 8-item modified version of the electronic Health Literacy Scale was used to assess participant eHealth literacy [26]. The modified version used items assessing the critical evaluative skills of information and frequency of engaging in these actions (behavioral literacy). The question stem was, “When looking for health information on the Internet, how often do you do the following?” A total of 8 behaviors were listed and participants were asked to respond on a 6-point frequency scale from never (1) to always (6). The eight behaviors were the following: (1) check the ownership of the health website, (2) check the website’s sponsor, (3) evaluate whether the health information is credible, (4) evaluate the credentials of the person providing the information on the website, (5) evaluate whether the coverage of the health topic is comprehensive, (6) check whether other print or web resources confirm the health information provided, (7) check whether the health information is up-to-date, and (8) discuss the health information with your health care provider.

Patient Engagement

The Altarum Consumer Engagement (ACE) Measure was used to assess patient engagement [27]. The ACE contains 12 items and 3 subscales with 4 items each: Commitment (eg, “I can stick with plans to exercise and eat a healthy diet”), Informed Choice (eg, “When choosing a new doctor, I look for official ratings based on patient health”), and Navigation (eg, “I have lots of experience using the healthcare system”). Responses were on a 5-point scale ranging from strongly disagree (0) to strongly agree (4) with a neutral midpoint. The scale has good construct validity with good internal reliability (Cronbach $\alpha$) for the Informed Choice ($\alpha=.82$) and Commitment ($\alpha=.85$) subscales and fair reliability for Navigation ($\alpha=.66$) [27].

Demographic Questions

Questions to characterize the respondents were asked at the end of the survey and included age, gender, race, ethnicity, language spoken at home, and years in the United States. Respondents were also asked to report on their parent or legal guardian’s annual income and the respondent’s employment and insurance status.

Data Analysis Plan

Descriptive statistics were calculated to describe the sample’s characteristic and summary scores of variables of interest. The sample was defined by only those who self-reported 1 or more health care visits on the Lorig healthcare utilization questionnaire. The sample was further categorized by their use of the portal (nonuser versus user). Users were defined as those who reported using at least one of 8 portal features. Pearson chi-square analyses or independent t-tests were used to examine differences by user status. A Levene test for equality of variances was run to determine the $t$ statistic used to evaluate significance.

Multivariable logistic regression was used to examine correlates of portal use and to test our hypotheses that eHealth literacy and patient engagement would be positively associated with reported portal use. Covariates were entered into the model in five blocks: (1) demographics; (2) university type, insurance type, and health condition; (3) total encounters with health care system in last 6 months; (4) eHealth literacy score; and (5) patient engagement score. Participants who reported not having access to a health care portal or not using any patient portal feature were excluded from the analysis. Dichotomous variables were created for age (18-23 years old versus 24-29 years old), gender (female versus not female), ethnicity (Hispanic versus not Hispanic), university (public versus private), insurance (private versus not private), and health condition (condition versus no condition).

A second regression analysis was run to explore predictors of using portal features whose purpose is primarily clinical (eg, read visit notes) rather than administrative (eg, make an appointment) [23]. The outcome variable for this second analysis was dichotomized by high use (3 or more clinical features) versus low use (<3 clinical features). All analyses were completed in SPSS Statistics 25 (IBM Corp).

Results

Figure 1 displays a flow chart of how the analytic samples were defined. Email recruitment resulted in 541 students opening the link to the survey. After data cleaning and exclusions, the remaining analytic sample was 340 emerging adults (Figure 1). The majority of variables had 0-4 (1.2%) missing cases, with one variable missing 6 (2.1%). The majority of the 340 emerging adults (n=184, 54%) reported having access to a patient portal, while 11% (n=39) responded they did not and 34% (n=117) were unsure. We further reduced the sample to include only emerging adults who reported a health care visit in the previous 6 months (n=289).

Table 1 describes this sample and classifies each participant as either a nonuser, defined as reporting using no features, or a user, defined as reporting the use of one or more portal features. Using this classification system, there were 124 nonusers and 165 users.

Of the 117 reporting they were unsure about having access to a patient portal, 70.1% (n=82) used none of the features while the remaining 30.9% (n=35) used one or more portal features. Pearson chi-square analyses were run to determine correlations between portal use and to test our hypotheses that eHealth literacy and patient engagement would be positively associated with reported portal use. Covariates were entered into the model in five blocks: (1) demographics; (2) university type, insurance type, and health condition; (3) total encounters with health care system in last 6 months; (4) eHealth literacy score; and (5) patient engagement score. Participants who reported not having access to a health care portal or not using any patient portal feature were excluded from the analysis. Dichotomous variables were created for age (18-23 years old versus 24-29 years old), gender (female versus not female), ethnicity (Hispanic versus not Hispanic), university (public versus private), insurance (private versus not private), and health condition (condition versus no condition).

A second regression analysis was run to explore predictors of using portal features whose purpose is primarily clinical (eg, read visit notes) rather than administrative (eg, make an appointment) [23]. The outcome variable for this second analysis was dichotomized by high use (3 or more clinical features) versus low use (<3 clinical features). All analyses were completed in SPSS Statistics 25 (IBM Corp).
29.9% (n=35) used 1 or more features—specifically, 5.1% (n=6) used at least 1 patient portal feature; 13.7% (n=16) used 2-3 patient portal features; and 11.1% (n=13) used 4 or more patient portal features. Of the 165 respondents who reported using portal features, the most used features were checking lab results (n=63, 38%), appointment time (n=61, 37%), and immunization records (n=58, 35%).

Figure 1. Sample flow chart.
Table 1. Characteristics of students who reported a health care visit in the last 6 months and comparison of nonusers and users of the portal (N=289).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Nonuser</th>
<th>User</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-23</td>
<td>107</td>
<td>125</td>
<td>.03</td>
</tr>
<tr>
<td>24-29</td>
<td>17</td>
<td>40</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>92</td>
<td>131</td>
<td>.30</td>
</tr>
<tr>
<td>Not female</td>
<td>32</td>
<td>34</td>
<td>.61</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>109</td>
<td>140</td>
<td>.46</td>
</tr>
<tr>
<td>Hispanic</td>
<td>15</td>
<td>25</td>
<td>.62</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>82</td>
<td>111</td>
<td>.97</td>
</tr>
<tr>
<td>Black</td>
<td>11</td>
<td>15</td>
<td>.69</td>
</tr>
<tr>
<td>Asian</td>
<td>15</td>
<td>17</td>
<td>.87</td>
</tr>
<tr>
<td>Other</td>
<td>16</td>
<td>22</td>
<td>.71</td>
</tr>
<tr>
<td><strong>Years residing in United States, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-5 years</td>
<td>9</td>
<td>14</td>
<td>.86</td>
</tr>
<tr>
<td>More than 5 years</td>
<td>113</td>
<td>149</td>
<td></td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td><strong>Parents' household income (US $), n (%)</strong></td>
<td></td>
<td></td>
<td>.95</td>
</tr>
<tr>
<td>&lt;40,000</td>
<td>36</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>41,000-80,000</td>
<td>39</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td>&gt;80,000</td>
<td>47</td>
<td>62</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>2</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td><strong>University type, n (%)</strong></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Public</td>
<td>62</td>
<td>112</td>
<td></td>
</tr>
<tr>
<td>Private/not public</td>
<td>62</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td><strong>Insurance type, n (%)</strong></td>
<td></td>
<td></td>
<td>.38</td>
</tr>
<tr>
<td>Private</td>
<td>109</td>
<td>139</td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>15</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td><strong>Do you have a health condition or disease that requires periodic visits or monitoring by a physician? n (%)</strong></td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>No</td>
<td>98</td>
<td>118</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>26</td>
<td>47</td>
<td></td>
</tr>
<tr>
<td><strong>Health care utilization in the previous 6 months, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician visits (not including emergency department or urgent care)</td>
<td>1.73</td>
<td>2.11</td>
<td>.02</td>
</tr>
<tr>
<td>Emergency department visits (nonuser n=123, user n=163)</td>
<td>0.22</td>
<td>0.36</td>
<td>.06</td>
</tr>
<tr>
<td>Urgent care visits (nonuser n=121, user n=164)</td>
<td>0.48</td>
<td>0.59</td>
<td>.35</td>
</tr>
<tr>
<td>Total encounters (sum score)</td>
<td>2.41</td>
<td>3.05</td>
<td>.50</td>
</tr>
<tr>
<td>e-literacy (sum score, range 8-48), mean (SD)</td>
<td>26.33</td>
<td>27.15</td>
<td>.001</td>
</tr>
<tr>
<td>Patient engagement (Altarum Consumer Engagement Measure sum score, range 12-60; nonuser n=123, user n=163), mean (SD)</td>
<td>37.89</td>
<td>41.83</td>
<td>.001</td>
</tr>
</tbody>
</table>

*Nonusers were defined as those who reported not using any of the 8 portal features.
Users were defined as those who reported using at least one of the 8 portal features.

\(^{c}\) P values for Pearson chi-square test or \(t\) test. Italicized \(P\) values indicate significant difference between users and nonusers.

\(^{d}\) Levene test \(P<.05\), equal variances not assumed.

Multivariable logistic regression was used to examine the likelihood of being a user (\(n=165\)) versus nonuser (\(n=100\)) of the patient portal (Table 2). The respondents (\(n=265\)) included only those who reported a health care visit and reported access to a portal or reported they were unsure of access to a portal but reported use of at least one portal feature (Figure 1). Two cases from the sample of 265 were missing patient engagement scores (\(n=263\)). The final model included two significant variables, patient engagement (odds ratio [OR] 1.08, 95% CI 1.04-1.13, \(P=.001\)) and total encounters (OR 1.23, 95% CI 1.05-1.44, \(P=.009\)).

### Table 2. Predictors of using portal features and predictors of high use versus low use of clinical features.

<table>
<thead>
<tr>
<th>Variables in equation</th>
<th>Users vs nonusers(^{a}) ((N=263))</th>
<th>High use vs low use of clinical features(^{b}) ((N=263))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted odds ratio(^{c})</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Not female</td>
<td>0.89</td>
<td>0.47-1.68</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-23</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>24-29</td>
<td>1.43</td>
<td>0.67-3.03</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.13</td>
<td>0.40-3.20</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>0.97</td>
<td>0.37-2.55</td>
</tr>
<tr>
<td>Asian</td>
<td>0.75</td>
<td>0.30-1.92</td>
</tr>
<tr>
<td>Other</td>
<td>0.61</td>
<td>0.21-1.79</td>
</tr>
<tr>
<td><strong>University type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Not public</td>
<td>0.625</td>
<td>0.327-2.84</td>
</tr>
<tr>
<td><strong>Health insurance type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private insurance</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Not private</td>
<td>1.20</td>
<td>0.51-2.87</td>
</tr>
<tr>
<td><strong>Health condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.08</td>
<td>0.55-2.10</td>
</tr>
<tr>
<td>Total health care encounters past 6 months</td>
<td>1.23</td>
<td>1.05-1.44</td>
</tr>
<tr>
<td>eHealth literacy score</td>
<td>0.99</td>
<td>0.96-1.02</td>
</tr>
<tr>
<td>Patient engagement score</td>
<td>1.08</td>
<td>1.04-1.13</td>
</tr>
</tbody>
</table>

\(^{a}\) For this table, nonusers were defined as those who reported not using any of the 8 portal features and users were defined as those who reported using at least one of the 8 portal features.

\(^{b}\) High users were defined as those who used 3 or more clinical portal features and low users were those who used less than 3 clinical portal features.

\(^{c}\) Results from multivariable logistic regression models including all variables shown; significant relationships are italicized.
Using the same steps as the first logistic regression models, we examined the outcome variable of high versus low use of clinical portal features. Table 2 displays the results of the regression. Factors associated with high use of clinical portal features included Hispanic versus non-Hispanic ethnicity (OR 2.97, 95% CI 1.03-8.52, \(P=.04\)), Asian versus non-Asian (OR 4.28, 95% CI 1.08-16.8, \(P=.04\)), higher scores in patient engagement (OR 1.10, 95% CI 1.05-1.15, \(P=.001\)), and more health care encounters in the past 6 months (OR 1.16, 95% CI 1.01-1.34, \(P=.04\)).

**Discussion**

**Principal Results**

As hypothesized, patient engagement predicted online patient portal use, supporting previous research [7,9,28]. Findings also support that young adults have an interest in patient portals and engagement with their health care [29]. As they become more engaged, they are likely to find use of patient portals helps with medical decision-making [2].

We did not find that eHealth literacy was associated with patient portal use as we hypothesized. Others who found eHealth literacy was a correlate of patient portal use were reporting on samples with chronic conditions [30], compared to relatively healthy emerging adult populations. In our sample, participants had a midrange level of eHealth literacy (see Table 1). Our results echo previous studies’ findings that while emerging adults may be familiar with the internet and online information sources, they may not be engaging in health information seeking and thus have average eHealth literacy skills [22]. Interestingly, public university students had higher eHealth literacy scores than private university students, suggesting they can better evaluate eHealth resources than their counterparts. Public university students also had a higher number of health care visits compared to private university students, which may have contributed to greater familiarity with patient portals and influenced eHealth literacy. It will be important to investigate these relationships as emerging adults may engage in more health IT in coming years as portals become even more commonplace and their health management demands increase.

Analyses identified demographic and health factors associated with using clinical features of portals. The findings suggest that non-White emerging adults (specifically, Hispanic and Asian emerging adults), those having more health care encounters, and those with higher levels of patient engagement are using these features more frequently. A study of nearly 50,000 primary care patients showed that patients often look at clinical information through patient portals after a health care visit [23]. In addition, a recent report found patients from vulnerable populations, including those who were less educated, older, and from ethnic racial minority groups, were more likely to report benefits from reading clinic visit notes online compared to less vulnerable patients [31]. It is possible emerging adults from underserved communities may have more to gain from accessing clinical information from their online health records. Accessing patient portals may represent an important first step in taking control of one’s health, especially in the emerging adult population.

**Limitations**

This study had a cross-sectional survey design and used convenience sampling. It is descriptive in nature and cannot determine causality regarding predictors of use. Although a nonprobability convenience sampling method reduces the generalizability of findings, it does allow researchers easier access to study participants and is a common practice in developmental and formative science [32,33]. Due to the nature of sampling, an exact response rate cannot be calculated. The sample size is also relatively small and further research is needed in larger higher education student populations across geographic regions. The study also did not assess if participants are sharing personal health information with others, such as parents or guardians. Furthermore, we did not collect information from faculty about whether extra credit was offered to students for participating, an approach that could bias the sample. Finally, the findings might not be generalizable to other emerging adult populations and health care settings.

**Conclusions**

Online patient portals represent an important health IT tool offered by many health care organizations. In recent years, available features of patient portals continue to expand, giving patients greater access to their personal health information and tools to engage in self-management. This study adds valuable insight to continuing research into online patient portal use by bringing the emerging adult population into focus. There is still work needed to increase awareness of online patient portals among this age group, but there are also subpopulations that are already frequently using patient portals. Our findings suggest it is important to know more about the health IT available at public and private universities and that there is a need to further investigate eHealth literacy among this population. Interventions should focus on increasing patient portal awareness and engagement in health management in conjunction with improving eHealth literacy skills of the emerging adult patients.
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Abstract

Background: Maintaining social relationships is a basic human need and particularly essential in old age, including when living in a retirement home. Multiplayer video games can promote positive social interactions among players from different generations while playing. Yet, such facilitation of positive social interactions depends on specific game design. To systematically investigate the effects of game design on social interaction between seniors and their coplayers, the game Myosotis FoodPlanet was developed in this study, and the impacts of 3 different game modes on social interaction were compared in a controlled field trial.

Objective: This study aims to compare the effects of 3 different game modes (competitive, cooperative, and creative) on social interactions (verbal and nonverbal communication) between seniors and their younger coplayers.

Methods: This study was conducted in a Swiss retirement home as a controlled field trial. Participants were residents of the retirement home (N=10; mean age 84.8 years, SD 5.9 years) and played in pairs with their caregivers. Each pair played 3 game modes in random order. This resulted in 30 game sequences of 20 minutes each. A within-subject design was applied with game mode as the within-factor and social interaction as the outcome variable. To assess the quality of social interaction, 30 video-recorded game sequences were analyzed based on an event sampling method.

Results: Analysis of variance for repeated measurements revealed significant effects: there was significantly more verbal communication in the creative mode than in the cooperative mode (P=.04) with a strong effect size (Cohen f=0.611). An examination of verbal communication revealed more game-related communication in the creative mode than in the cooperative mode (P=.01) and the competitive mode (P=.09) with marginally significant effects and strong effect sizes (Cohen f=0.841). In addition, significantly more biography-related communication occurred in the creative mode than in the cooperative mode (P=.03), with a strong effect size (r=0.707). Regarding nonverbal communication (eg, laughing together), analysis of variance for repeated measurements showed significant differences among the game modes (P=.02) with a strong effect size (Cohen f=0.758). Results showed that there was significantly more laughing together in the competitive mode (competitive>cooperative>creative).

Conclusions: The results show that game mode can be an important factor for shaping the social interactions of players playing together. Compared with other modes, creative game modes can increase verbal communication. In contrast, competitive modes may stimulate more laughing together. This has important implications for game design and the use of computer games to promote social interaction between seniors and their coplayers in practice.

(JMIR Form Res 2022;6(2):e29179) doi:10.2196/29179

Keywords: video games; computer games; older adults; game mode; serious game; social interaction; video analysis methods
Introduction

Playing Digital Games as Social Activity Connecting People From Different Age Groups and Generations

Maintaining social relationships is a basic human need and therefore is highly relevant to psychological well-being [1]. This is particularly true in old age [2-5], including when living in a retirement home. Multiplayer video games can promote well-being and the maintenance of social relationships [6-8] because they can facilitate positive social interactions during play, even for players from different generations [9-14]. Imagine, for instance, a visiting grandchild playing a video game with their grandparent in a retirement home, or imagine care persons and residents playing together during activation therapy or recreation in a common room. Playing together is a rewarding experience [15] that connects people through joint action, cooperation, or playful and unthreatening competition. In this way, it can link people from different generations, bridging the gap among them. Research indicates that social interaction and entertainment are among the main motivating factors for older adults to play video games [16-18]. Specifically, players enjoy interacting with others, watching others playing, and talking about the game [19-21]. Digital technology, which is ubiquitous in the lives of younger and adult people, has been investigated as a tool to connect generations, including those of advanced age [2]. For instance, intergenerational digital games can enhance social bonding [22] and pave the way for improved communication among players [23]. The term intergenerational, thereby does not only include family bonds (e.g., grandchildren and grandparents) but can also be considered in a wider sense in terms of age (e.g., older and younger people) or community life (e.g., youth and older adults) [24].

Taken together, playing video games seems to be a meaningful way to foster positive intergenerational social interaction between younger and older people, which, in turn, is likely to improve psychological well-being in the long run. As emphasized in a review [25] and various studies [26,27], games can have positive effects on the physical, cognitive, social, and emotional states, especially in older adults.

However, there are important research gaps that must be considered concerning the potential of video games in real-life scenarios, especially those concerning specific game design decisions and their impact on social interactions. For example, de la Hera et al [23] state: “The decision to engage players in competitive, cooperative or competitive competitive games has relevant implications on the effects of these practices.”

Previous research on intergenerational digital games describing major research gaps recommend that future empirical studies should directly compare different forms of playing to discover the effects of intergenerational interactions [24]. Likewise, recent research related to digital games in neurorehabilitation has addressed similar research gaps concerning different game modes [28]. Therefore, it is of utmost importance to further contribute to the scientific knowledge on the effects of game design decisions on players’ behaviors via systematic empirical studies. In addition, it has been recommended by previous research on intergenerational games that future research should include more types than only grandparent–grandchildren interactions [23].

In our study, we investigate the possible effects of specific game design decisions regarding game modes on social interactions among players from different age groups in a retirement home. In the following section, we present the rationale behind our game design decisions.

Game Design Decisions and Possible Influences on Players’ Social Interactions

In multiplayer game design [29], social game mechanics are used to initialize and increase the social interaction among players within the game. Systematic empirical research is rare in this area; however, isolated evidence has demonstrated that design for social interaction can impact players’ behaviors in old age—not only concerning their verbal behavior but also their nonverbal behavior; a study comparing social interaction design of a pervasive game (pervasive game here interrelates to the close connection between a web-based game and the physical world), as opposed to no social interaction design, revealed significant and positive effects on promoting physical activity in older adult players [30].

More specifically, social game mechanics provide different configurations—game modes that can influence social interaction among players. The established modes are (1) competitive, if 2 players compete against each other, whereby only one of them can win [31] and (2) cooperative, if 2 players operate together, having a dedicated task each, but winning the game together. These contrasting modes are both able to stimulate social interaction and motivation to play [32-34]. They correspond to basic categories of human social interaction behaviors, which are well-known from the long history of social psychology research [35]. In addition, modern games provide a (3) creative mode in which the game does not imply any rules and the players are free to explore or modify the game world in a creative way. Such games are referred to as open-ended simulation games or sandbox games [36,37].

Existing research reveals an ongoing debate regarding the influence of game modes on social interaction. Although some [35] assume an increased willingness to communicate in cooperative game structures, others [38] argue for the existence of a correlation between competitive game structures and social interaction. More detailed findings and theoretical considerations on the different game modes and their influence on social interaction are presented in the following section.

Game Modes and Players’ Social Interactions—Empirical Evidence

Competitive Mode and Social Interaction

Research on game gratification shows a positive relationship between social and competitive motives [39,40], and players who engage with games primarily because they seek social interaction are often also competitive gamers [38]. This correlation can be explained by the basic human need for control, according to the fundamental interpersonal relationship orientation theory [41]: competition with others or trying to control each other is an essential part of interpersonal dynamics.
Nevertheless, in contrast to younger players, older players find competition in playing a minor motivator [16,18,22,27], unless there is indirect competition against other teams [42]. In addition, older players have been found to largely reject reflex-oriented games such as fighting or racing games. They experience such games as more difficult, less interesting, and hence less enjoyable to play, owing to their age-related physical condition or disabilities [43].

**Cooperative Mode and Social Interaction**

Empirical findings suggest that cooperative video games support positive interdependence (eg, for video games) [44,45], meaning players need each other to fulfill a certain task and all members must contribute their knowledge and skills for the group or team to be successful [35]. Positive interdependence plays a crucial role in improving intergenerational social interactions [23]. Thus, cooperative game structures should likely lead to increased willingness to communicate as a team, facilitating the exchange of important information, sharing of ideas, and reacting to the ideas shared by others [35]. However, to the authors’ knowledge, there have been no clear empirical results confirming this assumption for older adults or intergenerational games.

**Creative Mode and Social Interaction**

The creative game experience has been seen to increase when the game does not specify any right or wrong paths [36]. This can foster creativity because players collaboratively generate new ideas beyond what they could have come up with on their own [46-48]. Following this, the given level of freedom in the creative game is likely to initiate and increase communication (about game-related activities and thoughts) and social interaction (joint decision-making) among players. Talking about new ideas or things that are out of the ordinary can lead to discussion of new topics and even more communication. This, in turn, should further increase social interactions. Empirical studies examining this relationship are lacking.

Taken together, these empirical findings suggest that all 3 modes can stimulate social interaction and motivation to play [31,33]. However, empirical studies comparing different modes in relation to social interaction are inconsistent (competitive vs cooperative modes) or lacking (creative mode). As the theoretical considerations described above suggest that there may be differences, a comparative analysis investigating the differential effects of cooperative, competitive, and creative game modes on intergenerational social interaction can fill the research gap as described previously [23] and inform game designers on how to design games that stimulate intergenerational social interaction [22].

**Goals of the Field Trial**

The goal of this study is to provide original results that contribute to improved scientific knowledge about the effects of social game mechanics (game modes) on social interactions between older players and younger coplayers. To accomplish this, a controlled field trial was presented to investigate these impacts with older participants from a retirement home. The game used for the trial is a serious multiplayer game called *Myosotis FoodPlanet* (see the Materials and Tools section and Multimedia Appendix 1) designed specifically as an intergenerational game for use in retirement homes.

This study aims to compare the impacts of 3 different game modes (competitive, cooperative, and creative) on social interactions between seniors and their younger coplayers during game play. With reference to the theory described above and previous research, we assumed that the game modes would differ in the extent to which they influence social interaction. Therefore, we differentiated between verbal social interaction (H1) and nonverbal social interaction (H2) among players. Specifically concerning H1, we expected the creative game mode to stimulate the highest amount of verbal social interaction, as explained earlier. Despite somewhat controversial findings regarding the competitive and cooperative modes, we further assumed that a cooperative mode would stimulate more verbal social interaction, compared with the competitive mode, based on related research [35]. In brief: Creative Mode > Cooperative Mode > Competitive Mode.

Regarding nonverbal social interaction (H2), we hypothesized that there would be differences among game modes; however, owing to the extremely limited research on nonverbal interaction in video games, the assumptions were nondirectional, and our research remains explorative. The study was conducted before the COVID-19 pandemic, when physical interactions (hand shaking and touching another’s hands, shoulders, etc) were still not restricted owing to potential health risks.

**Methods**

**Participants and Study Design**

In all, 10 older residents from a Swiss retirement home voluntarily participated in a randomized controlled field trial during their leisure time (7 women and 3 men; mean age 84.8 years, SD 5.85 years; range 76-93). The older participants were healthy, with the exception of minor age-related impairments (ie, minor physical limitations and no severe dementia). A within-subject study design was applied with 3 game modes (competitive, cooperative, and creative) administered in a randomized order. This resulted in 30 game sequences. In all, 4 care professionals, 3 activation therapists and 1 nurse (4 women; mean age 44, SD 15.60 years; range 21-55 years) participated as coplayers of a younger generation to ensure the residents’ safety at all times during study participation and liability to ethical standards. The study was not part of any therapeutic program and did not include any clinical interventions. Social interaction was the only outcome variable (for details on measures, see the Measures of Social Interaction section). No health-related outcomes were addressed in the study. According to the Swiss Federal Human Research Act, the study was not liable for registration.

**Materials and Tools**

The game used in this study is a serious multiplayer game called *Myosotis FoodPlanet*, which was designed specifically as an intergenerational game for use in retirement homes. It is a game involving cooking Swiss cheese fondue together, which is a traditional and well-known dish in Switzerland. From reminiscence therapy [49], it is known that food is an ideal topic for discussion of new topics and even more communication.
for stimulating social interaction [50], because anybody can be assumed to have an opinion on food, and the interests of different generations can easily be taken into account [11]. *Myosotis FoodPlanet* was developed in the multidisciplinary research project *Myosotis Garden* [37]. The games developed in this project were designed to provide entertaining positive activity, thereby triggering intergenerational communication and enabling players to find new and exciting access to the memories and biographies of older people [23].

In *Myosotis FoodPlanet*, two players—one older person and one younger care professional in the case of this study—jointly prepare a Swiss cheese fondue on an iPad Pro (32.8 cm) by dragging floating ingredients into a fondue pot (Figure 1). To ensure that older adults, despite possible age-related handicaps, recognize the ingredients, a computer-generated voice announces the name of each ingredient when it is tapped. In addition, the names of the ingredients are presented in a written form. A traditional Swiss folk melody plays in the background, contributing to the creation of a pleasant atmosphere. The game is designed for 2 players sitting in the same room and sharing the touch screen. The entire screen is used by both players, as opposed to a split-screen mode. Although the game is commonly played synchronously, the creative mode also allows a turn-based approach, where one after the other, the players add ingredients to the pot. A total of 3 variants of *Myosotis FoodPlanet*, each offering a different game mode (Figures 1A-C) were used in our field trial.

**Figure 1.** Game modes: (A) creative, (B) cooperative, and (C) competitive.

In the **competitive mode** (Figure 1A), each player prepares a given fondue recipe as quickly as possible. Each player has their own fondue pot and their own but identical given ingredient list that is displayed on the respective side of the screen closest to the player. The goal of the player is to drag the given ingredients into their own pot faster than the other player. It is also possible to drag the ingredients needed by the opponent into one’s own pot. The player who collects all the listed ingredients first wins.

In the **cooperative mode** (Figure 1B), players work together to prepare a fondue by collecting ingredients from a list of typical fondue as quickly as possible into one pot for both. The ingredients are listed in the bar at the bottom of the screen. The order in which the ingredients are collected is irrelevant, and the ingredients can be dragged repeatedly. Once all the listed ingredients have been dragged into the pot, the total time taken and the current high score (best time of all players) are displayed.

In the **creative mode** (Figure 1C), players collaboratively and freely choose ingredients for their cheese fondue. Each ingredient can be dragged into the pot as often as desired, while the bar at the bottom of the screen shows the ingredients already added. Players can choose typical (eg, Gruyère cheese and white wine) as well as atypical (eg, bug and soft ice) fondue ingredients. The latter will likely increase the fun factor and consequently the social interaction. When an atypical ingredient is added, a colored splash appears on the screen, accompanied by a squeaky sound effect. After a short period, the splash disappears, but the cheese fondue now is colored similar to the atypical ingredient (eg, adding a bug turns the fondue blue). The players end the game manually. As a reward, the players obtain the prepared fondue in a recipe form. In addition, the system automatically names the recipe with humorous names (eg, *Dancing Hans* or *Singing Theodora*) to increase the fun factor and social interaction.

**Procedure**

The study was conducted in the activation room (a room with which the participants were familiar) of the retirement home as a free-choice afternoon leisure activity. Each player participated on 3 different days and played 1 of the 3 game modes in random order. Each game sequence lasted for a maximum of 20 minutes. Participation was voluntary, and it was made clear that participants could withdraw their participation at any time without any consequence. The participants were informed beforehand about the goals of the research, duration and procedure of the study, voluntary nature of participation, and protection of their data. Written informed consent was obtained from all test participants before starting each game sequence, as well as from the institution before starting the trial. The players were seated next to each other so that their dominant hand could easily access the tablet computer (Figure 2).
This procedure was performed in accordance with the Helsinki Declaration of 1975, as revised in 2000. As noted, it was not liable to registration according to the Swiss Federal Human Research Act.

Measures of Social Interaction
Social interaction was measured by verbal indicators, such as verbal communication and nonverbal indicators, such as laughing together or eye contact [51]. Thus, data gathering was based on video recordings of verbal and nonverbal communication among players. In all, 30 game sequences were recorded using 2 video cameras. Gameplay recordings, as well as observations, rank among the most frequently used methods to investigate the possible influences of digital game playing on social interaction [23]. Video analysis has proven to be a suitable research tool for observing behavior and social interactions [52]. It enables the storage and reproducibility of complex social interaction data, allowing for multiple observations by different observers at different times, depending on the individual research questions of interest. It was initially intended that self-assessment questionnaires with questions about the players' subjective experiences and well-being would also be administered; however, some older participants had difficulty understanding the questions. (It was unclear whether this was owing to their Swiss language, minor impairments, or a lack of motivation to fill out the questionnaires.) Owing to this, the self-assessment questionnaire component was removed.

Data Analysis
The video data gathered comprised 30 recorded game sequences of approximately 8 hours (7 hours 53 minutes 25 seconds). For video data analysis, a 2-step coding and counting approach [53,54] was applied. In the first step, the 30 recorded game sequences were coded using the text analysis software MAXQDA 2018 (VERBI GmbH, Berlin, Germany) based on a preliminary category system (event sampling [55]). In the second step, the final category system was developed, including new categories emerging from the data, by rewatching video recordings in an iterative process. As a result, social interaction in terms of verbal communication among players was divided into categories: game-related communication, fondue-related biography, general biography, help seeking, and help giving. Social interaction in terms of nonverbal communication was divided into laughing together, eye contact, and body contact. Table 1 lists the definitions and corresponding anchor examples [56] for each category. The communication behaviors were then systematically coded by 2 trained raters (duration of behavior in minutes and seconds; mm:ss). The raters were trained on examples from the videos; the raters discussed these examples and resolved any uncertainties. They then coded the videos. Intercoder reliability among the raters resulted in substantial agreement ($k=0.69$). Finally, the durations of all relevant behavior indicators of a given code were summed up. Verbal communication (eg, game-related communication) and nonverbal communication (eg, eye contact) occurred simultaneously. Owing to overlapping codes caused by this occurrence of simultaneous communication, finally, as an artifact—the sum duration of each observed communication exceeds the effective observation time of total social interaction (Figure 3).
Table 1. Category system for the observation of social interaction behaviors.

<table>
<thead>
<tr>
<th>Category</th>
<th>Definition</th>
<th>Anchor examples(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Verbal communication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Game-related communication</td>
<td>All statements resulting directly from the game (eg, discussing results, outcomes, or new strategies)</td>
<td>“Oh my God, that’s fun” and “You won again, congrats”</td>
</tr>
<tr>
<td>Fondu-related biography</td>
<td>When players discuss the method of preparation or consumption of a cheese fondue in the past (ie, anecdotes)</td>
<td>“My son-in-law doesn’t like garlic. So, when he came to visit, I always had to make a cheese fondue without garlic” and “Do you like onions in the fondue?”</td>
</tr>
<tr>
<td>General biography</td>
<td>When personal biographic information is shared (when players tell or ask about their professional life, family, military, childhood, etc)</td>
<td>“You know, I used to work in a cheese factory and there was this one customer, who…” and “Originally I am from Austria, but after the war my family moved to Switzerland”</td>
</tr>
<tr>
<td>Help seeking</td>
<td>When older participants actively ask for help for technical operation of the game or when actively asking about content aspects during the game</td>
<td>“Why can I not grab that cheese over here?” and “Have I collected all the needed ingredients?”</td>
</tr>
<tr>
<td>Help giving</td>
<td>When coplayers answer questions regarding technical or content matters. Furthermore, when coplayers help the older adults by giving them hints</td>
<td>“Try using your fingertip instead of your fingernail” and “Look, over there is the onion you still need to collect”</td>
</tr>
<tr>
<td><strong>Nonverbal communication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laughing together</td>
<td>When players laugh out loud together; also includes when one person laughs and simultaneously talks and the other smiles</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Eye contact</td>
<td>When players look directly into each other’s eyes (ie, eyes are meeting)</td>
<td>N/A</td>
</tr>
<tr>
<td>Body contact</td>
<td>When one player is patting the other on the back, or when one player is touching the other’s hand or arm</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Anchor examples are verbal statements translated from Swiss German.

\(^b\)N/A: not applicable.

Figure 3. Coding example—overlaps.

Results were visualized using MAXQDA 2018, including the overlapping of codes. Thus, it was possible to illustrate which verbal and nonverbal categories tend to occur simultaneously (Table 2). For quantitative analyses, data were transferred to the statistical software SPSS. Owing to the small sample size, the data were checked for normal distribution and variance homogeneity. Statistical analyses compared each category of social interaction by using absolute values (ie, mean duration of social interaction in minutes and seconds; mm:ss), as well as relative values, (ie, percent duration in relation to the total playing time) for the 3 game modes. Hypotheses were tested by analyses of variance with repeated measurements or its nonparametric counterpart (Friedman test).
Table 2. Simultaneous occurrence of verbal and nonverbal codes.

<table>
<thead>
<tr>
<th></th>
<th>Laughing together, n</th>
<th>Eye contact, n</th>
<th>Body contact, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Game-related communication</td>
<td>604</td>
<td>556</td>
<td>83</td>
</tr>
<tr>
<td>Fondue-related biography</td>
<td>31</td>
<td>204</td>
<td>1</td>
</tr>
<tr>
<td>General biography</td>
<td>12</td>
<td>119</td>
<td>2</td>
</tr>
</tbody>
</table>

Results

Overall Findings

Influence of Game Modes on Total Playing Time

The analysis revealed that the average total playing time per game mode (in mm:ss) varied slightly among different game modes. On average, the creative mode (mean 16:39, SD 6:45) was the longest, followed by the competitive mode (mean 16:01, SD 5:46), and the cooperative mode (mean 14:40, SD 6:32). The playing times did not differ significantly among game modes as shown by the Friedman test ($P=.67$). Playing time for each mode was restricted by the study instructions to a maximum of 20 minutes.

Influence of Game Modes on Total Time of Social Interactions

The results revealed that for approximately half of the total playing time (in hh:mm:ss), social interactions were observed (3:51:47 with 7570 coded social interactions). It is important to note that different categories of social interaction occurred simultaneously, and the addition of these categories resulted in an artificially prolonged total duration (5:10:34, 7570 coded social interactions). Table 3 summarizes the absolute and relative values of verbal and nonverbal social interactions (along with the respective subcategories) for the different game modes. Figures 4-7 show a graphical depiction of these results.
Table 3. Absolute and relative values of social interaction in the different game modes.

<table>
<thead>
<tr>
<th>Social interaction category</th>
<th>Game mode</th>
<th>Creative</th>
<th>Cooperative</th>
<th>Competitive</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>H1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>H1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>H1&lt;sup&gt;c&lt;/sup&gt;</td>
<td>H1&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Verbal, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Game-related communication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute values (mm:ss)</td>
<td>7:47 (4:43)</td>
<td>5:05 (3:19)</td>
<td>4:48 (2:20)</td>
<td></td>
<td>Hypothesis confirmed&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Relative values (% of total time)</td>
<td>43 (18.7)</td>
<td>33 (15.8)</td>
<td>31.2 (16.4)</td>
<td></td>
<td>Hypothesis confirmed&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Fondue-related biography</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute values (mm:ss)</td>
<td>1:15 (1:35)</td>
<td>0:38 (0:47)</td>
<td>0:51 (1:18)</td>
<td></td>
<td>Hypothesis partly confirmed&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Relative values (% of total time)</td>
<td>6.4 (7.3)</td>
<td>5.2 (7.8)</td>
<td>4.9 (6.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General biography</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute values (mm:ss)</td>
<td>0.21 (0:40)</td>
<td>0.17 (0:30)</td>
<td>0.52 (2:02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative values (% of total time)</td>
<td>1.8 (3.3)</td>
<td>1.4 (2.3)</td>
<td>4.9 (9.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Help seeking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute values (mm:ss)</td>
<td>0:09 (0:16)</td>
<td>0.09 (0:11)</td>
<td>0.06 (0:17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative values (% of total time)</td>
<td>1 (1.6)</td>
<td>1.6 (2.3)</td>
<td>0.6 (1.4)</td>
<td></td>
<td>Hypothesis partly confirmed&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Help giving</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute values (mm:ss)</td>
<td>0:22 (0:36)</td>
<td>0:25 (0:41)</td>
<td>0:44 (1:28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative values (% of total time)</td>
<td>2.1 (3.4)</td>
<td>4 (6.2)</td>
<td>4.4 (7.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total verbal communication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute values (mm:ss)</td>
<td>9:56 (6:21)</td>
<td>6:36 (4:12)</td>
<td>7:22 (4:47)</td>
<td></td>
<td>Hypothesis partly confirmed&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Relative values (% of total time)</td>
<td>54 (25.9)</td>
<td>45 (20.4)</td>
<td>46 (25.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonverbal, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laughing together</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute values (mm:ss)</td>
<td>1:09 (0:55)</td>
<td>1:25 (1:17)</td>
<td>1:33 (1:22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative values (% of total time)</td>
<td>6.1 (4.1)</td>
<td>8 (5.5)</td>
<td>8.8 (6.3)</td>
<td></td>
<td>Hypothesis confirmed&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Eye contact</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute values (mm:ss)</td>
<td>0:32 (0:31)</td>
<td>0.54 (0:49)</td>
<td>1:15 (1:39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative values (% of total time)</td>
<td>3 (2.4)</td>
<td>5.8 (4.3)</td>
<td>6.8 (7.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body contact</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute values (mm:ss)</td>
<td>0.03 (0:08)</td>
<td>0.09 (0:12)</td>
<td>0.04 (0:05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative values (% of total time)</td>
<td>0.3 (0.7)</td>
<td>1 (1.2)</td>
<td>0.6 (0.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total nonverbal communication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute values (mm:ss)</td>
<td>1:45 (1:25)</td>
<td>2:29 (2:07)</td>
<td>2:53 (2:47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative values (% of total time)</td>
<td>9.4 (6.2)</td>
<td>14.8 (9.3)</td>
<td>16.2 (12.5)</td>
<td></td>
<td>Hypothesis confirmed&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Total social interaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute values (mm:ss)</td>
<td>11:41 (7:11)</td>
<td>9:06 (5:45)</td>
<td>10:16 (6:44)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative values (% of total time)</td>
<td>63.7 (28)</td>
<td>59.9 (23)</td>
<td>62.2 (31.1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>H1: hypothesis 1.
<sup>b</sup>Significance, P=.01.
<sup>c</sup>Significance, P=.02.
<sup>d</sup>Marginal significance, P=.06.
<sup>e</sup>Hypothesis not confirmed.
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Significance, $P=.04$.

H2: hypothesis 2.

**Figure 4.** Verbal communication (absolute values).

**Figure 5.** Nonverbal communication (absolute values).
As seen in Table 3, on a descriptive level, the absolute total values of social interaction were the longest in the creative mode, followed by the competitive and cooperative modes. However, the analysis of variance for repeated measurements showed no significant differences among the game modes ($P=.29$). The same holds true for the relative values (Table 3), that is, percentage of time with observed social interaction in relation to the total playing time ($P=.78$).

**Simultaneous Occurrence of Verbal and Nonverbal Codes**

As verbal and nonverbal categories tend to occur simultaneously, overlapping frequencies between verbal and nonverbal codes are presented in Table 2. During game-related communication, players often laugh together and look at each other in their eyes. However, during biographic communication (ie, fondue-related and general biography), players rarely had eye contact or laughed together. Regardless of the content of verbal communication, body contact rarely occurred.

**Hypothesis 1: Verbal Communication**

**Influence of Game Modes on Total Verbal Communication**

On a descriptive level, the absolute total values of verbal communication were higher in the creative mode, followed by the competitive and cooperative modes (Table 3). Analysis of variance for repeated measures yielded marginal significance ($F_{2,18}=3.37; P=.06$; partial $\eta^2=0.272$; $N=10$). The effect size $f$, according to Cohen (1988), was 0.611, which corresponds to a strong effect. Bonferroni-corrected pairwise comparisons revealed that there was significantly more verbal communication ($P=.04$) in the creative mode (mean 9.56, SD 6.21) than in the cooperative mode (mean 6.36, SD 4.12). For the relative values, the analyses did not yield statistical significance ($P=.11$).
Influence of Game Modes on Game-Related Communication

As seen in Table 3, on a descriptive level, the absolute values of game-related verbal communication were higher in the creative mode, followed by the competitive and cooperative modes. An analysis of variance for repeated measurements showed that the absolute values of game-related communication differed significantly among the game modes \( (F_{1,8}=6.36; P=.01; \text{partial } \eta^2=0.414; N=10) \), with a strong effect (Cohen \( f=0.841 \)). Bonferroni-corrected pairwise comparisons showed that there was significantly more game-related communication \( (P=.01) \) in creative mode (mean 7.47, SD 4.43) than in cooperative mode (mean 5.05; SD 3.19) and marginally significantly more game-related communication in cooperative mode \( (P=.09) \) than in competitive mode (mean 4.48; SD 2.20).

Analysis of variance for repeated measurements also showed significant differences among game modes \( (F_{2,18}=4.85; P=.02; \text{partial } \eta^2=0.350; N=10) \), with a strong effect (Cohen \( f=0.734 \)) for the relative values of game-related communication. Bonferroni-corrected pairwise comparisons revealed that in the creative mode (mean 43%, SD 18.7%), the percentage of game-related communication was significantly higher \( (P=.01) \) than in the cooperative mode (mean 32.9%, SD 15.8%).

Influence of Game Modes on Fondue-Related Biography Talk

As seen in Table 3, on a descriptive level, the absolute values of fondue-related biography communication were higher in the creative mode, followed by the competitive and cooperative modes. According to relative values, values were higher in the competitive mode than in the cooperative mode, followed by the creative mode. The Friedman test showed marginally significant differences among the game modes for the absolute values \( (\chi^2_f=5.56; P=.06; N=10) \), but not for the relative values \( (P=.37; \text{Table 3}) \). For the absolute values, post hoc tests (Dunn-Bonferroni tests) revealed significantly more verbal communication regarding fondue-related biography \( (z=2.24; P=.01) \) in the creative mode (mean 1:15, SD 1:35) than in the cooperative mode (mean 0:38, SD 0:47) with a strong effect \( (r=0.707) \).

Influence of Game Modes on General Biography Talk

As seen in Table 3, on a descriptive level, the absolute values of general biography were higher in the competitive mode, followed by the creative and cooperative modes. No significant differences were found among the game modes \( (P=.91) \). This also holds true for relative values \( (P=.91) \).

Influence of Game Modes on Help Seeking and Help Giving

Table 3 shows on a descriptive level the absolute values of help seeking and help giving. No significant differences were found between the game modes for help seeking \( (P=.28) \) and help giving \( (P=.47) \). For the relative values, a Friedman test showed a significant difference among the game modes \( (\chi^2_f=6.44; P=.04; N=10) \) for help seeking. Subsequent post hoc tests (Dunn-Bonferroni tests) revealed that help seeking was significantly higher \( (z=2.24; P=.03) \) in the cooperative mode (mean 1.6%, SD 2.3%) than in the competitive mode (mean 0.6%, SD 1.4%) with a strong effect \( (r=0.707) \). Concerning the absolute and relative values for the category help giving, no significant differences were found among the game modes.

In sum, we expected the creative game mode to stimulate the highest amount of verbal social interaction, because players are given a high degree of freedom, which could stimulate verbal interaction. Despite somewhat controversial findings regarding the competitive and cooperative modes, we assumed in this study that a cooperative mode would stimulate more verbal social interaction than the competitive mode based on related research (H1). The hypothesis could partly be confirmed: for total verbal communication and the subcategories game-related and fondue-related communication, where data indeed show higher values for the creative mode, indicating more time spent on verbal communication here than in the other modes, partly with strong effects. With regard to the effects of cooperative and competitive modes, the picture is less clear. The same is true for the other subcategories (general biography talk, help seeking, and help giving). Considering the rationale behind the assumptions of H1, this pattern of results is interesting and can be explained so that in creative mode, more verbal communication occurs, because players are given a high degree of freedom to exchange and develop new ideas. However, as the data show, this could only hold true for some subcategories of communication, namely those that directly relate to playing the game itself (game-related and fondue-related biography). On a more general level, game modes may influence verbal communication in different ways, but only for specific content.

Hypothesis 2: Nonverbal Communication

Influence of Game Modes on Total Nonverbal Communication

The mean absolute values of nonverbal communication, as shown in Table 3, were highest in the competitive mode, followed by the cooperative and creative modes. An analysis of variance for repeated measurements (Greenhouse–Geiser correction was applied) indicated marginally significant differences \( (P=.09) \), but the differences did not reach significance in the subsequent post hoc tests \( (P=.14, P=.26, \text{and } P=.84) \).

A Friedman test for the relative values showed a significant difference among the game modes \( (\chi^2_f=9.80; P=.01; N=10) \). Following post hoc tests (Dunn-Bonferroni tests) revealed that the nonverbal communication was significantly higher \( (z=2.91; P=.004) \) in the competitive mode (mean 16.2%, SD 12.5%) than in the creative mode (mean 9.4%, SD 6.2%) with a strong effect \( (r=0.919) \), and significantly higher \( (z=-2.46; P=.01) \) in the cooperative mode (mean 14.8%, SD 9.3%) than in the creative mode with a strong effect \( (r=0.778) \).

In the following sections, the results will be reported for different categories of nonverbal communication.

Influence of Game Modes on Laughing Together

The mean absolute values of laughing together, as shown in Table 3, were highest in the competitive mode, followed by the
cooperative and creative modes. An analysis of variance for repeated measurements with the absolute values for laughing together showed a marginally significant difference among game modes ($P=.08$) but this difference was not significant in the subsequent post hoc tests ($P=.27$, $P=.26$, and $P=.99$). Regarding the relative values, an analysis of variance for repeated measurements showed significant differences among the game modes ($F_{2,18}=5.18$; $P=.02$; partial $\eta^2=0.365$; $N=10$), with a strong effect (Cohen $f=0.758$). Bonferroni-corrected pairwise comparisons revealed that there was more laughing together in the competitive mode (mean 8.8%, SD 6.3%) than in the creative mode (mean 6.1%, SD 4.1%; $P=.047$) and marginally significantly more laughing together ($P=.07$) in the cooperative mode (mean 8%, SD 5.5%) than in the creative mode.

**Influence of Game Modes on Eye Contact**

There was no significant difference between the game modes for either the absolute ($P=.21$) or the relative values of eye contact ($P=.12$).

**Influence of Game Modes on Body Contact**

There was no significant difference between the game modes for either the absolute ($P=.63$) or the relative values of body contact ($P=.41$).

In sum, regarding nonverbal social interaction, it was expected that there would be differences among game modes (H2), but expectations remained on an explorative level, owing to a lack of a theoretical or empirical research basis for directional assumptions. The results reveal that the total time spent with nonverbal communication and laughing together was highest in the competitive mode and lowest in the creative mode, with significant differences. No significant differences were found between the eye and body contact subcategories.

**Discussion**

**Principal Findings**

In the study presented here, the influence of 3 different game modes of the multiplayer video game *Myosotis FoodPlanet* on the social interactions between the older players living in a retirement home and their younger coplayers was investigated. It was expected that different game modes would influence verbal and nonverbal communication among players in different ways (H1 and H2).

First, overall (across all modes), it was demonstrated that the game could successfully be applied and played as intended in the field situation (retirement home) by the residents and their younger coplayers (care professionals). All 3 game modes could successfully stimulate positive social interactions, such as talking and laughing together between the older adults and their younger coplayers (albeit in different ways, see below). Simultaneous occurrences (Table 2) of game-related verbal communication and the 2 nonverbal categories of laughing together and eye contact were found. Regardless of the game mode, players tended to stop playing and listen carefully when the other player told a story from the past. Overall, these study results are in line with previous research showing that game-mediated play paves the way for positive social interactions [13,14] and can facilitate communication among players belonging to different age groups or generations [9,10,12]. Thus, important practical goals of the study were met, as it was specifically designed as an intergenerational digital game for use in retirement homes. The game was designed to be fun and entertaining for different generations to support mutual empathy and active listening, and it obviously worked.

Second, partly confirming our assumptions about the differential effects of different game modes on social interaction, some significant differences were found. To highlight the most important outcomes, it is noted that the creative game mode was significantly more supportive than the other modes with respect to the subcategories of verbal communication, game-related communication, and fondue-related biography talk but not for general biography talk or help giving. In other words, the creative game mode of *Myosotis FoodPlanet* could—better than other game modes—foster social interactions between older adults and their younger coplayers regarding talking about the game and their joint activities during playing. The older adults seemingly related their memories from the past to the present game content (ie, remembering past fondue-events). Furthermore, our results revealed significantly more help seeking communication in the cooperative mode than in the competitive mode. Taken together, these findings support H1. However, with regard to the cooperative and competitive modes, the picture remains fuzzy. The results were inconsistent, mirroring the situation in previous research, where results from empirical studies comparing different modes in relation to social interaction are inconsistent, as described above (in the introduction section on game design decisions and their possible influences on social interaction). Finally, the competitive mode was significantly better than the other modes in promoting the subcategory of laughing together in nonverbal social interaction, whereas no effects were found for eye or body contact. Therefore, H2 was only partly confirmed. This result is in line with related research showing a positive relationship between social and competition motives [39,40]. This seemingly contradicts previous results showing that older adults (in contrast to younger players) would find competition in playing a minor motivator [16,18,22,27]. This can be explained by the unthreatening but still exciting and humorous character of the specific game *Myosotis FoodPlanet* used here.

In summary, the results show how design decisions concerning the choice of game mode can be an important factor in shaping the social interactions of players of different age groups while playing together. In a scientific sense, these original results add to the research gap identified in research on intergenerational games [23], because they provide comparative evidence that can be explained by theory. The creative mode included a high level of freedom for the players and practically demanded communication during the game to prepare the players’ favorite fondue. It stimulated negotiations about what ingredients to use, resulting in more game-related communication, compared with the other modes. In addition, the creative mode provided an environment in which the players were not under the pressure of wanting to win. Hence, they could talk freely while playing the game, which in turn could have stimulated the cued recall
of associated individual memories concerning fondue-related biographic communication.

**Strengths and Limitations**

This study has its strengths and limitations. An important strength of this study pertains to the study setting. In comparison to previous studies, which were often conducted in a laboratory situation and therefore might lack ecological validity, our study was conceptualized as a field trial. Thus, we could examine the participants in their natural environment, which is important when looking at aspects such as social interaction and drawing real-world conclusions [57]. However, there are limitations to this approach. In this section, we address these limitations and justify the value of the study despite these limitations.

The small number of participants involved was a serious limitation. This was owing to practical limitations on the side of the retirement homes (eg, their willingness, trust, and available resources to undergo the effort of participating in this field research with researchers coming to their place, bringing in video games for the residents, and placing video cameras to perform recordings). We justify the study despite this limitation by the amount of field data gathered despite the low number of participants. We recorded 30 game sequences, resulting in approximately 8 hours of video material (7 hours 53 minutes 25 seconds). Social interactions were observed, comprising a volume of almost 4 hours of video (3:51:47) with 7570 coded social interactions in the different categories, coded thoroughly according to well-established methods in experimental psychology. Our fine-grained videotaping and coding procedure allowed us to analyze both verbal and especially, nonverbal communication, from which we gained crucial insights into the differences among the game modes. Hence, an important further strength of this study arises from this systematic effort: not only verbal communication but also nonverbal interactions, such as laughing together or eye contact are available and produced interesting new results in this area of research. However, most importantly, significant results were obtained despite the small number of participants (N), and sometimes with effect sizes indicating strong effects, such as the results on the influence of game modes on game-related and fondu-related biography talk, and on total nonverbal communication (see the Results section).

We must also note that the younger coplayers in this study were care professionals. Although this fills a gap in research on intergenerational games by looking further than only grandparents–grandchildren interactions [23], this may have compromised our study and demands additional caution in interpretation and generalization. Such professionals are trained to read the skill levels of the older adults and adapt their own pace accordingly. Furthermore, older residents may have viewed them as their caregivers, in addition to viewing them as members of the younger generation. Thus, it remains open at this point how nontrained younger coplayers or family members would behave in such gaming situations and how social interactions would differ from the situation studied here. For instance, it may be that some study outcomes would look different; with family members as younger coplayers, there might be more (joint) general biography-related memories to discuss. The players may invest more time in general biography talk with implications for the effects of the 3 game modes on this subcategory of social interaction. In addition, the patterns of help seeking and help giving types of communication would likely produce different results. The same might be true for body contact. This limitation characterizes our study outcomes as intergenerational only in terms of age (younger vs older) but does not necessarily generalize to other characterizations such as family links (eg, grandparents and grandchildren) or organizational membership (eg, juniors and seniors) or other [24]. This may be the subject of future studies.

The game used in this study is a serious multiplayer game called Myosotis FoodPlanet, which was designed specifically as a serious intergenerational game for practical use in retirement homes. It was also used for local game events with older adults in different areas of Switzerland. Using this real game supports the ecological validity of the study but somewhat compromises internal validity, as control over all elements and features in the game was not possible. During the game design process, we could not control for all possible confounds across game modes; for example, the creative mode includes some additional elements, such as additional effects and recipes with humorous names. This must be discussed in terms of alternative explanations for the findings showing more verbal communication in the creative mode than in the other modes (confirming H1): Could it be that more talking was stimulated by a more humorous game mode? When viewed together with the results on nonverbal communication, this alternative seems rather unlikely, as significantly more time of laughing together was found in the competitive mode than in the creative mode. This suggests that humor was not limited to the creative game mode but a characteristic of the game Myosotis FoodPlanet in all modes investigated here. Therefore, we understand our study results still as confirming H1. Nevertheless, this interpretation must remain cautious and initial. Further systematic experimental studies are needed to deepen scientific knowledge on this specific topic.

Associated with the previous information, the game addresses a specific theme (Swiss fondue cooking), represents a specific genre (casual), and has a specific target (intergenerational game playing in retirement homes to improve social interactions). Generalization of the study results to other games and situations is not easily possible. Thus, comparisons among different games (genres, mechanics, and themes) and coplayer’s profiles in systematic experimental research could be interesting in future research.

Nevertheless, it is a strength of this study in comparison with previous work that it examines the creative game mode with this specific game in a field trial and that it systematically compares the effects of the 3 game modes on social interactions in a natural setting. Previous studies have primarily addressed the influence of either cooperative or competitive play on social interaction [33,38], whereas a direct comparison of cooperative, competitive, and creative game modes regarding their similarities and differences in promoting different types of social interaction has been lacking so far.
Conclusions

What does the study reveal for the community at the end? In sum, this study highlights the importance of game mode when designing serious multiplayer games for intergenerational game playing and can inform game designers on how to design games to stimulate specific types of intergenerational social interaction. Moreover, the results have implications for game-playing situations, such as the one investigated here in a retirement home, when the aim is to promote intergenerational social interaction between care professionals and residents (younger and older). Depending on the type of social interaction (e.g., verbal or nonverbal communication) that is intended, a specific game mode or specific elements may be more appropriate than others. When an increase in verbal communication is desired and when older adults should be motivated to talk with younger (care) persons, a creative game mode with no distinct goal and no right or wrong pathway should be considered. On the contrary, when an increase in laughing together is intended (e.g., to provide for a positive mood and atmosphere), one might recommend a competitive game mode with an unthreatening, though arousing and stimulating character. These conclusions remain tentative owing to the study limitations and limited research in this area. We hope that our study will stimulate future research.
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Abstract

Background: There are thousands of digital companions designed for emotional well-being and stress, including websites, wearables, and smartphone apps. Although public evaluation frameworks and ratings exist, they do not facilitate digital companion choice based on contextual or individual information, such as occupation or personal management strategies.

Objective: The aim of this study is to establish a process for creating a taxonomy to support systematic choice of digital companions for teachers’ stress self-management.

Methods: We used a 4-step study design. In step 1, we identified the dimension of stress self-management and strategic classifications. In step 2, we identified the dimension of the digital techniques and conceptual descriptions. In step 3, we created 6 criteria for the inclusion of digital companions. In step 4, we used the taxonomy framework created by steps 1 and 2 and populated it with digital companions for stress self-management, as identified in step 3.

Results: First, in the dimension of stress self-management, we identified four classes of strategies: educational, physiological, cognitive, and social. Second, in the digital techniques dimension, we derived four conceptual descriptions for the digital companions’ mechanisms of action: fostering reflection, suggesting treatment, peer-to-peer support, and entertainment. Third, we created six criteria for digital companion inclusion in the taxonomy: suitability, availability, evaluation, security, validity, and cost. Using the taxonomy framework and criteria, we populated it with digital companions for stress management ahead of presentation to teachers in a stress study workshop.

Conclusions: The elements of our approach can be generalized as principles for the creation of taxonomies for other occupations or conditions. Taxonomies such as this could be a valuable resource for individuals to understand which digital companion could be of help in their personal context.

(JMIR Form Res 2022;6(2):e32312) doi:10.2196/32312
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Introduction

Background
Self-care digital health smartphone apps, websites, and wearables, referred to collectively in this paper as digital companions, are ubiquitous, but understanding which of these will best support individual needs in a given context is complex. The selection presented to the potential user is immense, with at least 10,000 digital companions targeting behavioral and mental health [1], and the existing approach to digital companion selection is often opportunistic. The availability of mental health apps is hampered by high turnover: 50% of search results change within 4 months, with an app being removed every 2.9 days from web-based platforms [2] and more than 200 health apps being added every day to app stores [3]. Routes to adoption of digital companions for psychological support include recommendations from health professionals [4], although a US study found social media, personal searches, and word of mouth to be more common access routes [5].

User recommendation on app stores is another common route, but it has its limitations, such as including different types and amounts of coverage. In addition, the sources of these reviews are unknown. Taking the reviews at face value, a more detailed exploration of user recommendations of psychological apps has been achieved by machine learning sentiment analysis, revealing the top positive and negative themes for user satisfaction [6]. High cost, app instability, low quality content, and privacy or security concerns were the most common dissatisfaction themes. Tracking, outcome visualization and analytics, and content quality and variety were the most common satisfaction themes. Another study on anxiety apps alone also revealed that price negatively affects adoption, whereas ratings and reviews positively affect downloads, but only up to a point [7]. We also know that app descriptions influence adoption but can be unhelpful. Potentially stigmatizing labeling such as app titles that imply a diagnosis for a mental health condition can constrain access or even cause harm [8]. Some apps use scientific language in their descriptions to verify their clinical validity. However, a study of 73 popular mental and emotional health apps found that although 44% used such language, only 2 apps provided direct scientific evidence associated with app use [9].

More recent studies have begun to elucidate some relevant information on the types of use for technology. One small survey recently showed that although smartphone apps were the most used digital companion to support mental health and well-being, they were often used in conjunction with other tools (eg, social media [10]). Importantly, this study showed a relationship between digital companion medium and purpose: apps are used more for guided activities, relaxation, and tracking; social media is used for sharing experiences and gaining personal understanding; and web-based provision is used for daily stress and anxiety management. This survey did not ask about the use of wearables for stress, but the wearable medical device market continues to grow, with 60% growth predicted between 2019 and 2024 to US $27 billion [11]. Early evidence shows that wearables can accurately capture exposure to psychosocial stress in everyday life [12]. Currently, decisions on wearable choice seem to be guided by perceived value, design, and brand [13] rather than by condition management.

Self-management or treatment techniques are often search terms for digital companions, but critically relevant information such as the suitability of the intervention for an individual’s context, occupation, or existing self-management practices are often missing [14]. In meta-analyses of occupational studies where a digital companion had been used to support general well-being [15] or for anxiety, stress, and depression [16], positive effects in these contexts over the short to medium term were noted. However, there is both considerable variation in occupation and little evidence in these studies of any attempt to align an intervention with a particular role or existing individual management strategy. The tendency is simply to trial a digital companion that supports one or more strategies with an occupational cohort, irrespective of the cohort’s existing stress management strategies and preferences.

We know that the contexts in which people live and work influence their use of and ability to use health technology [17-20] and previous research has called for tailoring of health care technologies to specific users [21,22]. Contextual or strategic data and insight could logically aid both choice and strategy and, therefore, the potential efficacy of digital companions and user outcomes. As has been noted in the study by de Korte et al [23], research on digital companions designed to have work-related relevance for the mental and physical health of employees is scarce. In this paper, we present the processes of developing both dimensions for a taxonomy and the population criteria that facilitate the selection of contextually appropriate digital support for stress. We chose to work with teachers and focus on their stress self-management because of the very high prevalence of work-related stress, averaging 2100 cases per 100,000 educators in the United Kingdom in 2018 [24]. There are indications that COVID-19 may have exacerbated primary stressors for teachers [25], but we already know that contextual factors such as school organization and culture are critical factors for teachers’ experience and management of stress [26-30].

Within the context of schools, individual stress management support can be facilitated by digital companions, particularly if teachers have a taxonomy to inform their choice. This paper, therefore, makes the following contributions:

1. The selection of dimensions within which to classify stress self-management and digital health techniques that could offer support
2. The process applied to develop the taxonomy—one that can potentially be adapted and applied in other contexts where digital support is sought for an individual’s health condition to match their practices and values
3. The methodology for populating the taxonomy
4. A populated intervention taxonomy developed for teachers managing stress, with illustrative examples of apps that address teachers’ needs, available at the time of writing
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Related Work

Overview

We describe here prior work and evidence that fed into our choice of dimensions, classification, and selection. This includes teachers’ stress self-management research and previous frameworks and taxonomies on the design and selection of technologies.

Teacher Self-management of Stress

Approaches to aid teachers in stress management have been drawn from the literature on occupational stress and often applied population wide, although not without acknowledgment that “some (strategies) were unnecessary or differentially effective in individual cases” [31]. There is evidence of benefits to teachers from stress awareness education [32] and physiological interventions including adapted mindfulness and relaxation training [33,34] and exercise [35]. Psychological intervention evidence includes, for example, cognitive behavioral therapy (CBT)-based programs [36,37] and mindfulness embedded in psychoeducation with social support adapted for teachers [38]. Reflective supervision and consultation [39] and environmental adjustment or social support [32] have also been shown to be helpful.

Recent systematic reviews have examined teacher stress interventions and found a greater effect size associated with a longer duration of intervention, but most interventions were guided and not self-managed [40,41]. Those interventions that were self-managed demonstrated positive effects, although these varied in size. Such interventions targeted stress or burnout symptom reduction, including positive psychology through gratitude journaling [42] and CBT-based education through bibliotherapy [37].

Digital Companions for Teachers’ Stress Management

Delivering stress management interventions digitally can enable uptake. For example, digital delivery could reduce the cost of provision, improving accessibility and reducing risks of stigma [43], which could be highly relevant to teachers. One tailored eHealth (ie, internet or mobile-delivered health care) randomized controlled trial for teachers used an internet-based problem-solving therapy (a form of CBT). Teachers receiving the CBT intervention reported significantly reduced symptoms of depression as well as a reduction in their perceived stress after the trial (7 weeks) and at 3- and 6-month follow-up [44].

Another study examined stress as a contributor to insomnia among teachers, finding that unguided web-based CBT with psychoeducation among mostly female teachers significantly improved sleep [45]. A recent review of the effectiveness of occupational e-mental health interventions identified only one other study that included education sector personnel [46]. This was a self-administered web-based CBT-based intervention, but the participants also received weekly personalized feedback on the modules. The effect on the reduction in perceived stress across all sectors was large [47].

Taxonomy Creation and Digital Technology Selection

Overview

We identified 2 approaches in the literature relevant to our goal of creating and populating a taxonomy. One is the evolution of designer- and researcher-focused frameworks, seeking to improve efficacy and evidence. The other is more focused on clinician and consumer adoption.

Designer and Researcher Frameworks

Frameworks focused on developing and evaluating technologies have led to better formalizing, detailing, and defining of digital companion design. The persuasive design principles discussed by Fogg [48], expanded further by Oinas-Kukkonen and Harjumaa [49] and complemented by a design model by Ritterband et al [50], all informed the development of the behavior intervention technologies model for developers by Mohr et al [51]. This model, along with other theory-based [14,52] and empirically based [20,53] taxonomies and frameworks, has sought to enable both better conceptual design and easier evaluation of digital companions. The Mobile App Rating Scale (MARS) for designers by Stoyanov et al [53], which has been used extensively in the scientific community, was adapted as a consumer assessment version, uMARS [54]. For this study’s taxonomy, these models informed our consideration of the digital techniques dimension of the taxonomy.

Clinician and Individual Frameworks

Both the MARS and the uMARS have been used for evaluating apps, with the latter using less technical language for patients to provide feedback on the engagement, functionality, aesthetics, information, and subjective appreciation of quality and impact. The uMARS allows classic human-computer interaction features and elements to be evaluated to assist design iteration, but it was not created to inform final user adoption. Three other relevant expert review evaluation frameworks (Reviews) have been created for users.

The ORCHA (Organisation for Review of Care and Health Apps) model, now paywalled, was specifically designed to inform adoption of mostly apps and has some web-based interventions too. Search is based on the condition or digital companion name. Data privacy, user experience, and clinical assurance are each given a score [55,56].

The two other Reviews focus on psychological health: Mindtools and Psyberguide websites [57]. Psyberguide is a public-facing website that enables a search based on conditions or treatment approaches. The approach taken is that the user understands what concepts or treatment they want to choose (eg, tracking or social support), and the focus is on apps. Both websites publish assessment scores on credibility, user experience, and transparency, although Mindtools does not seem to have been updated since 2017. Psyberguide drew on the MARS framework, incorporating additional privacy and security considerations. The American Psychiatric Association app framework [58,59] has also implemented this. Their framework provides a template for user assessment rather than presenting their own assessment scores. It offers both a quick 8-question screener and a much more detailed 5-step, 105-question app evaluation process that...
allows the end user to judge what is important and a good match. The starting point for this framework is clinical diagnosis, which informs the potential app selection. In theory, their questions could be applied to websites and wearables as well, although this does not appear to have been tested yet.

The main difference between these scales, Reviews, and frameworks, and our intended approach is the starting point. Our goal was to enable digital companion selection to be framed by someone’s occupation, condition, and self-management behavior. For this, we required a taxonomy derived for teachers and stress from which they could identify their self-management strategy and supportive technology concept and then identify a digital companion that aligned with these to trial in a future study. To achieve this goal, we first required selecting a logical dimension within which to classify stress self-management. Second, we selected a dimension within which to classify digital techniques that could support these strategies. Finally, we created a rationale for digital companion inclusion and the selection of credible candidates. This outcome is illustrated in Figure 1. This paper describes why we chose the dimensions of self-management strategies and digital companion concepts, how we categorized them, and our approach to identify the potential candidates.

Figure 1. Populated taxonomy with digital stress companion choices for teachers. *Only partial encryption of data **Withdrawn due to lack of updates ***User to provide own device.

<table>
<thead>
<tr>
<th>Stress self-management strategies</th>
<th>Educational (eg, knowledge and awareness)</th>
<th>Physiological (eg, relaxation, exercise, reminder)</th>
<th>Cognitive (eg, problem solving, time management)</th>
<th>Social (eg, seeking social support or social skill development)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fostering reflection via information - health or context</td>
<td>Withings Steel HR</td>
<td>Withings Steel HR</td>
<td>Drilco P3Tech PRO**</td>
<td>Withings Steel HR</td>
</tr>
<tr>
<td>Suggesting treatment and guided self-management</td>
<td>Equo 9</td>
<td>WearSpace</td>
<td>iFit</td>
<td>Big White Wall</td>
</tr>
<tr>
<td>Peer-to-peer social support</td>
<td>Fit2Teach PRO**</td>
<td>Withings Steel HR</td>
<td>Fit2Tech PRO**</td>
<td>Fit2Teach PRO**</td>
</tr>
<tr>
<td>Using entertainment</td>
<td>Equo 9</td>
<td>Nintendo/PS4eats***</td>
<td>SilverCloud</td>
<td>Equo 9</td>
</tr>
</tbody>
</table>

**Methodology**

The study design process is summarized in Figure 2.

**Study Design**

**Stress Management Dimension**

To choose categories for the stress self-management dimension, we initially extracted descriptions from the qualitative data on the experiences of 14 senior teachers interviewed in a previous study [60]. The participants had provided more than 80 accounts of how they managed their stress. These descriptions were complemented by evidence from systematic reviews of occupational stress [23,40,61].

The interventions informed the *PICO* literature search criteria: patient and problem (eg, teacher and stress), intervention (eg, information, tracking, exercise, or mindfulness), comparison (often none), and outcome (eg, identifying, support, management, and reduction). We adapted the narrative method used in other studies [62,63], including checking references of relevant papers, alerts, and citation tracking along with searches.
of academic databases including PsycINFO, Google Scholar, Cochrane, and PubMed. Literature relevant to teachers’ self-management of stress was reviewed until repetition of themes revealed no further insight. Quality of papers was determined through their being published in peer-reviewed journals.

**Digital Health Techniques Dimension**

For the health techniques dimension, we reviewed the literature on persuasive design, digital health taxonomies, and trends in digital health self-care, again using the snowballing method as described above. We were aware of drawing on the different but complementary cultures of human-computer interaction and health and that their definitions of lifecycles, evaluation and implementation differ [64]. Our interest was in producing conceptual descriptions of mechanisms of action that could support the methods of stress management already identified in the literature and those given by teachers in interviews. These concepts would necessarily comprise elements of design, behavior, and theory, and draw on evidenced deployment of a digital companion for health self-management. Our aim was to create a conceptual description of the prevalent overarching technique or action of the digital companion that could be understood without ambiguity or complexity by the end user.

This approach was chosen for several reasons, including the following: (1) many digital companions use multiple techniques, and we wanted to facilitate choice by the primary featured enabled action and (2) other systemic reviews have overlooked or found a paucity in the description of behavior change techniques, which would make categorization of digital companions by such theory harder to achieve [65,66].

**Technology Selection**

To identify candidate digital companions, we took the following steps to inform our decisions:

1. Suitability: we began with digital interventions used by teachers, as described in a previous qualitative study, followed by a review of the literature for other candidates.
2. Availability: we examined whether the technology is accessible on the 2 main mobile operating systems and had been updated within the last 6 months.
3. Evaluation: we checked whether the technology was ranked positively on 1 of 3 expert review evaluation framework (Review) websites for apps and web-based tools (ORCHA [55] and Mindtools [67]) or apps only (Psyberguide [68]) for credibility and evidence base and for user experience.
4. Security: we reviewed the privacy and security policy to assess whether the technology used encryption for data connection and storage (where relevant).
5. Validity: we searched for significant, published positive clinical trial results.
6. Cost: given that the commercial model for apps that are free means very limited access or a trade in personal data, which we did not want to promote, we set a bar of £50 (US $64) annual fee for smartphone and website apps and £150 (US $202) for a wearable.

**Taxonomy Creation**

**Overview**

The process of reviewing the existing literature for the creation of stress management and digital techniques dimensions revealed different approaches to classification. Below, we present our findings and rationale for our choice of classification of strategies and concepts and then share the procedure we followed to enable technology selection.

**Stress Self-management Dimension**

**Overview**

We found 3 main approaches to categorize interventions specifically for the support or management of stress experienced by teachers. It is worth emphasizing that the value and goal of this conceptual categorization for our taxonomy was to identify a practical, actionable strategy for the individual [69]. The classification approaches found were as follows: (1) the level targeted by the intervention, (2) the target of intervention, or (3) the intervention strategy. We describe each of these and why we considered the intervention strategy to have the most relevance and explanatory power for the stress dimension.

**Level of Intervention**

Organizational-, individual-organizational–, or individual-level interventions have been frequently described [61,70-73], with an additional level of a classroom-focused approach being noted more recently [74]. The level of the intervention appears to be a way of describing the agent or group responsible for the stress management strategy. For example, the school leadership team or Multi-Academy Trust directors would be at the organizational level. As our focus was on self-management, this categorization would not provide a practical framework for teachers’ own stress management.

**Target of Intervention**

The primary targets of interventions were the stressors themselves, which could be aspects of the work environment, such as maintaining discipline, time pressures, and workload [75]. The corresponding stress reduction strategies would then seek to reduce the occurrence of occupational stress among employees, such as workload reduction. This primary preventive approach for individuals should be the priority and a normal part of organizational management, as has long been argued in the health care sector [76,77]. Although many targets are well described in the teaching literature, they are beyond the control of the individual.

The secondary targets were the perception or responses of the individual person to the stressor itself, and the interventions were preventive or reactive. By targeting the way someone manages or copes with stress, the aim was to modify the individual’s response in a positive way rather than removing the stressor itself. This might include peer support groups or cognitive behavioral techniques.

The tertiary targets of intervention were stress symptoms themselves, such as anxiety, insomnia, or racing heart rate, and the intervention was reactive. The aim of targeting symptoms was to manage or treat the emotional, cognitive, behavioral, or...
Other condition-specific intervention reviews demonstrate varying approaches to the classification of technologies. Suikerbuij et al [87] categorized dementia interventions by purpose, such as support in daily life, safety, meaningful activities, or communication. Singh et al [88] categorized HIV apps and websites by functionality, such as prevention, testing, and management. These approaches sometimes blended the strategy with the mechanism or contained the mechanism within each function and helped us recognize that the primary focus for our categorization should be the broad mechanism of how the technology technique enabled self-care.

Despite an increasing number of studies on the use of digital companions in the workplace for occupational stress [89], reviews often focus on the type of intervention, such as CBT or mindfulness [16], and grouping them as such [40]. Reviews of the mechanism of action or concepts used by these apps are scarce, and others have noted this lack of detail in persuasive technology design [90]. In addition, reviews of wearables mostly seem to have focused on those for physical activity [91], but others have reported on the incorporation of behavior change technique clusters [92]. These enabled us to compare and make high-level reconciliation with the motivational affordances described by Orji and Moffatt [93], whose categorization was not always exclusive to one of the condensed descriptions below.

We found that the self-care opportunities by Nunes et al [94] essentially conceptualized action-enabled design features which were similar to descriptions given by Klasnja and Pratt [95] for intervention strategies and features. Therefore, we reviewed the descriptions against each other to compare the technique concepts. We then cross-checked them with the descriptions given by Orji and Moffatt [93] to arrive at 5 comprehensive conceptual themes that we now describe as our digital companion concepts.

Fostering Reflection by Making Health and Contextual Information Available

Both Klasnja and Pratt [95] and Nunes et al [94] described the ability to track health data first, and we retained the definition by Nunes et al [94] of “fostering reflection by making health and contextual information available.” This data-enabled reflection has been found to be significant for those with severe mental illness [96], bipolar disorder [97], and stress [98], among other psychological conditions.

Suggesting Care Activities or Treatment Adjustments and Guided Self-management

The second description of “suggesting care activities or treatment adjustments” by Nunes et al [94] went beyond the mere “increasing accessibility” of health information described by Klasnja and Pratt [95] to actual adjustments that an individual can make. However, this category also needed to explicitly include delivering guided self-management described in the literature on stress, such as directed breathing or a CBT program. Hence, the second category was adapted to suggesting care activities or treatment adjustments and guided self-management.

Peer-to-Peer Social Support

Nunes et al [94] specifically described a trend as “sharing self-care activities and learning from others with the same
chronic condition.” The limitation of this for our purposes was the medical emphasis, but we did want to include the significance of peer relationships. Klasnja and Pratt [95] talked about “leveraging social influence,” capturing the social-sharing concept, building on the social support principles proposed by Oinas-Kukkonen and Harjumaa [49], so we redefined this category as peer-to-peer social support.

Using Entertainment

Klasnja and Pratt [95] also described using entertainment. This went beyond the gamification techniques recognized by Nunes et al [94], which can be used in the technology design of any of their categories. Participating in a purely fun tech-enabled activity not intentionally designed for symptom management has been shown to reduce stress symptoms [99,100].

Involving the Health Care Team

Nunes et al [94] strongly emphasized the patient (not medical) perspective, but 2 of their 5 categories still recognized the shared-care dynamic between patients and their formal and informal carers. Klasnja and Pratt [95] recognized this shared approach but described it under a single form of intervention (involving a health care team), and for our purposes, this sufficed.

For our taxonomy, we did not require the concept of involving the health care team as we were focusing on self-management. Therefore, we brought the 4 digital companion concepts with the 4 stress self-management strategies together in a matrix to give us a taxonomy that could then be the framework for digital companion selection. As a stand-alone taxonomy, this framework provides a structure for anyone seeking to choose a tool to support stress management. Figure 3 depicts this taxonomy.

Figure 3. Taxonomy matrix.

<table>
<thead>
<tr>
<th>Stress self-management strategies</th>
<th>Educational (eg, knowledge and awareness)</th>
<th>Physiological (eg, relaxation, exercise, reminder)</th>
<th>Cognitive (eg, problem solving, time management)</th>
<th>Social (eg, seeking social support or social skill development)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital companion concepts</td>
<td>Fostering reflection via information-health context</td>
<td>Suggesting treatment and guided self-management</td>
<td>Peer-to-peer social support</td>
<td>Using entertainment</td>
</tr>
</tbody>
</table>

Taxonomy Population

To populate the taxonomy, we applied the technology selection steps. This selection process was important for ensuring trustworthy digital companion candidates from which teachers in a subsequent study could make informed choices. The process is summarized in Table 1.

Our starting point was suitability and availability, based on a previous qualitative study exploring teachers’ familiarity and use of digital tools for stress management [60]. This reflected insight into the influence of context to design as described in both usability study methodologies [101] and the person-based approach [20]. Where that did not provide a candidate, we reviewed the literature, the National Health Service (NHS) App Library, Carlo’s behavioral health app review [102], and the scientific literature. Of the 12 apps originally named by teachers, 8 (67%) were available on both iOS and Android platforms (TeacherTapp, Fit2Teach, Headspace, Mindshift, Pacifica [now called Sanvello], Calm, Insight Timer, and Happy not Perfect), but one of these (Fit2Teach) had not been updated for over 2 years. Given that it was uniquely tailored in its approach and that the associated Facebook group had recently been updated, we contacted the developer, but unfortunately, we received no response. Neither Fit2Teach or TeacherTapp had been designed for stress, but both offer education tips and insight, and the opportunity for reflection.

The 2 apps that used diarizing as their prevalent tracking strategy (My Wonderful Days and Now Then Free) were not available on either platform and the other 2 app descriptions were not complete enough for certain identification. The web-based CBT program that had been described by 1 teacher was only available in 1 English county. The wearables used by teachers were Fitbit
(Fitbit, Inc) models (Charge, Alta, and Blaze), Samsung Gear 2 (Samsung Electronics Co, Ltd), Polar M340 (Polar Electro Oy), and Apple Watch (Apple, Inc). No other candidate technologies were identified in the literature on teachers’ stress.

We searched for available digital companions within the positive expert review evaluation frameworks (Reviews) but owing to disparities observed between Review assessments [102] and our concern with privacy and safety, we read through all the security and privacy policies. This was also important for all wearables, as none of them were covered in the Reviews. Occasionally, security through encryption was still not evident from the published policy, and in these cases, the developer was emailed for further information.

<table>
<thead>
<tr>
<th>Technology selection steps</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suitability: qualitative data from occupation and behavior</td>
<td>We began with digital interventions used by teachers as described in data in a previous qualitative study</td>
</tr>
<tr>
<td>Availability: verify whether the technology is accessible on the 2 main mobile operating systems and had been updated within the last 6 months</td>
<td>Ensures the technology is available to a wider audience and supported by the developers</td>
</tr>
<tr>
<td>Evaluation: search one or more of the expert review evaluation frameworks (Reviews) to see if the technology is ranked positively</td>
<td>Gives professional or third-party view on the credibility, evidence base, and user experience</td>
</tr>
<tr>
<td>Security: review the privacy and security policy</td>
<td>Shows whether the data are stored and transmitted securely with encryption to give an indication of risk</td>
</tr>
<tr>
<td>Validity: search for research papers on the technology</td>
<td>Enables any trials with the technology to be considered</td>
</tr>
<tr>
<td>Cost: assess cost</td>
<td>Considers whether the technology is in budget</td>
</tr>
</tbody>
</table>

Many digital companions have not been tested through trials, so this step (validity) was not a reason to exclude them, especially wearables where data are sparse. Conversely, some popular apps that did not satisfy the safety inclusion criterion had significant published evidence of their efficacy. For these, we presented this scientific evidence as a reason for inclusion, despite no or partial encryption. Finally, cost was considered.

Our final selection of digital companions for presentation to teachers comprised 4 apps named by teachers in the previous study (Headspace, Calm, TeacherTapp, and Fit2Teach), 4 alternative apps sourced from one or more of the Reviews (Equoo, Sleepio, and Daylio), and 1 app from the scientific literature (Wysa, an artificial intelligence–based chatbot). For websites, 1 was sourced from a Review (Big White Wall, now TogetherAll Ltd), 1 from the NHS (Stress Management at Work), and 1 from scientific literature (SliverCloud Health). For wearables, 1 was identified from the scientific literature using medical grade data assurance (Withings Steel HR watch, Withings, Inc).

The stress self-management strategies, digital companion concepts, and selected apps were brought together in the taxonomy matrix shown in the introduction in Figure 1 with caveats shown by asterisks.

**Discussion**

**Principal Findings**

This paper describes the process of creating a context-based framework to facilitate the choice of digital companion intervention. Using the dimension of stress self-management, we created classifications of strategies that were derived from empirical research and the literature. Using the dimension of digital techniques, we created conceptual descriptions of the mechanisms of action of digital companions informed by the literature. Bringing these together in a taxonomy gave the framework that we could populate with digital companions for teachers’ stress self-management according to availability, evaluation, security, validity, and cost. It is a starting structure for the presentation and selection of contextually appropriate digital companions.

Populating the taxonomy presented some significant challenges. The transience of apps or their ratings (availability and evaluation) meant that by the time we came to present our taxonomy to teachers, 1 peer-to-peer–supported CBT website had been removed. Likewise, a highly rated diarizing app had one of its review ratings plummet during our study, although we found no cause for concern on rechecking the privacy policy. Another CBT course with extensive validation through research publications was included, as it had been commissioned by the local NHS in the areas where the teachers we planned to work with were employed. However, when 1 participant tried to access it, a referral from the general practitioner was required, which precluded pure self-management. Some apps we considered were described as designed for stress but included reference to medical conditions such as psychosis and schizophrenia. We were concerned that their inclusion would imply a medical need or that such a diagnostic association could be too sensitive for a study that was focused on occupational stress.

It became clear as we reviewed candidate smartphone apps that many did not offer comprehensive (if any) encryption of data, even those where the funding model required user payment (thus requiring input of more sensitive data). Our search was not exhaustive: that would have been impossible. To ensure candidates in each category, when we were able to reference scientific studies on app efficacy (eg, headspace and calm), it was decided to include them in the taxonomy with the caveat that although widely used, there was no or only partial encryption of stored and/or transmitted user data.
Limitations

Our review of the literature was not exhaustive, and other research may reveal stress management strategies beyond those we identified. In addition, there could be disagreement on the way that we have grouped or limited the explanatory power of digital companion concepts or that they are relevant for conditions other than stress. Further research will be able to substantiate whether these issues are significant.

We have already noted in our process and discussion that the selection of technology can never be complete and is only ever a reflection of what apps and information are available at the time of the search. In addition, our starting point for apps was a previous small study where the participants had self-selected; a different or wider cohort could have produced other findings. There is no circumventing the reality that populating a taxonomy will always have to be revisited at the time of use.

Another limitation of our approach is potentially in embedding the notion that dealing with or coping with workplace stress is just the responsibility of the individual. This individualized approach can place a profound burden on a teacher as it fails to acknowledge the complexity of the origins of stress [105]. It is not our intention to imply that managing stress is only the responsibility of the individual, and through our context-based approach, we acknowledge the structural and environmental influences, in addition to the sociocultural factors within a school.

Conclusions

There is no quick and easy solution to identifying a safe, efficacious, contextually, and individually appropriate app, website, or wearable to support self-management of health, well-being, or a specific health condition. Evaluation frameworks are valuable and evolving but would benefit from complementary information for users to be able to identify their preferences and consider whether the technology on offer fits their current behaviors or contexts.

If an individual can use a taxonomy to identify their preferred management strategy and, from there, make an informed selection of a digital companion for support, the user starts from a strong position. We hope that these procedures can generally inform professionals seeking to facilitate the selection of a digital companion for an individual’s self-management of a named health or well-being condition. We also hope that our populated taxonomy can be a specific starting point for teachers’ digital companion–supported stress self-management, and one that can be refreshed through repopulation in the future.
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Abstract

Background: Depression is a common mental health problem with significant personal and social consequences. Studies have suggested that cognitive behavioral therapy (CBT) is an effective treatment for depression and anxiety when delivered one-to-one by an expert practitioner, but access to this talking therapy is often limited, and waiting lists can be long. However, a range of low-intensity interventions that can increase access to services are available including guided CBT self-help materials delivered via books, classes, and online packages.

Objective: This project aimed to pilot a randomized controlled trial (RCT) of an online CBT-based life skills course with community-based individuals experiencing depression.

Methods: Individuals with symptoms of depression were recruited directly from the community via newspaper advertisements. Participants were remotely randomized to receive either immediate access (IA) or delayed access (DA) to a research version of the Living Life to the Full online CBT-based life skills package (3rd edition) with telephone support provided by nonspecialist, charity-based workers while they used the online intervention. The primary end point was at 3 months postrandomization, at which point, the DA group were offered the intervention. Levels of depression, anxiety, social functioning, and satisfaction were assessed.

Results: There were effective recruitment, randomization, and uptake, with 19 IA and 17 DA control participants entering the pilot study via newspaper advertisements and 13 of the 19 participants taking up the intervention. Overall, 72% (26/36) were not currently under the care of their general practitioner. The online package was acceptable to participants; the mean satisfaction score on the Client Satisfaction Questionnaire was 21 out of 32 (SD 8.89). At 3 months, data collection was achieved from 78% (28/36) of the participants. The efficacy and retention data were used for a power calculation indicating that 72 participants in total will be required for a future substantive RCT.

Conclusions: The research design successfully tested the recruitment, data collection, and intervention delivery. The pilot study has provided data for the required sample size for the full RCT.

Trial Registration: ISRCTN registry ISRCTN12890709; https://doi.org/10.1186/ISRCTN12890709
International Registered Report Identifier (IRRID): RR2-10.1186/s13063-016-1336-y
pilot study; depression; low mood; iCBT; guided self-help; online; psychotherapy; LLTTF; RCT; treatment gap; bibliotherapy; life skills; anxiety

**Introduction**

**Background**

Depression is characterized by persistent low mood and loss of pleasure or interest in things. Additional symptoms include sleep problems, loss of energy, changes in appetite, trouble concentrating, feeling like a failure, and thoughts of self-harm or suicide [1]. These symptoms can have a significant impact on social functioning, physical health, work, and relationships and can result in suicide. The most recent UK Wellbeing Survey found that 19.1% of people aged 16 years and older in the United Kingdom show evidence of anxiety and depression [2].

In general practice, symptoms of depression are usually assessed using the Patient Health Questionnaire (PHQ) [3] or similar self-report scale. Following this, there are various treatments that can be recommended. The National Institute for Health and Clinical Excellence (NICE) [4] guidelines state that treatments for depression should follow the stepped care model, taking into account severity and chronicity of symptoms and response to treatment. Treatment options range from active monitoring and psychoeducation at step 1 to psychosocial treatment options such as low-intensity interventions including bibliotherapy (cognitive behavioral therapy [CBT]–informed self-help books), internet-based cognitive behavioral therapy (iCBT), and group CBT within step 2; Step 3 involves face-to-face delivery of therapy such as specialist-delivered CBT, interpersonal therapy, and behavioral activation; and the use of crisis and inpatient services represent steps 4 and 5.

However, the majority of individuals with depression worldwide do not receive appropriate treatment for their depression within health services [5]. This treatment gap may be dependent upon a number of factors, including nonrecognition of the problem (by the individual or health care workers), reluctance to seek treatment from statutory mental or health service provision, limited knowledge about treatment options, or a lack of mental health resources resulting in long waiting lists. A key aim of the World Health Organization mental health Gap Action Programme (mhGAP) is to increase access to psychological therapies via nonexpert support or health care workers. This could be achieved through the application of low-intensity CBT-guided self-help interventions, delivered via bibliotherapy or online in the form of iCBT. These could be delivered, as recommended, in Step 2 of the stepped care model and through enhancing “informal health care” service provision through trained members of community or voluntary sector organizations [6] to improve access for those reluctant to present to health services.

Various iCBT packages are available, including MoodGYM [7], Beating the Blues [8], and Living Life to the Full (LLTTF) [9]. There is evidence that online CBT can be an acceptable, impactful, and cost-effective intervention for depression [10,11]. Some studies have found iCBT to be as effective as face-to-face CBT [12,13].

A review carried out by Richards and Richardson [14] found that outcomes were best when iCBT interventions were delivered with some form of support rather than unguided. This review highlighted that drop-out rates are high in studies of iCBT (57% across the 40 studies). The issues of support, guidance, and retention are key in interpreting the “REEACT” study of iCBT for depression by Gilbody et al [15]. This study found no significant effect of free (MoodGYM) or commercial (Beating the Blues) iCBT packages when used with purely technical support (as opposed to clinical support) at 4 months compared with usual general practitioner (GP) care. However, significant methodological concerns have been highlighted concerning the support offered, with caution expressed regarding the conclusion reached [16]. Poor rates of uptake were experienced alongside nearly one-quarter (24%) of participants dropping out by 4 months. Furthermore, those engaging with the intervention only completed 1 to 2 modules with just over 6 minutes in total of technical telephone support received on average. Such small amounts of support are below that recommended for so-called minimal contact support [17]. Furthermore, the support was described as technical support alone, which means that the results need to be interpreted with caution. In contrast, support for iCBT interventions is usually provided by a therapist or trained facilitator and improves outcomes [14]. Such content-focused support usually involves motivating users, goal setting, and review of homework tasks, with the main focus being on working through the online package and applying what is learned.

This study is a pilot study of an online educational life skills program designed for low mood and anxiety based on CBT principles. The LLTTF approach puts bibliotherapy and life skills training at its core and adopts a blended learning approach [18] where the user engages with the course through a variety of media (reading, audiovisual modules, and video). Content addresses key aspects of low mood and stress and is available in different formats to suit the user’s preferred learning style. This includes live classes [19-21], printed books [19], and electronic books in addition to the online course. The online version of the LLTTF intervention adheres to the key NICE recommendations regarding iCBT packages in terms of content, number of modules, and the support element provided [4]. However the person chooses to learn, it is recommended that a clear and structured support protocol is offered to enhance package engagement and application. A nonrandomized feasibility study [22] demonstrated equivalent outcomes for the online course [9] compared with the Beating the Blues online resource [8] and a book-based bibliotherapy intervention [23,24]. However, as there are currently no adequately powered randomized controlled trials (RCTs) of the LLTTF package,
further research is needed to examine the efficacy of the package in its online format.

Research Questions

Primary Question Examining Methodological Uncertainties
The primary research question was: “Is the study design feasible—is it possible to recruit from the community, randomize participants, deliver the online intervention with structured telephone support, and collect data at baseline and 3 months post randomization?”

Secondary Questions Examining Adherence and Acceptability
The secondary research questions were: (1) “To what extent will participants adhere to the online intervention?” (2) “Is the Living Life to the Full online package acceptable to participants?” and (3) “What sample size will be required in the future substantive study?”

Methods

Overview
The study was a parallel, 2-arm, pilot RCT with a 50:50 allocation ratio across the 2 groups with the primary outcome point at 3 months post randomization. Participants were remotely randomized to receive the online intervention immediately (IA group) or following a 3-month delay after randomization (DA group). The DA group served as the control at the primary outcome point.

Ethics Approval
Ethical approval was granted by the College of Medical, Veterinary and Life Sciences Ethics Committee for Non-Clinical Research Involving Human Subjects, University of Glasgow (Reference number 200140159).

Procedures

Recruitment and Participants
The aim was to recruit 30 to 50 participants, a sample size widely accepted as sufficient for pilot studies to identify problems with recruitment, delivery of the intervention, and evaluation measures [25]. People with symptoms of depression were recruited using a community-based approach using advertisements in the Metro free newspaper in Central Scotland. No participants were recruited using a community-based approach using advertisements in the Metro free newspaper in Central Scotland. Informed consent was collected from all potential participants prior to entry into the study.

Inclusion Criteria
Participants had to meet the following criteria: age ≥18 years; living in the United Kingdom; able to understand written and spoken English; regular access to a computer, smartphone, and tablet with audio and broadband connections; and PHQ-9 score ≥10 [3].

Exclusion Criteria
Participants were excluded for any of the following reasons: high rating for suicidality (ie, scoring 2 or 3 on PHQ-9 item 9), currently receiving any psychological intervention such as counselling or psychotherapy, new or altered dose of antidepressant in the last month, or taking part in any other research projects.

Randomization
Participants completed initial online questionnaires, and those that were eligible and consented were then remotely randomized to either the IA or DA group. Participants’ ID numbers were passed to a separate researcher who used the randomization function in Excel to remotely assign participants to the immediate IA or DA group. As it was a pilot study, we did not stratify for any variables during randomization. After randomization, those in the IA group were given a free access code and link to the LLTTF website, including instructions for how to use the resources. Those in the DA group were told that they would be contacted again in 3 months; the free access code to the LLTTF website was sent once follow-up data had been received.

Intervention
The free-access, online LLTTF course consists of 8 modules that teach a range of CBT-based life skills.

Session 1 involves an introduction to the CBT model and the “vicious cycle” of low mood that aims to help participants understand why they feel the way they do and how their thoughts, feelings, physical symptoms, and behavior are linked.

The session 2 module focuses on the impact of reduced activity. Users are encouraged to consider the things that they have stopped or reduced doing as a result of their low mood and make a plan to re-establish these activities in order to improve their mood.

Session 3 teaches skills to help tackle upsetting thinking, including how to label unhelpful thoughts, identify negative thinking patterns, and turn these thoughts around to create more helpful ones.

Session 4 teaches how self-confidence is developed and teaches confidence-building techniques.

Session 5 involves a problem-solving approach using an “easy 4-step plan” to help break down problems into smaller parts in order to overcome challenges.

Session 6 addresses unhelpful behaviors that may be worsening mood. Participants are encouraged to recognize problem behaviors such as isolating themselves or drinking or smoking too much and then create a plan for reducing them.

In session 7, participants learn to recognize the things that cause them to feel irritable or angry and the early warning signs they experience when they start to feel angry. They then learn techniques for better managing their anger to help them react differently to challenging people and situations.
Session 8, which is the final module, teaches key lifestyle choices that can improve mood, including healthy eating, exercise, and closeness with others.

Additional course worksheets, video, and audio (relaxation) resources supplement the main modules. These are available on the intervention website.

Support

The NICE guidelines [4] for the treatment of adults with depression advise that self-help packages should have support that includes monitoring and reviewing progress. This study included automated weekly email reminders plus 6 weekly support sessions provided over the telephone with a support worker. The support workers were volunteers from the Scottish depression charity Action on Depression who had completed at least one day of training with the Five Areas team (developers of LLTTF) and had experience with delivering LLTTF content and support. Support was protocol-driven and focused on encouraging use and application of the intervention [18]. It was designed to encourage an individualized plan to be made at the end of each session, completing Planner and Review worksheets informed by a “Plan, Do, Review” structure. Within this structure, participants apply the skills and techniques they have learned to make changes in their lives, using the materials to support them in doing this. The amount of support time allocated varied to reflect the complexity of the needs of the person being supported; session durations were not recorded in this pilot study although the recommended duration was 15 minutes to 20 minutes per session.

Data Collection

Baseline measures included age, gender, ethnicity, mood, social function, and past and current sources of support. After 3 months, all randomized participants were invited to repeat mood and social functioning questionnaires. Use of the intervention and satisfaction with the online package in the IA group were assessed. The collection of data for an economic analysis was piloted at this time point. This involved completion of the Client Service Receipt Inventory (CSRI) [26] and EQ5D [27], which assess access to health care services and health-related quality of life. These data were not analyzed, and the purpose was to test the ability to collect the data.

Outcome Measures

The key outcomes of the study were the ability to recruit and retain participants, to test the acceptability of the intervention as measured by the Client Satisfaction Questionnaire-8 (CSQ-8) [28], and the ability to gather data.

The measures used to assess the impact on mood and social functioning were the PHQ-9 [3], the Generalized Anxiety Disorder (GAD-7) questionnaire [29], and the Work and Social Adjustment Scale (WSAS) [30]. These were sent via a SurveyMonkey [31] link at each time point.

Statistical Analyses

Recruitment, uptake, and adherence to the intervention are summarized. Baseline characteristics are summarized for all participants as well as for the IA and DA groups separately. Two-sample t tests or Mann-Whitney U tests, depending on distributions, and Fisher exact tests were used to compare the 2 treatment groups and confirm that participants had been effectively randomized.

To practice the analysis for efficacy, appropriate linear models were applied using an intention-to-treat approach. Models were adjusted using baseline scores as covariates. These models were used to estimate and test the statistical significance of the within-group change between baseline and 3 months and the between-group differences at each time point.

Results

Recruitment

The community-based recruitment method we employed was successful as our sample size target to recruit 30 to 50 participants was met within the proposed recruitment period (August 2015 to May 2016; see Table 1). Recruitment involved 3 distinct recruitment phases of advertising, each including 1 Metro newspaper advertisement appearance per week for 4 weeks. Therefore, the total number of Metro advertisements placed was 12.

Of the 70 potential participants who were assessed for eligibility, 36 individuals were randomized by the end of the recruitment period. As shown in the CONSORT flow diagram (Figure 1), 5 people were excluded due to thoughts of self-harm or suicide. These individuals were advised to contact their GP regarding these feelings and were also given a list of additional sources of support that they could access.

As outlined in Table 2, in the randomized sample, the mean chronicity of depressive symptoms was 9.20 (SD 8.70) years. Symptoms had persisted for at least 2 years for 78% (28/36) of participants and for at least 5 years for 56% (20/36), reflecting a chronic group. Despite this, 26 of the 36 participants (72%) were not currently under the care of their GP, and 20 of the 36 participants (56%) were getting no support at all for their low mood.

Table 1. Recruitment phases.

<table>
<thead>
<tr>
<th>Recruitment phase</th>
<th>Dates</th>
<th>Number of advertisements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>August 2015 to October 2015</td>
<td>4 (1 a week for 4 weeks)</td>
</tr>
<tr>
<td>2</td>
<td>January 2016 to March 2016</td>
<td>4 (1 a week for 4 weeks)</td>
</tr>
<tr>
<td>3</td>
<td>March 2016 to May 2016</td>
<td>4 (1 a week for 4 weeks)</td>
</tr>
</tbody>
</table>
**Figure 1.** Study flowchart. PHQ-9: Patient Health Questionnaire-9.

**Table 2.** Demographic data.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall (n=36)</th>
<th>Control (n=17)</th>
<th>Intervention (n=19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>42.33 (13.54)</td>
<td>41.82 (15.38)</td>
<td>42.79 (12.09)</td>
</tr>
<tr>
<td>Minimum to maximum</td>
<td>20.00 to 69.00</td>
<td>23.00 to 69.00</td>
<td>20.00 to 63.00</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>24 (67)</td>
<td>11 (65)</td>
<td>13 (68)</td>
</tr>
<tr>
<td>Male</td>
<td>11 (31)</td>
<td>5 (29)</td>
<td>6 (32)</td>
</tr>
<tr>
<td>Transgender</td>
<td>1 (3)</td>
<td>1 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Chronicity (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>9.20 (8.70)</td>
<td>7.85 (6.54)</td>
<td>10.48 (10.39)</td>
</tr>
<tr>
<td>Minimum to maximum</td>
<td>0.17 to 30.00</td>
<td>0.33 to 20.00</td>
<td>0.17 to 30.00</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting</td>
<td>17 (47)</td>
<td>8 (47)</td>
<td>9 (47)</td>
</tr>
<tr>
<td>Unmarried/separated</td>
<td>19 (53)</td>
<td>9 (53)</td>
<td>10 (53)</td>
</tr>
<tr>
<td>Antidepressant use, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10 (28)</td>
<td>3 (18)</td>
<td>7 (37)</td>
</tr>
<tr>
<td>No</td>
<td>26 (72)</td>
<td>14 (82)</td>
<td>12 (63)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>36 (100)</td>
<td>17 (100)</td>
<td>19 (100)</td>
</tr>
<tr>
<td>Non-White</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

*Because chronicity was not available for 1 person in the intervention group, the sample size for the overall group was 35, and the sample size for the intervention group was 18.*

**Uptake and Adherence**

These findings relate to the IA group participants only as the DA had not accessed the intervention at 3 months. Of the 19 IA participants, 13 provided data concerning the number of sessions they completed, and 10 (10/13, 77%) of the responding IA participants completed at least 1 module of the intervention. The average number of the 4 core modules completed was 2
Principal Findings

This pilot study aimed to test key elements of a pilot RCT of the LLTTF online package. It demonstrated that a group of self-referring participants can be successfully recruited from the community and engaged in the RCT, with voluntary sector delivery. Several key methodological uncertainties in relation to study design and intervention delivery have been addressed, thus providing useful information for a future fully powered trial.

Recruitment and Sample

First, recruitment was feasible, with 36 eligible individuals recruited within 3 phases of advertising in the Metro newspaper. The resources were limited in the current study, but it seems likely that, in a future funded RCT with an appropriate budget for UK-wide advertising, the required sample size (see the following section) could be achieved using a community-based recruitment approach. The community-based approach employed successfully identified those living with depression. The majority of participants had at least moderate symptoms of depression, yet less than one-third was currently under the care of their GP. This is in line with reports that there is a significant treatment gap with regard to depression [5]. Online interventions could serve as a potential treatment avenue to bridge the gap between onset of symptoms and access to psychological therapy.

Data Collection and Follow-up

It proved possible to record data, with a 78% follow-up rate at 3 months. However, only one-quarter of responding participants completed the economic analysis questionnaires at 3 months, indicating that the format (emailed rather than completed via SurveyMonkey) and length may need to be reconsidered, as it appears that this outcome measure was too burdensome.

Power Calculation

Mood measures were collected at baseline and 3 months and used along with rates of follow-up to calculate the sample size for a future definitive RCT.

The primary analysis in the future substantive RCT will compare changes in PHQ-9 scores at 6 months between intervention groups. We will power the study to be able to detect a between-group difference of 5 points on the PHQ-9 score. A difference of 5 points is used to reflect a category change (from moderate to mild depression, for example) on the PHQ-9 and is clinically important.

Based on a 2-sample t test, a sample size of 36 participants per arm would be required to have 95% power. In the pilot, follow-up data were available for 78% at 3 months. The proposed study would have 1 follow-up assessment at 6 months, so we have accounted for a 25% drop-out rate for the full RCT.

Limitations

A limitation of this study is that, although we determined that participants had significantly high mood scores upon entry into the study, a diagnostic interview was not used in the screening process. This approach was applied because some people prefer voluntary sector delivery so they can seek help without a...
diagnosis being made or creating a formal NHS record. However, it is acknowledged that defining the participants in terms of diagnosis would be useful for a research analysis. Therefore, in order to address this limitation while promoting participant choice, the future RCT could include an optional psychiatric interview or diagnostic assessment at baseline. This method was applied in a previous study in which 65% of participants agreed to take part in the diagnostic interview [19,21]. Negative impacts will be assessed in the full RCT using qualitative interviews including with those who drop out of the study.

Conclusions
This pilot study, designed to test the trial design and the delivery of the online life skills LLTTF course, has helped inform the sample size calculation for a future RCT and determined that such a trial is feasible in relation to recruitment, delivery, and retention. Our results have addressed several methodological uncertainties and demonstrated the feasibility to conduct a definitive RCT within a community-based setting, delivered with support from nonspecialist voluntary sector support workers. The power calculation suggests a sample size of 72 is required for the full RCT. This pilot study strongly supports the potential to successfully recruit this required number of participants using a community-based recruitment strategy.

Delivery of the intervention by charity support workers was associated with reasonable participant satisfaction. However, efforts will need to be taken to improve completion rates in a future definitive RCT. Additionally, it proved problematic to conduct an economic analysis via emailed documents. It seems a telephone or other live interview might work more effectively for any future definitive RCT. Finally, in the future study, there would be advantages to collecting data at 6 months and possibly at 1 year to record long-term outcomes and whether any changes to mood and social function are sustainable.
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Abstract

Background: Hazardous alcohol consumption, and binge drinking in particular, continues to be common among college students, posing the greatest risk for their health and safety. Despite widespread exposure to evidence-based preventive interventions among US undergraduates, only modest and temporary effects on risky drinking occur. Formative studies have demonstrated that students want a more engaging intervention tool for risky drinking that can be used just in time.

Objective: The purpose of this study is to test the appeal, relevance, and perceived utility of a draft mobile app for safer student drinking at a public university in Virginia.

Methods: Undergraduate student participants tested the draft mobile app via a web-based prototype that tailors to individual feedback with hot spots that responded to their taps to mimic app functionality. They narrated their impressions, navigation, and comments in a standardized think-aloud procedure. After each round of think-aloud interviews, researchers debriefed the investigators and developers to discuss findings and brainstorm app modifications.

Results: Minor changes to the functionality and aesthetics would improve usability of the app (eg, option for light mode in app settings). Student testers recommended tailoring the app to the needs of college students and to aspects of the local university’s drinking culture.

Conclusions: Findings from this study will be synthesized with information gained from other formative work to determine the final app features. We will test the app in a pilot randomized trial to assess app use and the impact of the app on college student drinking behavior over several months.

(JMIR Form Res 2022;6(2):e32716) doi:10.2196/32716
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Introduction

Binge Drinking

Binge drinking, defined as consuming 5 (for men) or 4 (for women) standard drinks within approximately 2 hours on a single occasion [1], continues to be a public health concern, particularly among college students [1]. In this millennium, there has been an increase of over 200% in alcohol-related deaths and a 25% increase in alcohol overdose-related hospitalizations in the United States [2]. Binge drinking can result in short-term effects such as poor academic performance, but more seriously, it can lead to detrimental health outcomes...
such as alcohol use disorder and other health risks [3]. College binge drinking habits can predict the course of alcohol dependence and problems over a lifetime [4,5]. Developing effective interventions to reduce binge drinking among college students has the potential to improve lifetime drinking outcomes and prevent alcohol-related health and psychosocial problems among college students across the United States.

**Alcohol Consumption Among Undergraduates**

Undergraduate students are commonly exposed to evidence-based binge drinking preventive and clinical interventions that aim to promote drinking safety [6-8]. An example of a common intervention across universities in the United States is the Brief Alcohol Screening and Intervention for College Students program, which provides a harm reduction intervention that uses personalized normative feedback and structured prompts to guide behavior change for students who have risky drinking habits or alcohol-related consequences [9]. Despite universities continually improving alcohol programming, these efforts yield minimal change and rates of dangerous alcohol consumption have not changed significantly; worse, the effects of these programs diminish over time [10-13]. Therefore, novel interventions that engage students and promote lower risk drinking behavior by college students are still needed.

A tailored mobile app for students could provide personalized alcohol safety information in real time, either before or during a drinking episode.

**This Study**

With extensive student involvement, and based on findings from other formative work [14-16], we designed a draft mobile app for safer student drinking. The aim of this study is to determine college students’ perspectives on the appeal, relevance, and perceived utility of the draft app.

**Methods**

**Basis of App Features and Functions**

The setting was a public university in Virginia with extensive alcohol programming, alcohol interventions, and student involvement in governance, which has experienced several high-profile alcohol-related injuries and deaths of students in the past decades. We sought to identify new ways to reduce hazardous drinking among college students. We conducted 2 studies before this one. First, we conducted in-depth interviews and focus groups with students and university stakeholders to understand the culture of the university, the role of drinking in student and alumni life, the history and impact of various alcohol interventions, the continuing ubiquity of binge drinking despite deployment of numerous interventions, and students’ impressions of the impact of alcohol interventions to which they had been exposed (Alamiri, N, unpublished data, January 2022).

Second, we conducted a review of public social media posts to understand how alcohol use and its consequences at the university were documented on the web by students and bystanders [17]. These formative studies demonstrated that (1) risky drinking is a prominent feature of student life, (2) most students have participated in risky drinking behavior, (3) students report minimal change in their own drinking in response to existing alcohol programming, (4) mobile app use by students is ubiquitous, and (5) students wanted flexible intervention tools that are accessible during drinking episodes (their own or when witnessing excessive drinking by their peers). Students requested a novel intervention with evidence-based and student-preferred features and functions. An estimated blood alcohol content (eBAC) calculator (to estimate the percentage of alcohol in a person’s bloodstream [15]) was the feature students were most interested in when the concept was presented during the focus groups and surveys. Overall, the formative findings indicated that novel interventions must be highly relevant to drinking behaviors and be usable during drinking.

**App Prototype**

Study team members created a draft prototype app based on prior experience in mobile app development and prior research on alcohol intervention development. Previous research indicates the benefits of self-monitoring for behavior change [18,19]. Logging risky behaviors, such as drinking, helps reduce those behaviors [14], leading us to include a drink tracker. To boost engagement, the app included personalized encouragement [20,21] to users who tracked several days in a row (streak). We used push notifications [22] to provide safety messages during heavy drinking episodes to alert the user of potential danger and provide recommended actions. In-app messaging, called the message center [22], provided testimonials from real students about drinking situations. To appeal to college student users’ needs, we added a secondary behavior (hydration or sleep) to track that could prompt users to engage with the app even when not drinking alcohol to keep users engaged [23]. The settings feature within the app allowed users to turn off push notifications and adjust their weight to reflect a more accurate eBAC. Once the prototype app was developed, 2 classes of undergraduate and graduate students in a mobile engineering class provided initial feedback on the draft app, and some features were slightly redesigned. Thus, the final prototyped app contained eight features and a home screen (Figure 1): alcoholic drink tracker (Figure 2); additional behavior tracker (hydration or sleep); self-monitoring feedback of days tracked; push messages about drinking and safety; eBAC calculator that provided an eBAC based on weight, sex, and timing or specific drinks logged; learning topics (Figure 3); a message center containing student testimonials (Figure 4); and settings.

---
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Figure 1. Home screen of the intervention (bhoos app). BAC: blood alcohol content.
**Figure 2.** Drink tracker of the intervention (bhoos app).
Figure 3. Learn topics of the intervention (bhoos app). eBAC: estimated blood alcohol content.
Study Design

The study included a single 1-hour qualitative interview of each undergraduate student participant using standardized think-aloud methods [24], described below. This study was approved by the Social and Behavioral Science Institutional Review Board of the University of Virginia (protocol 3282).

Eligibility Criteria

To be eligible, a study applicant had to be (1) a student at the university, (2) able to read and speak English, and (3) aged ≥18 years. Participants reviewed an information form before completing any study activities and provided verbal consent that was audio recorded for documentation. The first round of interviews consisted of students who were not members of Greek organizations or student athletes. Participants in the second round included students who were fraternity and sorority...
members and student athletes. These groups tested the prototype app separately because previous research has shown that student athletes or who are in Greek organizations are at a higher risk for dangerous drinking episodes than their non-Greek peers [25-29], and we sought to gather feedback from groups who may have different alcohol use patterns.

**Procedures**

**Recruitment**

Research coordinators and undergraduate research assistants (RAs) at the Center for Behavioral Health and Technology and the Center for Addiction and Prevention Research conducted the study. Participants were 10 university students aged 18 to 30 years. The sample was small because of disruption in recruitment as a result of the beginning of the COVID-19 pandemic. Participants were recruited from undergraduate and graduate classes, via flyers posted on bulletin boards in academic buildings around campus, via digital flyers posted on social media (eg, GroupMe and Facebook class pages), and by word-of-mouth referral from students working at the Center for Behavioral Health and Technology. The flyers contained a scannable QR code that linked directly to a Qualtrics interest form. The interest form collected applicant contact information, year in university, age, availability, and willingness to be contacted.

**Think-Aloud Procedure**

The think-aloud process is widely used for app development, as a common usability tool [24,30]. However, unlike a formal qualitative coding process that involves a thematic analysis to discover main findings [31], we used the think-aloud process to gather feedback on the app. Researchers asked participants to use a prototype mobile app, prompting them to use specific features while continuously speaking their thoughts and actions out loud [24]. Participants (N\text{total}=10, n\text{in-person}=5, n\text{zoom}=5) reviewed a web-based mock-up of the app with hot spots that responded to taps to mimic app functionality. Participants used a QR code they scanned on their personal smartphones to access the app mock-up on InVision, a collaborative digital design platform [32]. Participants navigated through the prototyped app, speaking aloud what they were doing and noticing, and providing feedback about app features, navigation, and perceived utility as they used them. When necessary, researchers reminded study participants to maintain a running commentary of their thoughts and noted the student’s navigation process as they used all aspects of the app. Researchers audio recorded the interviews and took thorough notes on a Word document while the participant was providing feedback. After completing the think-aloud procedure, participants received a US $10 Amazon gift card.

**Modifications to the Protocol Due to COVID-19**

The study was conducted in 2 rounds between March 3 and April 17, 2020. The first round of interviews occurred in person from March 3 to 6, 2020, that is, in early 2020, before the emerging COVID-19 pandemic required pausing in-person research. For in-person think-alouds, RAs watched the participants use the prototype while standing nearby and recorded their observations of student interactions and spoken thoughts of specific app pages on a note-taking sheet populated with the app screenshots. We developed a note-taking framework with screenshots of each page of the app grouped by app location (home, activity, log, message, and learn). Each screenshot provided space for think-aloud notes. RAs audio recorded the session using a handheld audio recorder or phone to supplement their written notes; when possible, >1 person in the room took notes or listened to the audio tape and took notes [30]. RAs reviewed the recordings after the trials and added further notes that were missing from the original notes to the summary document, which was finalized for review.

**Between Rounds: App Changes Made in Response to Feedback**

After the first round, the researchers debriefed the developers and investigators. Feedback showed that some labeling was unclear and users wanted more options for personalization and wanted colors and iconography to make data entry easier and more intuitive. Investigators and developers discussed which changes were needed immediately and prioritized changes (eg, adding and removing testimonials from the message center was prioritized lower than improving the labels and usability of the drink tracker). The development team fixed the functionality and clarity concerns reported in the round 1 trials.

Changed features included the eBAC, alternate behavior tracking, and calendar day view on the activity home screen. The eBAC was perceived as too small in the original mock-ups and was made more prominent on the dashboard. In addition, its colors were changed to correspond to which zone of drinking risk the user is in, based on the eBAC (eg, golden zone) [33]. Hydration was intended to be an alternative or secondary behavior that students could track, so they could track something other than alcoholic beverages. However, testing showed that the concept of hydration was confusing to users because they did not know if they should enter it once at the end of the day or update it multiple times throughout the day. The team switched to an alternate behavior that can be rated based on the previous full day, such as sleep quality. In addition, the calendar day view became more and more informative. For example, in the first version of the app, the day view showed only the number of drinks, but developers added the ability to record each drink, to compute a standard drink total, and to duplicate or mark drinks as a favorite and added the alternative behavior tracking feature to the calendar day view. Within the weekly and monthly views of behavioral metrics calculated by the app, graphs evolved to show metrics for the alternate behavior over those periods.

Students were sent home from the university in mid-March 2020, and in-person research was temporarily halted. To adapt to the situation, the second round of interviews between April 9 and 17, 2020, were conducted via Zoom video calls and used the second-round version of the app. The interviewer shared the screen, showing each of the app features one at a time. The participants installed the InVision mock-up on their personal device to enable navigation as if on an app and navigated simultaneously as the RA showed each screen. The note-taking and recording procedures were unchanged except for conducting them remotely. Information saturation was reached during the
second round of interviews. Second-round participants’ comments and ideas were redundant with data from the first round. Major themes emerged naturally as the researchers summarized their notes. The research team determined that coding using qualitative software was not necessary.

**Data Review and Analysis**

Once all of the notes were captured, the RAs deleted the audio recording. Researchers reviewed the notes and presented the major findings to the app development team for discussion and identification of features and functions to be modified. Reporting was in aggregate only (ie, “5 of the 20 participants said x, while 12 said y and 3 said z”). The app development team continuously iterated and updated the look and feel of the mock-up based on the feedback. Data included audio recordings of the think-aloud protocol process, notes taken by researchers observing participants, and usability questionnaire responses. All participants were assigned a unique ID unrelated to their identity. Stored data were linked only to this unique ID. All data were stored behind the Health Insurance Portability and Accountability Act firewall of an institutional review board-approved School of Medicine highly secure data drive.

**Results**

**Overview**

Demographic characteristics of the overall study sample and by condition are presented in Table 1. Participants were mostly women (7/10, 70%) and aged 20 years (5/10, 50%), and 80% (8/10) were enrolled in the most populous school within the university, containing departments in the Arts and Sciences.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=10), n (%)</th>
<th>Round 1 students (n=5), n (%)</th>
<th>Round 2 students (n=5), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3 (30)</td>
<td>2 (40)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Female</td>
<td>7 (70)</td>
<td>3 (60)</td>
<td>4 (80)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>1 (10)</td>
<td>1 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>19</td>
<td>2 (20)</td>
<td>0 (0)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>20</td>
<td>5 (50)</td>
<td>3 (60)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>21</td>
<td>1 (10)</td>
<td>0 (0)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>22</td>
<td>1 (10)</td>
<td>1 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Year in university</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3 (30)</td>
<td>1 (20)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>2</td>
<td>3 (30)</td>
<td>1 (20)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>3</td>
<td>3 (30)</td>
<td>2 (40)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>4</td>
<td>1 (10)</td>
<td>1 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>School</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arts and Sciences</td>
<td>8 (80)</td>
<td>4 (80)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Engineering</td>
<td>1 (10)</td>
<td>1 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Undergraduate Business</td>
<td>1 (10)</td>
<td>0 (0)</td>
<td>1 (20)</td>
</tr>
</tbody>
</table>

**Round 1**

The feedback provided by the participants in person during round 1 is presented in Table 2. These students provided feedback on the eight essential features of the app: drink tracker, alternate behavior tracker (hydration or sleep), days tracked, messages, settings, eBAC calculator, learn topics, and a message center containing student testimonials. During the first round, RAs asked participants to focus on usability, rather than aesthetics, of the app. Participants expressed confusion about the purpose of the features and provided useful feedback about how they were displayed. For example, the drink tracker had drink choices listed that the students wanted to rename (eg, they recommended renaming seltzer or cider, to hard seltzer and hard cider, respectively, to ensure that future users would log alcoholic versions of these drinks) and indicated that such changes would increase utility and relevance. Participants reported that they would prefer having brand name examples (eg, Corona, Coors Lite, and White Claw) for each of the choices (ie, beer, liquor, seltzer, mixed drink, cider, and wine) to help clarify the different types of alcoholic drinks, again increasing utility and relevance as well as appeal. They reported that this would help future student users accurately track their drinks and that they believed many students do not know the alcohol by volume percentages for typical drinks.
Table 2. Round 1: summary of responses about features in prototype app (n=5).

<table>
<thead>
<tr>
<th>Feature and feedback provided</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Drink tracker</strong></td>
<td></td>
</tr>
<tr>
<td><em>Seltzer and cider</em> renamed as <em>hard seltzer</em> and <em>hard cider</em>, respectively, to convey that these are alcoholic drinks*</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Want examples of each alcoholic drink (eg, for beer, to have options such as Corona, Modelo, and PBR&lt;sup&gt;a&lt;/sup&gt;) not only for clarification but to select since not everyone will know the alcohol by volume percentage</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Confusion around the green fill bars on the dashboard or home screen; unclear whether this was displaying a proportion of drinks consumed to a limit that was set</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Confusion as to whether there’s an option to track zero drinks</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Option to log a recent drink for ease of use rather than having to tediously enter the information for the same drink again</td>
<td>2 (40)</td>
</tr>
<tr>
<td><strong>Hydration tracker</strong></td>
<td></td>
</tr>
<tr>
<td>Thinks the metric is too subjective; the scale is too ambiguous (eg, not sure what the difference, for example, in ounces of water, that would be categorized as a 1 or 2)</td>
<td>5 (100)</td>
</tr>
<tr>
<td>Feature not necessarily useful</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Does not understand the purpose of this feature</td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>Days tracked</strong></td>
<td></td>
</tr>
<tr>
<td>Metric unclear for measuring days tracked (eg, 10 days tracked since not tracking or 10 days since downloading the app?)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Display next to the drink tracker, rather than the hydration tracker</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Add an option to share this with other app users to compare with friends</td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>Messages</strong></td>
<td></td>
</tr>
<tr>
<td>Confusion around the <em>thumbs up or down</em> buttons in the header</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Confused as to what this feature is entirely</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Preference for having messages be set at the dock along the bottom with the home, activity, and learn buttons</td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>Settings</strong></td>
<td></td>
</tr>
<tr>
<td>Profile data (ie, biological sex, age, and weight) accessible here</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Option to decide types of messages are received here</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Default setting have push notifications set to <em>off</em></td>
<td>2 (40)</td>
</tr>
<tr>
<td>App FAQs&lt;sup&gt;b&lt;/sup&gt; would fit better if relocated here</td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>eBAC&lt;sup&gt;c&lt;/sup&gt; calculator</strong></td>
<td></td>
</tr>
<tr>
<td>Display statistics of <em>current BAC</em> and <em>maximum BAC level</em></td>
<td>4 (80)</td>
</tr>
<tr>
<td>Remove <em>Time until legal limit</em> (0.08%) in case it might be misleading or encourage driving while intoxicated</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Option to see an <em>Average BAC</em> or drinking trends over time</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Should be the first thing you see when you open the app</td>
<td>2 (40)</td>
</tr>
<tr>
<td><strong>Learn topics</strong></td>
<td></td>
</tr>
<tr>
<td>Information should be condensed so no scrolling is required</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Confusion on the difference between this and other features in the app</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Do not think that this will be a used</td>
<td>2 (60)</td>
</tr>
<tr>
<td><strong>Message center with testimonials</strong></td>
<td></td>
</tr>
<tr>
<td>Pushing too much content with this feature; this is no different from previous features</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Option to control the frequency of messages and notifications</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Would like the <em>thumbs up or down</em> button moved here so they could indicate preference on types of messages and rate the content for future app updates</td>
<td>2 (40)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PBR: Pabst Blue Ribbon.  
<sup>b</sup>FAQ: frequently asked question.  
<sup>c</sup>eBAC: estimated blood alcohol content.
Participants also provided feedback on whether they were interested in and would use certain features. For example, students were not interested in a hydration tracker feature and considered its utility and appeal low. The hydration tracker asks students to rate how hydrated they are on a scale of 1 to 5. Participants expressed confusion about the hydration tracking as it was not as specific as the (alcoholic) drink tracker. Students questioned how the hydration tracker related to the app, failing to see any connection between hydration and drinking alcohol. Thus, the hydration tracker showed low relevance.

**Round 2**

Participants in round 2 met with the RAs on the web using video meeting technology, but other than this, all other procedures remained similar. In the second round of think-aloud testing, RAs guided participants to focus on the look and feel (e.g., aesthetics and design) more than the functionality of the app. For example, the app’s default setting is in dark mode, with a black background; a participant expressed preference for a light mode option to increase its appeal. In addition, participants expressed a preference for symbols for sex rather than the terms male and female for personal data entry screens. Participant feedback in round 2 is presented in Table 3. Overall, participants expressed interest in several of the features of the app, but not in others. The look and feel of the app were reported to be important to the students. Student navigation across app features indicated that the improved look and feel helped guide them to the features they were most interested in using.
Table 3. Round 2: look and feel and features in prototype app (n=5).

<table>
<thead>
<tr>
<th>Feature and feedback provided</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Drink tracker</strong></td>
<td></td>
</tr>
<tr>
<td>Likes the log button and is easily accessible</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Likes that there is a <em>recently added</em> shortcut for logging recent drinks</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Does not think that students will use the feature; thinks that students would forget to log drinks on a night out</td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>Sleep tracker</strong></td>
<td></td>
</tr>
<tr>
<td>Does not understand the connection or link between sleep and drinking</td>
<td>5 (100)</td>
</tr>
<tr>
<td>Does not believe the feature be used</td>
<td>2 (40)</td>
</tr>
<tr>
<td><strong>Days tracked</strong></td>
<td></td>
</tr>
<tr>
<td>Do not believe that this feature is necessary</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Rather than days tracked, would prefer a tracking streak of days not drinking</td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>Messages</strong></td>
<td></td>
</tr>
<tr>
<td>Preference for having messages be set at the dock along the bottom with the home, activity, and learn buttons</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Likes the <em>unread</em> symbol that alerts the user to open messages</td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>Settings</strong></td>
<td></td>
</tr>
<tr>
<td>Option for <em>light mode</em> or a white interface</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Option for specific <em>push</em> notification</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Option to share <em>data</em> with friends to boost engagement</td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>eBAC&lt;sup&gt;a&lt;/sup&gt; calculator</strong></td>
<td></td>
</tr>
<tr>
<td>Increase in font size for the BAC&lt;sup&gt;b&lt;/sup&gt; statistics</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Prefer the sex symbols to change to words on home screen</td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>Learn topics</strong></td>
<td></td>
</tr>
<tr>
<td>Believed this section to be visually appealing</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Add images to help visualize the concept of <em>standard drinks</em></td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>Message center with testimonials</strong></td>
<td></td>
</tr>
<tr>
<td>Seems to be helpful</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Would prefer graduating class over age (eg, Jessica, Class of 2021, UVA&lt;sup&gt;c&lt;/sup&gt; activities, instead of—Jessica, 21, UVA activities)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Testimonials are too long and too dense; would prefer bullet points over long sentences</td>
<td>2 (40)</td>
</tr>
</tbody>
</table>

<sup>a</sup>eBAC: estimated blood alcohol content.
<sup>b</sup>BAC: blood alcohol content.
<sup>c</sup>UVA: University of Virginia.

Discussion

Principal Findings

The objective of this study is to assess the appeal, relevance, and perceived utility of a draft mobile app for college students that could intervene at or around the time of alcohol use. We sought to determine if students would want and use the app and if it would be perceived as useful and engaging. Participants reported that minor changes to the functionality of the initial versions of the app would improve the usability of the app (eg, having examples of each alcoholic drink for clarification and stating whether they believe certain features would be used or not). In addition, participants reported that minor changes to the aesthetics would increase the usability (eg, incorporating the logo colors throughout the app to make it more vibrant and having an option to turn off push notifications). The changes were made between rounds of think-aloud user testing to enact modifications based on user feedback.

This process was an iterative step within a series of formative studies to create and improve an app to reduce college binge drinking. Feedback provided by college students assisted the investigators and development team in designing features that were useful and appealing. The purpose was to test usability, and student feedback helped the team modify the app so that it would perform as students hoped in real-life scenarios to address binge drinking and alcohol consumption. This process was designed as a feedback loop beginning with the science that drafted features about learning what a standard drink is,
self-monitoring tools with immediate and longer-term feedback about risks when drinking, options to get help in an emergency, and vetted information about sex differences in alcohol processing in the body. The features were conceptualized and then mocked up by developer team members with expertise in user experience and user interface design. Finally, the team obtained qualitative feedback on relevance and usability from students regarding the aesthetics and appeal of the app and its ability to engage them.

**Limitations: Modifications Due to COVID-19**

Although the practical insights from students about the app proved valuable and guided us to make important app modifications, there are several limitations to be considered. Because of COVID-19, students had to participate in the second round of think-aloud trials virtually over Zoom using an adapted protocol. Although participants navigated through the app with ease, the researchers could not always see the participants’ phone screen and sometimes had difficulty determining which features the participants were commenting on. RAs asked what feature the participant was viewing and where in the app they were navigating to and prompted the participant to turn their phone screen toward the camera. These moments of clarification seemed to interrupt the natural rhythm and flow of the think-aloud format and may have resulted in reduced information. In person, the researcher could easily see the participant’s phone screen without prompting, which allowed for the conversation to flow uninterrupted while the RA could take notes more inconspicuously. During round 1, the participants’ comments were prominent in the conversation, whereas researchers listened and asked fewer questions. Conversely, researchers asked more questions during round 2, whereas participants provided less feedback, and their comments were either positive or more superficial in nature.

Previous studies have used apps to help reduce dangerous drinking episodes among college students. However, these apps did not have or include features that tailor to individual personalized feedback such as logging drinks and providing an eBAC [34-36]. One of these previous interventions has justified the use of a digital platform as users did indicate that it offered help and was easy to use [36]. Other alcohol app interventions have reported to significantly reduce drinking [34,35].

**Future Research**

Data and conclusions from this study will be synthesized with information gained from other qualitative and quantitative formative work, to determine the final features to be tested. We plan a pilot randomized trial to assess the use and impact of the app on drinking behavior over several months; we plan to conduct a prospective brief observational and feasibility study with about 255 students to (1) measure student demographics, attitudes, experiences, and behaviors related to drinking; (2) evaluate the acceptability, feasibility, relevance, and actual use of the app over the intervention period among students; (3) measure student attitudes, experiences, and behaviors related to drinking in a final survey; (4) determine the usability of the app and desired improvements using short interviews after about 4 weeks of app use; and (5) test the impact of incentives on app use to provide crucial information for implementation of a larger subsequent trial. If the pilot of this mobile app intervention shows acceptable use and reporting of frequency and volume of binge drinking, we will consider testing it further for impact on drinking behaviors.

**Conclusions**

Student feedback clearly indicated preferences for the eBAC calculator and days tracked features. In contrast, student feedback showed a dislike of or lower interest in using the water or hydration tracker, learn topics, and messages or testimonials. On the basis of student ratings of appeal, relevance, and utility, we revised the app, and the finalized app included the drink tracker, days tracked, eBAC calculator with an eBAC level, sleep quality tracker, learn topics, message center, and testimonials. By asking student participants to navigate through, and comment on, the app’s features using standard think-aloud procedures, the researchers gained real time perspective on the appeal, relevance, and utility of the app that could be translated into a refined version of the app.
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Abstract

Background: Physical exercise has been found to assert a positive impact on many muscular conditions. Exercise under face-to-face supervision is the gold standard, but access to it is limited, for instance, for economic reasons. App-guided therapy is an intervention that is more affordable and easily accessible. However, attitude toward technology is a key predictor for media adoption and is therefore expected to shape user experience during app-guided therapy. This might be of particular importance for mastery experience, which is crucial for promoting exercise-related self-efficacy and perceived usefulness of the interaction. Both should empower patients to continuously exercise.

Objective: This study sought to test whether attitudes toward technology predict mastery experience and perceived usefulness of the interaction after an app- versus a physiotherapist-guided treatment. We expect that attitudes toward technology positively predict both outcomes in case of the app-guided but not in case of the physiotherapist-guided treatment.

Methods: Patients (n=54) with clinically diagnosed hip osteoarthritis participated in 2 training sessions with the same exercise intervention, once guided by an app on a tablet computer and once guided by a physiotherapist in a German university hospital. The order of the sessions was randomized. Attitude toward technology was assessed as predictor before the first session, while mastery experience and the global perceived usefulness of interaction as self-reported outcomes after each session.

Results: In line with our hypotheses, attitude toward technology predicted mastery experience (\(b=0.16, \text{standard error}=0.07, \text{P}=0.02\)) and usefulness of interaction (\(b=0.17, \text{standard error}=0.06, \text{P}=0.01\)) after the app-based training but not after the training delivered by a physiotherapist (\(P>0.3\) in all cases). Mastery experience was lower for the app-based training but reached a very similar level as the physiotherapist-guided training for those holding a very positive attitude toward technology.

Conclusions: The attitude toward technology predicts the extent of mastery experience after app-guided exercise therapy. As mastery experience is highly important for self-efficacy and future exercise behavior, attitudes toward technology should be considered when delivering app-guided exercise treatments.

Trial Registration: German Clinical Trials Register DRKS00015759; https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML&TRIAL_ID=DRKS00015759
Introduction

Background

According to the World Health Organization (WHO), musculoskeletal conditions are the leading contributor to disability worldwide [1]. Their prevalence increases across the lifetime. For many of these conditions such as osteoarthritis (OA), physical activity and exercise contribute to the reduction of symptoms [2]. Therefore, physical exercise is recommended in many treatment guidelines [3-6]. Unfortunately, many patients do not follow these guidelines [7]. A reason among others is the fear of deterioration of their symptoms due to an incorrect execution of the exercises [8,9]. In other words, low self-efficacy is a major barrier for physical exercise.

This barrier can be overcome by supervision [10,11]. Exercises should initially be instructed by a health or exercise professional [5]. An alternative cost-efficient means to provide guidance regarding physical exercise is via digital apps on tablet computers. As tablets are highly mobile, they can be conveniently used in locations that allow to exercise [12-16]. They have a screen of sufficient size for video-based instructions and most importantly, older people are more likely to use tablets than smartphones [17]. However, the attitude toward digital technologies and with it the willingness of older adults to adopt digital technology for health purposes vary [18,19].

Therefore, this study sought to compare an app-based intervention with the gold standard of an intervention supervised by a physiotherapist. We tested the effect of both treatments on mastery experience, which is known to facilitate exercise-related self-efficacy and, in turn, continuous exercising [20]. In addition, we studied the perceived usefulness of the interaction, a key predictor of the attitudes toward the intervention which should also be related to continuous exercise [21]. To conduct a fair test, both interventions rely on the same evidence-based exercise intervention for patients with hip OA [22,23]. To do justice to the older age of the target group of this intervention and the varying acceptance of technology-based health interventions in that group, we considered attitudes toward technology as an additional predictor.

Theoretical Underpinning of (Digital) Exercise Interventions

The model of physical activity–related health competence (PAHCO) [24,25] guided the development of the examined app as well as this study. The core idea of this health education model is that exercising in a healthy-effective and low-risk manner requires a set of competences, namely, movement competence, control competence, and self-regulation competence. Movement competence includes motor abilities and skills as well as movement and body awareness. To train this competence, we ensured that our app provided detailed instructions regarding movement as well as body signals and allowed for the repeated viewing of videos until instructions were well understood. Control competence requires activity-related knowledge and the ability to perceive and interpret body signals (eg, to sense muscle soreness and adjust exercise intensity based on it). To direct users’ attention to this aspect, the app contained questions about pain and intensity after each exercise and provided feedback on how to adapt the exercise to ensure optimal dose parameters.

Finally, self-regulation competence summarizes motivational and volitional determinants of regular exercise including self-efficacy, which refers to the feeling that exercise can be executed independently and, thus, key for its uptake [26]. Self-efficacy is developed through the experience that the exercise session empowers the user to execute the exercises effectively, called mastery experience [20,27]. Mastery experience can refer to the movement-related demands (which relates to movement competence), the self-directed control of physical loads (which relates to control competence), or—most relevant in the current context—the app- or physiotherapist-guided exercise instructions. Given that mastery experience is decisive for the adoption of regular exercise [26,28] and the use of digital devices more generally [29], we focused particularly on this indicator in this study.

Attitudes Toward Technology Among Older Adults

Attitudes toward technology and acceptance of eHealth vary substantially among older adults [30,31]. Research has demonstrated that the general attitude toward technology relate positively to the judgment of health-related technologies including (1) the perceived usefulness and (2) the self-efficacy regarding the use of the specific technology [32]. This suggests that attitudes toward technology might relate to perceived usefulness and self-efficacy, because the attitudes color the experience during technology use, including perceived usefulness of the interaction and mastery experience. Given that perceived usefulness and mastery experience both contribute substantially to the adoption of the technology [21,33] and, thus, in the current context to health behavior, knowledge about the relation between these variables is highly relevant. At the same time, there is no reason to assume that attitudes toward technology predict the usefulness of the interaction and the mastery experience in the context of interventions delivered by a human instructor. Accordingly, we hypothesized:

Attitudes toward technology is positively related to (1) the mastery experience and (2) the perceived usefulness of the interaction regarding an app-guided treatment but not regarding a treatment delivered by a human instructor.

The Current Research

These hypotheses were tested using the data collected in a larger training study, parts of which have been reported by Durst et al [34]. In this experimental study, patients with hip OA received the same evidence-based exercise intervention [22,23] once
delivered by an app on a tablet computer and once by a physiotherapist with the order of sessions being randomized between participants. Attitudes toward technology, mastery experience, and usefulness of the interaction were assessed after both sessions.

**Methods**

**Design and Participants**

Parts of this section correspond to those of a previous publication on this study [34] given that both articles describe the same study. We conducted a randomized crossover trial (see Multimedia Appendix 1 for the CONSORT checklist) with a 2 (treatment: app vs physiotherapist—within participants) × 2 (sequence—between participants) design. The attitude toward technology was assessed as additional continuous predictor. Participants were randomly assigned in a 1:1 allocation ratio to the 2 exercise treatment sequences. Randomization was based on a list generation with an online tool [35].

The AP (app–physiotherapist) group first had a training session using a tablet computer–based app and later a second session supervised by a physiotherapist, whereas the PA (physiotherapist–app) group was supervised by the physiotherapist in the first session and had the app-based training in the second session. For each participant the 2 intervention sessions were scheduled 4-6 weeks apart to allow for a sufficiently strong washout of treatment effects. The analyses reported by Durst et al [34] show that washout was only partly successful regarding movement competence. Therefore, we include sequence as a factor in the analyses reported below. Ethical approval for this study was obtained from the Ethical Committee of Tuebingen University Hospital. The study was registered in the German Clinical Trials Register (DRKS00015759). This preregistration did not include the hypothesis tested here.

Participants with diagnosed hip OA were recruited via advertisements in regional newspapers, by an email sent out via the employee list-serve of the University of Tuebingen and the Tuebingen University Hospital, and via flyers distributed by orthopedic surgeons and physiotherapists. In a telephone call interested individuals were screened for eligibility (for exclusion criteria, see Textbox 1). Eligible people were then randomly allocated to 1 of the 2 treatment sequences (determined by the next free slot in the randomization list) and informed about (1) the positive effects of exercise therapy for hip OA, (2) the details of the treatment, and (3) the research questions. Finally, the 2 treatment sessions at the Tuebingen University Hospital were scheduled.

Textbox 1. Inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. 50 years and older</td>
</tr>
<tr>
<td>2. Self-reported lifetime prevalence of hip osteoarthritis diagnosed by a medical practitioner</td>
</tr>
<tr>
<td>3. Informed consent to study participation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Comorbidities leading to major impairments in everyday life and representing contraindications for physical activities</td>
</tr>
<tr>
<td>2. Self-reported acute illness</td>
</tr>
<tr>
<td>3. Significantly established osteoporosis requiring treatment, previous spontaneous or low-impact fracture</td>
</tr>
<tr>
<td>4. Musculoskeletal surgery at the lower extremity within the last 3 months</td>
</tr>
<tr>
<td>5. Regular use of gait aids (eg, walker, crutch)</td>
</tr>
<tr>
<td>6. Insufficient German language skills for self-administered questionnaires</td>
</tr>
<tr>
<td>7. Previous experience from hip exercise groups</td>
</tr>
</tbody>
</table>

In case of an artificial joint replacement at the other hip or the knee joints:

1. Artificial joint replacement at the knee or hip joint or both within the last 6 months, with unstable anchoring or with known radiological signs of implant loosening
2. Current pain at rest or with activity due to artificial joint replacement
3. Luxation as an adverse event of artificial hip replacement
4. Acute joint inflammation at the knee or hip joint or both

**Trial Interventions**

**Overview**

The interventions (physiotherapist and app) used in this study were extracted from an evidence-based 12-week exercise program that was specifically designed for patients with hip OA [23,36,37]. Four exemplary exercises and their instructions were selected from this program. Both types of training sessions lasted 45-60 minutes. Participants were asked to report perceived exertion and OA-related pain after each set using a 10-point Likert scale.
**Physiotherapist-Guided Exercises**

The physiotherapist had 5 years of work experience. She introduced the exercises, corrected deficient or improper execution, and asked to adjust the exercise to the planned level of intensity, and in case of increasing pain according to the used target values of physical exhaustion and pain that had been implemented in the algorithm of the app to modify exercise intensity instructions. The physiotherapist also adapted the intensity level for the participant on an individual basis, as applicable.

**App-Guided Exercises**

The app was designed for and presented on a 9.7-in. (24.64 cm) tablet computer, which was mounted on a holder in a convenient position. All instructions were given on the tablet, after the app had been started by the experimenter. In line with the PAHCO model, the app supports practical exercises, cognitive and motor learning, and the processing of personal experience with movement [38]. The app consists of 5 components: (1) technical introduction, (2) creation of an individual user profile, (3) pedagogical agent, (4) exercise introductions, and (5) feedback-based dose adjustments and further instructions. Videos and acoustic signals are implemented in the software to guide the different exercises and to support the participant during the exercises. The videos combine long shots and close-ups based on interviews in a pretest. In addition, the camera’s perspective and the choice of actors were optimized based on the results of the pretest to render the starting position and the movements easily visible. Movement speeds for exercise repetition are set using an auditory signal and visually supported by the actor in the video. For details about the elements and the algorithms of the app, see Multimedia Appendix of Durst et al [34].

**Measures**

**Sample Characteristics**

Sociodemographic, anthropometric, personal, OA-related variables, and additional measures unrelated to the current research question were assessed before the first training session.

**Attitudes Toward Technology**

A validated 19-item scale for attitudes toward technology (German: “Technikaffinität” TA-EG [39]) was presented before the first training session. Participants had to indicate their agreement to each item (eg, “I enjoy trying out electronic devices”; $\alpha=.83$) on a 5-point scale (1=does not apply at all, 5=exactly applies). Ratings were averaged and summarized in one index by averaging the values after recoding negatively worded items. Higher values indicate a more positive attitude toward technology (see Table 1 for descriptive statistics).

**Table 1.** Baseline data for the complete sample differentiated according to treatment sequence.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (n=54)</th>
<th>PA&lt;sup&gt;a&lt;/sup&gt; (n=26)</th>
<th>AP&lt;sup&gt;b&lt;/sup&gt; (n=28)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>62.4 (8.2)</td>
<td>62.5 (8.0)</td>
<td>62.3 (8.5)</td>
<td>.91</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>32 (59)</td>
<td>16 (62)</td>
<td>16 (57)</td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>22 (41)</td>
<td>10 (39)</td>
<td>12 (43)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Academic education, n (%)</td>
<td>22 (41)</td>
<td>8 (31)</td>
<td>14 (50)</td>
<td></td>
</tr>
<tr>
<td>Vocational education, n (%)</td>
<td>31 (57)</td>
<td>18 (69)</td>
<td>13 (46)</td>
<td></td>
</tr>
<tr>
<td>No vocational education, n (%)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Work situation</td>
<td></td>
<td></td>
<td></td>
<td>.44</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>32 (59)</td>
<td>14 (54)</td>
<td>18 (64)</td>
<td></td>
</tr>
<tr>
<td>Retired, n (%)</td>
<td>22 (41)</td>
<td>12 (46)</td>
<td>10 (36)</td>
<td></td>
</tr>
<tr>
<td>Experience with exercise groups (1-5), median (IQR)</td>
<td>3.00 (1.0)</td>
<td>3.00 (1.0)</td>
<td>3.00 (2.0)</td>
<td>.31</td>
</tr>
<tr>
<td>Daily everyday activity (minutes of cycling and walking/week), median (IQR)</td>
<td>215 (360)</td>
<td>215 (330)</td>
<td>225 (458)</td>
<td>.49</td>
</tr>
<tr>
<td>Sports activity (minutes/week), median (IQR)</td>
<td>209 (273)</td>
<td>229 (309)</td>
<td>184 (308)</td>
<td>.26</td>
</tr>
<tr>
<td>Attitudes toward technology, median (IQR)</td>
<td>3.16 (0.5)</td>
<td>3.13 (0.5)</td>
<td>3.20 (0.5)</td>
<td>.63</td>
</tr>
</tbody>
</table>

<sup>a</sup>PA: physiotherapist–app.  
<sup>b</sup>AP: app–physiotherapist.

**Mastery Experience and Perceived Usefulness of the Interaction**

Mastery experience and perceived usefulness of the interaction were each measured once for the physiotherapist and once for the app. Four items were used to assess the mastery experience regarding the exercise after each session, of which 2 were adopted from the subscale Competence of the Need Satisfaction in Exercise Scale [40] (eg, “I had the impression that I was executing the exercise effectively”; $\alpha=.88$; $\alpha_{\text{Physio}}=.67$). Four additional items assessing the usefulness of the interaction were self-developed and 1 was adopted from the usability measure by Harder et al [41] (eg, “The instructions were helpful”; $\alpha_{\text{App}}=.85$; $\alpha_{\text{Physio}}=.54$). The
internal consistency for the usefulness of the interaction with the physiotherapist was not satisfying. Given that it could not be improved by dropping an item and that we aimed at parallel measures for both interventions, we did use the scale nonetheless. Both scales used a 4-point scale (1 = does not apply at all, 4 = exactly applies; see Table 2 for descriptive statistics). For all items, see Multimedia Appendix 2.

Table 2. Mean (SD) of mastery experience and usefulness of interaction by sequence and treatment.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Total (n=54)</th>
<th>PA(^a) (n=26)</th>
<th>AP(^b) (n=28)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usefulness of interaction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physio (n=49)</td>
<td>3.84 (0.24)</td>
<td>3.84 (0.27)</td>
<td>3.84 (0.22)</td>
</tr>
<tr>
<td>App (n=51)</td>
<td>3.32 (0.68)</td>
<td>3.43 (0.57)</td>
<td>3.22 (0.75)</td>
</tr>
<tr>
<td>Mastery experience</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physio (n=49)</td>
<td>3.51 (0.32)</td>
<td>3.55 (0.27)</td>
<td>3.47 (0.36)</td>
</tr>
<tr>
<td>App (n=51)</td>
<td>3.16 (0.56)</td>
<td>3.34 (0.40)</td>
<td>3.00 (0.64)</td>
</tr>
</tbody>
</table>

\(^a\)PA: physiotherapist-app.  
\(^b\)AP: app-physiotherapist.

Sample Size
We planned to collect data from at least 40 participants.

Statistical Analysis
Participant characteristics are summarized for the whole sample and for the 2 sequence conditions (Table 1). We tested for differences between sequence conditions using Pearson chi-square test for categorical data, independent Student t test for indices from rating scales, or Mann–Whitney U test. The latter was used if the assumption of normally distributed data was violated.

The main hypothesis was tested using a linear mixed design analysis of variance (mixed analysis of variance) with participant as random factor (nested within sequence of treatment order) and treatment (P and A), sequence (PA and AP), period (T1 and T2), and attitude toward technology (mean centered) as well as their (2- and 3-way) interactions as fixed factors separately for mastery experience and usefulness of interaction. Effects of interactions were resolved using simple slope analyses. We report the results based on analyses assuming normal distribution of the variables. In cases where this assumption was violated, we repeated the analyses after normalization of scores and these scores were used for further data analysis. Results of both analyses were virtually identical.

The level of statistical significance was set at the conventional level of \(\alpha = .05\). All data were analyzed using SPSS version 25 (IBM) and R version 3.6.1 (The R Foundation).

Results

Participants
Among 68 people, 59 fulfilled our inclusion criteria, contacted the study staff, and made an appointment. Five individuals canceled the first training appointment. Of the remaining 54 participants who completed the first training session, 7 could not attend the second session. One participant did not provide the ratings of the physiotherapist in the first session. Therefore, this case drops out of all analyses including this measure. Further details on flow of participants are depicted in Figure 1. The individual period between T1 and T2 ranged from 27 to 42 days, with an average interval of 34.7 days.
Baseline Data

The key baseline characteristics including physical activity and exercise-related experiences did not differ between participants allocated to the 2 treatment sequences (Table 1). For additional information, see Durst et al [34].

Hypothesis Testing

The analysis for mastery experience revealed a main effect of treatment, $F_{1,41.9}=14.89$, $P<.001$, $\eta^2_{\text{part}}=0.26$, CI$_{b-90\%}$ of 0.09-0.43, which was again qualified by the expected treatment $\times$ attitudes toward technology interaction, $F_{1,41.6}=5.95$, $P=.02$, $\eta^2_{\text{part}}=0.12$, CI$_{b-90\%}$ of 0.01-0.29. In addition, there was a main effect of sequence factor, $F_{1,42.8}=4.16$, $P=.05$, $\eta^2_{\text{part}}=0.09$, CI$_{b-90\%}$ of 0.00-0.24. In the PA condition the mastery experience was perceived more positive across both treatments than in the AP condition, which is mostly driven by the judgment of the app (Table 2). The other main and interaction effects were not significant (in all cases, $F<3.6$ [41 $df<43$, $P>.05$).

Similarly, the analysis for usefulness of interaction revealed a main effect of treatment, $F_{1,41.2}=26.98$, $P<.001$, $\eta^2_{\text{part}}=0.38$, CI$_{b-90\%}$ of 0.20-0.54, which was qualified by the predicted treatment $\times$ attitudes toward technology interaction, $F_{1,41.8}=4.88$, $P=.03$, $\eta^2_{\text{part}}=0.10$, CI$_{b-90\%}$ of 0.00-0.26. All other main effects or interactions were not significant (in all cases, $F<2.2$ [41 $df<43$, $P>.10$).

Simple slope analyses revealed that a more positive attitude toward technology correlated with a more positive mastery experience, $b=0.16$, standard error=0.07, $t_{43}=2.46$, $P=.02$, CI$_{b-95\%}$ of 0.03-0.29, and a higher usefulness of the interaction, $b=0.17$, standard error=0.06, $t_{43}=2.76$, $P=.01$, CI$_{b-95\%}$ of 0.05-0.30, regarding the app-based intervention, but not regarding the physio, both $|t_{43}|<1$ and $P>.3$ in all cases (Figure 2).
Discussion

Principal Findings

This study aimed at investigating the role of attitudes toward technology for the development of PAHCO (i.e., mastery experience and the usefulness of the interaction) comparing app- and physiotherapist-guided exercise. We hypothesized that attitudes toward technology would predict the mastery experience and the perceived usefulness of the interaction regarding app-guided exercise but not regarding physiotherapist-guided exercise. The results supported this prediction.

Overall mastery experience and usefulness of the interaction were lower as an outcome of app-guided exercise than as an outcome of physiotherapist-guided exercise. However, this main effect of intervention type was qualified by the predicted attitudes toward technology × intervention type interaction. For
people with a less positive attitude toward technology both outcomes were lower after the app-guided intervention than after the physiotherapist-guided intervention. This difference was substantially reduced for people with more positive attitudes toward technology and descriptively disappeared 2 SD above the mean, suggesting that only a few people with a very positive attitude toward technology might benefit to a similar extent from an app-based intervention as from a physiotherapist-guided intervention (but see the “Limitations” section). It should be noted, however, that as reported in Durst et al [34] the movement performance (at least for more complex exercises) is higher after physiotherapist-guided exercise compared with app-guided exercise.

Consistent with a recent review mainly referring to qualitative studies [42], our quantitative study approach provides additional evidence for the importance of attitudes toward technology in the process of implementing app-guided exercise interventions (and potentially also health apps including other interventions). People holding a less positive attitude toward technology benefit less in their health competence from the use of an app-guided intervention. This will not only work against the persistent use of such apps but also undermine the long-term health benefits that using such an app could have. In an environment where policy makers stress the self-reliance of patients and a rapidly growing amount of health technologies become available (and partly also replace other interventions), this is an important finding to be considered. Those holding a less positive attitude toward technology might face disadvantages. One intervention that might help to increase positive responses to app-based interventions among those holding a less positive attitude toward technology is a session in which the app is introduced face-to-face. This might result in increased self-efficacy, and therefore more likely also app use. Thus, combining the app with a face-to-face intervention might prevent disadvantages of those with negative attitudes toward technology that might otherwise occur.

What might drive the effects of attitudes toward technology? We assume that people with a negative attitude focus on different (ie, more negative) experiences while using a new technology than people holding a positive attitude. This attention-based explanation effect is speculative and should, thus, be tested in future research.

Limitations

This study has some limitations that should be noted. The means for the outcome measures after both interventions, but in particular after the physiotherapist-guided intervention, are very high. We are, thus, potentially dealing with a ceiling effect for both outcomes. This will most likely lead to an underestimation of effect sizes. Moreover, the intersections between regression lines should be interpreted with caution. Further research with larger samples and measures capturing the variance in the upper range of the scale in a more differentiated manner should be conducted before drawing conclusions about the level of attitudes toward technology from which an equality of both interventions could be assumed.

The usefulness of interaction scale for the physiotherapist had a low internal consistency, but analysis based on single items do not result in a different pattern compared with the reported analysis. This indicates that the current results are stable even though the internal consistency of 1 indicator was low. The low internal consistency most likely results from the richer impression formation process for humans than for technology. The more differentiated impression people have about the physiotherapist might have contributed to a lower correlation between the aspects summarized in the usefulness of the interaction with the physiotherapist scale (compared with the app). At the same time, similar scales are required to compare the outcomes of both types of intervention. Future research might opt for a more differentiated measurement approach making up for this issue.

Strengths

Confronting each participant with both the app- and physiotherapist-guided intervention in randomized order is a strength of this study. It should, however, be noted that this might lead to carryover effects, that is, the outcome of the second intervention might be affected by the first intervention. In the reported analysis, the relevant sequence × treatment interactions were not significant. However, for transparency reasons we would like to note that the attitudes toward technology × treatment interactions are descriptively stronger when the app is presented first. If this difference is replicated in future research, it would indicate that the attitude toward technologies is less relevant and the use of exercise apps is particularly beneficial after exercise sessions guided by a physiotherapist—for instance, as a refresher or as an extension. The results of the movement performance data point in the same direction [34].

A further strength of this study is that we compared the outcomes of using an exercise-related app with the gold standard of a physiotherapist-guided exercise, whereas many studies only focus on the evaluation of apps (often comparing it with a no intervention control condition or paper instructions only). Our comparison sets a very high standard and in this light the difference between both interventions is not surprisingly high. This might in part result from another strength of this study, namely the fact that the exercise program implemented in the app is an evidence-based exercise intervention [22,23]. Finally, it should be noted that the study was conducted among diagnosed patients of an age group that is usually considered as being less technology savvy.

Conclusion

This study provided evidence for the impact of attitudes toward technology for the outcomes of app-guided but not of physiotherapist-guided physical exercise interventions regarding PAHCO. A positive attitude toward technology predicted higher mastery experience after an app-guided but not after a physiotherapist-guided intervention, which is most likely beneficial for task self-efficacy. Therefore, attitudes toward technology should be considered when prescribing and implementing app-based interventions to ensure task self-efficacy and beneficial effects on competencies for a healthy, physically active lifestyle.
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Abstract

Background: Digital self-monitoring tools offer promise to improve adherence to self-monitoring of weight and weight-related behaviors; however, less is known regarding the patterns of participant consistency and disengagement with these tools.

Objective: This study characterizes the consistency of use and time to disengagement with digital self-monitoring tools during a 6-month weight loss intervention and investigates whether the provision of phone-based intervention improved self-monitoring adherence.

Methods: Participants were 54 adults with overweight or obesity (mean age 49.6 years, SD 12.4 years; mean BMI 32.6 kg/m², SD 3.2 kg/m²) enrolled in a pilot trial assessing the impact of self-monitoring technology (Fitbit Zip, Aria scale, and smartphone app), with and without additional interventionist contact, on weight loss. All participants received weight loss education and were asked to self-monitor weight, dietary intake, and physical activity daily throughout the 6-month program. Consistency was defined as the number of weeks that participants adhered to self-monitoring recommendations (7 out of 7 days). Disengagement was defined as the first of 2 consecutive weeks that the 7-day self-monitoring adherence goal was not met. Wilcoxon signed-rank tests were used to examine differences in consistency and disengagement by behavioral targets. t tests (2-tailed) and Cox proportional hazards models were used to examine whether providing additional interventionist contact would lead to significant improvements in consistency and time to disengagement from self-monitoring tools, respectively. Linear regressions were used to examine associations between consistency, time to disengagement, and weight loss.

Results: Participants consistently self-monitored physical activity for more weeks (mean 17.4 weeks, SD 8.5 weeks) than weight (mean 11.1 weeks, SD 8.5 weeks) or dietary intake (mean 10.8 weeks, SD 8.7 weeks; P<.05). Similarly, participants had a significantly longer time to disengagement from self-monitoring of physical activity (median 19.5 weeks) than weight (4 weeks) or dietary intake (10 weeks; P<.001). Participants randomized to receive additional interventionist contact had significantly greater consistency and longer time to disengagement for self-monitoring of dietary intake compared with participants who did not (P=.006); however, there were no statistically significant differences between groups for self-monitoring of weight or physical activity (P=.24 and P=.25, respectively). Greater consistency and longer time to disengagement were associated with greater weight loss for self-monitoring of weight (P<.001) and dietary intake (P=.004, respectively) but not for physical activity (P=.57).

Conclusions: Results demonstrated that self-monitoring adherence differed by behavioral target, with greater consistency and longer time to disengagement associated with lower-burden tools (ie, self-monitoring of physical activity). Consistent with supportive accountability theory, additional interventionist contact improved consistency and lengthened time to disengagement from self-monitoring of dietary intake. Given the observed associations between consistency, disengagement, and weight loss outcomes, it is important to identify additional methods of increasing consistency and engagement with digital self-monitoring tools.
Introduction

Background
Self-monitoring of weight and weight-related behaviors (eg, dietary intake and physical activity) is considered a cornerstone of evidence-based weight loss programs [1,2]. Research has consistently demonstrated that greater adherence to self-monitoring is associated with better weight loss outcomes [3,4]; however, rates of adherence to self-monitoring are often suboptimal and tend to decrease over time [5-8].

Digital self-monitoring tools, including smartphone apps, wearables, and smart scales, offer promise to improve adherence to self-monitoring. These tools reduce the time needed to complete self-monitoring records compared with traditional paper-and-pencil tools, capitalize on tools that many individuals already carry or wear throughout the day, and may be more acceptable to use in social situations [9]. Promisingly, evidence to date has demonstrated that these technologies can produce greater adherence to self-monitoring for participants in behavioral weight management programs when compared with traditional self-monitoring tools [7,10,11].

Digital self-monitoring tools also allow researchers to examine patterns in self-monitoring behavior on levels not previously possible. Before the introduction of these tools, self-monitoring adherence was typically assessed either via a self-report questionnaire (eg, with items asking participants if they self-monitored daily, weekly, monthly, or at other frequencies) or by counting days of self-monitoring reported on logs returned to study staff. Data from self-report questionnaires have known biases related to retrospective recall [12] and tend to have only moderate to poor association with measured self-monitoring, such that individuals tend to overreport self-monitoring behavior on these questionnaires [13]. Counts of self-monitoring logs may also lead to inaccurate estimates of self-monitoring; one study that used an unobtrusive monitoring device to assess when paper self-monitoring logs were opened found that participants self-reported monitoring their dietary intake more often than indicated by the monitoring device [14]. Moreover, missing data from these counts could indicate either a day that self-monitoring did not occur or a day that the self-monitoring was not reported (eg, when records or self-monitoring summary sheets were not returned to the study team). In contrast, digital tools automatically send data directly to cloud-based storage, reducing missingness from failure to self-report self-monitoring. Although this difference may seem trivial, a recent study demonstrated only moderate agreement between frequency of self-weighing as assessed by self-report logs and that by a digital smart scale that sent weights directly back to research servers [15].

Beyond the simple use of frequency of self-monitoring (ie, the number of times a person self-monitors during a specific period) as a marker of adherence, recent research has suggested that certain patterns of self-monitoring may be important. A total of 2 studies have demonstrated that, after controlling for frequency of self-monitoring, the consistency of self-monitoring (ie, the amount of time that a person self-monitors at a certain frequency) may matter [16,17]. Peterson et al [16] found that, after the end of an initial weight loss program, a higher frequency of self-monitoring dietary intake during a 12-month extended care program was associated with less weight regain only when coupled with higher consistency of self-monitoring (with consistency defined as the number of weeks wherein the participant self-monitored dietary intake at least 3 out of 7 days in a week). Brockmann et al [17] found no association between the total frequency of self-monitoring weight and weight regain during a 9-month observation period following a 3-month weight loss program but found that greater consistency of self-monitoring weight (defined as the number of weeks that participants self-weighed at least 6 or 7 days in a week) was associated with less weight regain. Importantly, both studies were conducted during maintenance periods following the end of initial weight loss programs; less is known regarding the associations between consistency of self-monitoring and weight loss during the initial weight loss period.

Furthermore, few studies have examined the concept of disengagement (eg, the point at which a person stops using self-monitoring tools as recommended), which may be particularly relevant when assessing patterns of self-monitoring with digital tools. Disengagement appears to occur after the initial novelty (eg, excitement related to the use of new technology) of digital self-monitoring tools wears off, especially when these tools are implemented without the support of a structured weight management program [18-21]. Studies of physical activity wearables have shown that most participants disengage with these devices after as little as 2 weeks [19,21] to 3 months [18]. Similarly, studies of commercial mobile health apps that allow for self-monitoring of dietary intake found that participants typically disengage with these apps after approximately a month [22,23]. Promisingly, research has demonstrated that provision of additional intervention support can improve the frequency of self-monitoring in technology-based interventions [24-26]; however, no studies have investigated the impact of this support on consistency with or disengagement from self-monitoring.

Objectives
To address these gaps, this study aims to characterize patterns of consistency with and disengagement from self-monitoring technology for weight, dietary intake, and physical activity during a 6-month weight loss intervention. Data for this study were gathered from a randomized pilot trial (NCT01999244) that assessed the impact of digital self-monitoring tools, provided with and without additional phone-based interventionist contact, on weight loss in adults with overweight and obesity [26]. The primary aim of this study is to characterize the patterns of consistency and disengagement in the use of
digital self-monitoring tools and to test the hypothesis that randomized participants to receive additional phone-based interventionist contact would demonstrate greater consistency and a longer time until disengagement compared with participants who did not receive this additional contact. As a secondary aim, we examine whether greater consistency and longer time to disengagement were associated with greater weight loss during the 6-month intervention period. Finally, as an exploratory aim, we explore whether participants re-engaged with digital tools after the first period of disengagement and descriptively explored whether patterns of re-engagement were different between groups.

Methods

Parent Study Design

This study was a secondary analysis of data collected from a randomized pilot study investigating the impact of digital self-monitoring tools, provided with and without additional phone-based interventionist contact, on weight loss over 6 months in adults with overweight and obesity [26]. Participants in the parent study were randomized to one of three treatment conditions: (1) standard, in which participants were asked to self-monitor dietary intake, physical activity, and weight via traditional self-monitoring tools (with the study providing a printed calorie reference book, a standard pedometer, paper records, and a standard bathroom scale if one was not already owned by the participant); (2) technology-based self-monitoring tools (TECH), in which participants were asked to self-monitor via digital self-monitoring tools (with the study providing a Fitbit Zip activity monitor, a Fitbit Aria smart scale, and access to the Fitbit website and smartphone app, which allowed participants to self-monitor dietary intake and observe the synced data from their activity monitor and smart scale); or (3) TECH plus additional phone-based intervention (TECH+PHONE), in which participants were asked to self-monitor using the same tools as participants randomized to the TECH condition but were also provided with 14 phone-based intervention sessions over the 6-month intervention period.

Participants

Participants in the parent study were adults (aged 18-70 years) with overweight or obesity (BMIs between 27 and 40 kg/m\(^2\) who had access to a computer and Wi-Fi internet at home [26]. Potential participants were recruited through local advertisements and flyers and asked to complete a web-based prescreen assessment before attending an in-person orientation visit, during which detailed information about the study was provided and written informed consent was obtained. Potential participants were excluded from the parent study if they reported any physical limitations that prevented walking 402.3 meters without stopping, they were participating in another weight loss program, they were taking weight loss medication, they were pregnant or planned to become pregnant during the study period, or they had any medical conditions that would contraindicate participation in a weight loss program (eg, uncontrolled type 2 diabetes, uncontrolled hypertension, or history of coronary heart disease).

Given that only participants randomized to the TECH and TECH+PHONE conditions received digital self-monitoring technology, participants randomized to the standard group were excluded from this study. Full demographic details for the 54 participants randomized to TECH (27/54, 50%) or TECH+PHONE (27/54, 50%) have been published previously [26]. In brief, participants had an average age of 49.6 (SD 12.4) years and an average BMI of 32.6 (SD 3.2) kg/m\(^2\) at baseline. In addition, 87% (47/54) of the participants were identified as women, and in terms of race and ethnicity, 85% (46/54) identified as non-Hispanic White, 7% (4/54) as Hispanic, 2% (1/54) as non-Hispanic Black, and 6% (3/54) identified as another category or indicated multiple race and ethnicity categories.

Intervention Components

All participants included in this study (ie, those randomized to the TECH and TECH+PHONE conditions) received access to the Fitbit website and smartphone app, a Fitbit Aria smart scale (which synced participants’ weight directly to the Fitbit website and smartphone app), and a Fitbit Zip (a small digital pedometer attached to participants’ waistbands and synced data directly to the Fitbit website and smartphone app). The Fitbit website and smartphone apps were used to self-monitor dietary intake and allow participants to track the foods and beverages they consumed by searching for them in a comprehensive web-based database. This database listed dietary intake information for all items and allowed individuals to easily adjust portion sizes for logged items. Unless participants chose to opt out of emails from Fitbit, participants also received an automated summary email from Fitbit each Sunday that provided information regarding average steps per day, average number of calories consumed each day, weight change over the previous week, and updates and marketing content from Fitbit (this was an automated email sent by Fitbit and sent regardless of adherence to self-monitoring; it was not intended to serve as an intervention component but is discussed as it may have impacted adherence). No additional reminders to self-monitor were sent.

All participants received the same weight loss education content during the initial Weight Loss 101 session. During this session, participants were provided with a daily calorie goal (ranging from 1200 to 1500 kcal per day, based on their baseline weight) and were encouraged to consume <30% of calories from fat each day. Participants were also given two physical activity goals: (1) to gradually increase daily steps to achieve 10,000 steps per day and (2) to gradually increase engagement in moderate-intensity exercise (eg, walking at a brisk pace) to 250 min/week. Participants were then taught how to use the study-provided digital self-monitoring tools and practiced wearing the Fitbit pedometer and using the Fitbit smartphone app and website to self-monitor an example meal. During this time, support was provided for any participant who had difficulty using the tools. Starting the day after the Weight Loss 101 visit, participants were asked to self-monitor their weight, dietary intake, and physical activity each day. Participants who experienced technical challenges after the end of this Weight Loss 101 session were encouraged to call a study number to...
participants who re-engaged after disengaging, number of weeks of re-engagement), and number of participants who re-engaged (eg, proportion of participants who re-engaged). Descriptive statistics were used to characterize consistency and time to disengagement (eg, the number of weeks before a participant disengaged after each self-monitoring tool) overall and by treatment condition. For the primary aim, Wilcoxon signed-rank tests were used to examine whether there were significant differences in consistency and time to disengagement among the different modalities of self-monitoring. In addition, independent 2-tailed $t$ tests ($df=53$) were used to assess differences in consistency by treatment group, and Cox proportional hazards models were used to examine whether the time to disengagement from each self-monitoring method differed significantly between the 2 treatment groups. For the secondary aim, linear regressions were used to assess associations between consistency and disengagement and weight loss during the 6-month intervention. For the exploratory aim, descriptive statistics were used to characterize patterns of re-engagement after initial disengagement (eg, proportion of participants who re-engaged after disengaging, number of weeks until re-engagement, and number of weeks of re-engagement), and chi-square analyses and independent 2-tailed $t$ tests were used to examine if there were differences in re-engagement among groups.

Analyses were conducted using an intent-to-treat approach, with multiple imputation used to manage missing 6-month weight data [26]. Because of the small sample size and absence of significant differences in demographic characteristics among groups [26], no additional variables were controlled for in the

**Statistical Analyses**

Given that all participants were instructed to self-monitor weight, dietary intake, and physical activity daily throughout the 6-month program, consistency of self-monitoring was defined as the number of weeks that participants met this goal (self-monitoring 7 out of 7 days), calculated separately for each type of self-monitoring. A valid day of self-monitoring weight was defined as a day on which at least one weight value was captured via the Fitbit Aria scale (the scale automatically filtered out weights that were likely to be from other users or pets). A valid day of self-monitoring dietary intake was defined as a day that any foods or beverages were logged via the Fitbit website or smartphone app, which is consistent with the approach used in previous studies [34,35]. Similarly, even though participants were encouraged to meet both an exercise minute and step goal, a valid day of self-monitoring physical activity was defined as a day that any steps were recorded via the Fitbit Zip (as this Fitbit version only tracked steps and did not allow for tracking of exercise or minutes of moderate- and vigorous-intensity physical activity). Disengagement was defined as the point at which a participant failed to self-monitor consistently (7 out of 7 days) for a period of 2 consecutive weeks (with the first week of the 2 weeks counted as the week in which disengagement began, calculated separately for each method of self-monitoring). A 2-week period was used as the threshold for disengagement, as it provided some allowance for brief disturbances (eg, illness or travel) that may have interrupted participant engagement without resulting in prolonged disengagement. For the exploratory aim, re-engagement was defined as any point at which a participant met the 7 out of 7-day self-monitoring goal after the initial 2-week period of disengagement.

Descriptive statistics were used to characterize consistency and
time to disengagement (eg, the number of weeks before a participant disengaged with each self-monitoring tool) overall and by treatment condition. For the primary aim, Wilcoxon signed-rank tests were used to examine whether there were significant differences in consistency and time to disengagement among the different modalities of self-monitoring. In addition, independent 2-tailed $t$ tests ($df=53$) were used to assess differences in consistency by treatment group, and Cox proportional hazards models were used to examine whether the time to disengagement from each self-monitoring method differed significantly between the 2 treatment groups. For the secondary aim, linear regressions were used to assess associations between consistency and disengagement and weight loss during the 6-month intervention. For the exploratory aim, descriptive statistics were used to characterize patterns of re-engagement after initial disengagement (eg, proportion of participants who re-engaged after disengaging, number of weeks until re-engagement, and number of weeks of re-engagement), and chi-square analyses and independent 2-tailed $t$ tests were used to examine if there were differences in re-engagement among groups.

Analyses were conducted using an intent-to-treat approach, with multiple imputation used to manage missing 6-month weight data [26]. Because of the small sample size and absence of significant differences in demographic characteristics among groups [26], no additional variables were controlled for in the

**Intervention Outcomes**

Intervention outcomes have been published previously [26]. Of the 80 participants randomized in the parent study, 27 (34%) were randomized to TECH and 27 (34%) to TECH+PHONE. Retention at the 6-month visit was 93% (25/27) for TECH and 89% (24/27) for TECH+PHONE, with no differences between groups. From baseline to the 6-month assessment visit, participants in the TECH group lost an average (mean) of $-4.04$ (SD 1.37) kg (a loss of 4.35%, SD 1.29% of baseline weight), whereas those in the TECH+PHONE group lost an average of $-6.40$ (SD 1.17) kg (7.37%, SD 1.29% of baseline weight), with no significant differences between groups.

**Measures**

Sociodemographic characteristics were assessed at baseline via REDCap (Research Electronic Data Capture; Vanderbilt University) surveys [32]. Height was assessed at baseline by a trained research assistant, to the nearest 0.1 cm, using a wall-mounted stadiometer. Weight was assessed at baseline and 6 months by trained research assistants, to the nearest 0.1 kg, using a calibrated digital scale. For measurements of height and weight, participants were asked to remove shoes and wear only light indoor clothing, with pockets emptied.

All self-monitoring data were collected via the study-provided digital self-monitoring tools, with data pulled from the Fitbit servers via Fitabase [33], a third-party research data management platform. Even though participants could manually input physical activity and weight data, only data passively collected by the Fitbit Zip and Aria scale were used in this study’s analyses.
analyses. SAS (version 9.4; SAS Institute Inc) for Windows was used for descriptive statistics, linear regressions, and independent 2-tailed t tests. SPSS (version 26; IBM Corp) was used for the Cox proportional hazards models.

**Ethics Approval**
The study was approved by The Miriam Hospital IRB (206813), and all participants gave their written informed consent before participation in the study.

**Results**

**Consistency**
Across the total sample of participants (N=54) randomized to either the TECH (27/54, 50%) or TECH+PHONE group (27/54, 50%), participants consistently self-monitored physical activity on more weeks (mean 17.4 weeks, SD 8.5 weeks out of 25 possible weeks) than weight (mean 11.1 weeks, SD 8.5 weeks; \( P = .02 \)) or dietary intake (mean 10.8 weeks, SD 8.7 weeks; \( P < .001 \)); however, there was no significant difference in consistency of self-monitoring for dietary intake versus weight \( (P = .76) \). Figure 1 shows the trends in the proportion of participants who consistently self-monitored weight, dietary intake, and physical activity over time, by intervention group. Approximately 57% (31/54) of the participants consistently self-monitored weight in the first week of the program, a rate that fell below 24% (13/54) by the end of the 6-month program. Similarly, approximately 70% (38/54) of the participants consistently self-monitored dietary intake during the first week of the program, whereas 22% (12/54) did so by the end of the program. Finally, 85% (46/54) of the participants consistently self-monitored physical activity during the first week of the program, and over half still did so by the end of the program.

Investigating differences between treatment groups, TECH+PHONE participants consistently self-monitored dietary intake on a greater number of weeks than TECH participants (mean 14.0 weeks, SD 8.7 weeks vs mean 7.6 weeks, SD 7.5 weeks; \( t_{52} = -2.88; P = .006; \) Cohen \( d = 0.785 \)). There were no significant differences between TECH+PHONE and TECH in the mean number of weeks that participants consistently self-monitored weight (mean 12.5 weeks, SD 8.1 weeks vs mean 9.7 weeks, SD 10.0 weeks; \( P = .24; \) Cohen \( d = 0.327 \)) or physical activity (mean 18.7 weeks, SD 8.5 weeks vs mean 16.0 weeks, SD 8.4 weeks; \( P = .25; \) Cohen \( d = 0.320 \)).

![Figure 1. Consistency of (A) weight, (B) dietary intake, and (C) physical activity self-monitoring over time by intervention group. TECH: technology-based self-monitoring tools; TECH+PHONE: technology-based self-monitoring tools plus additional phone-based intervention.](https://formative.jmir.org/2022/2/e33603)
Disengagement

Similar to consistency, participants had a significantly longer time to disengagement from self-monitoring of physical activity (median 19.5 weeks, IQR 6-26 weeks) than weight (median 4 weeks, IQR 1-18 weeks; \(P<.001\)) or dietary intake (median 10 weeks, IQR 3-17 weeks; \(P<.001\)); however, there was no significant difference in time to disengagement between dietary intake and weight (\(P=.65\)). Figure 2 shows survival curves for time to disengagement for self-monitoring of dietary intake, weight, and physical activity by intervention group. TECH+PHONE participants had a longer time to disengagement from self-monitoring of dietary intake compared with TECH participants (at a median of 15.5 vs 7.5 weeks, respectively; \(\chi^2=5.5; P=.02\)); however, there were no significant differences in time to disengagement between TECH+PHONE and TECH participants for self-monitoring of weight (4.3 vs 11.0 weeks, respectively; \(P=.43\)) or physical activity (19.0 vs 25.0 weeks, respectively; \(P=.18\)).

Figure 2. Time to disengagement from self-monitoring for (A) weight, (B) dietary intake, and (C) physical activity by intervention group. TECH: technology-based self-monitoring tools; TECH+PHONE: technology-based self-monitoring tools plus additional phone-based intervention.

Associations Between Consistency and Disengagement and 6-Month Weight Change

There was a significant association between 6-month weight change and greater consistency of self-monitoring weight \(\left(R^2=0.19; F_{1,52}=12.34; P<.001\right)\), such that each additional week of consistent self-monitoring of weight was associated with an average \(-0.33\) kg, SE \(0.10\) kg greater weight loss. There was also a significant association between weight change and greater consistency of self-monitoring dietary intake \(\left(R^2=0.15; F_{1,52}=8.92; P=.004\right)\), such that each additional week of consistent self-monitoring of dietary intake was associated with an average \(-0.29\) (SD \(0.10\)) kg greater weight loss. However, there was no significant association between consistency of physical activity self-monitoring and weight (\(P=.57\)).

Similarly, there was a significant association between time to disengagement of self-monitoring and weight loss for weight.
(R^2=0.18; F_{1,52}=11.12; P=.002) and dietary intake (R^2=0.16; F_{1,52}=9.63; P=.003), such that each additional week that participants remained engaged with self-monitoring of weight and dietary intake resulted in an average (mean −0.29 kg, SE 0.09 kg and mean −0.29 kg, SE 0.09 kg greater weight loss, respectively). There was no significant association between weight change during the intervention and time to disengagement for self-monitoring of physical activity (P=.58).

Re-engagement
Of the 46 participants who disengaged from self-monitoring of weight, 30 (65%) re-engaged for at least 1 week. Of the 46 participants who disengaged from self-monitoring of dietary intake, 18 (39%) re-engaged for at least 1 week. Of the 35 participants who disengaged from self-monitoring of physical activity, 21 (60%) re-engaged for at least 1 week. Differences in re-engagement between the TECH and TECH+PHONE participants are presented in Table 1; the only significant difference among the groups was for the number of weeks until re-engagement for self-monitoring of physical activity, which was significantly shorter for individuals in the TECH+PHONE compared with individuals in the TECH group (P=.009).

Table 1. Re-engagement in self-monitoring for weight, dietary intake, and physical activity by intervention group (N=54)\(^a\).

<table>
<thead>
<tr>
<th>Self-monitoring target</th>
<th>TECH(^b) (n=27)</th>
<th>TECH+PHONE(^c) (n=27)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Weight</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants who disengaged, n (%)</td>
<td>23 (85)</td>
<td>23 (85)</td>
<td>.99</td>
</tr>
<tr>
<td>Participants who re-engaged, n (% of disengaged)</td>
<td>12 (44)</td>
<td>18 (67)</td>
<td>.10</td>
</tr>
<tr>
<td>Weeks until re-engagement, mean (SD)</td>
<td>2.8 (0.9)</td>
<td>4.3 (3.6)</td>
<td>.18</td>
</tr>
<tr>
<td>Weeks of re-engagement, mean (SD)</td>
<td>8.6 (2.2)</td>
<td>5.2 (3.5)</td>
<td>.18</td>
</tr>
<tr>
<td><strong>Dietary intake</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants who disengaged, n (%)</td>
<td>25 (93)</td>
<td>21 (78)</td>
<td>.25</td>
</tr>
<tr>
<td>Participants who re-engaged, n (% of disengaged)</td>
<td>8.0 (30)</td>
<td>10 (37)</td>
<td>.77</td>
</tr>
<tr>
<td>Weeks until re-engagement, mean (SD)</td>
<td>3.1 (1.1)</td>
<td>3.3 (1.8)</td>
<td>.82</td>
</tr>
<tr>
<td>Weeks of re-engagement, mean (SD)</td>
<td>3.5 (5.0)</td>
<td>4.2 (3.5)</td>
<td>.71</td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants who disengaged, n (%)</td>
<td>20 (74)</td>
<td>15 (56)</td>
<td>.15</td>
</tr>
<tr>
<td>Participants who re-engaged, n (% of disengaged)</td>
<td>13.4 (48)</td>
<td>8 (30)</td>
<td>.16</td>
</tr>
<tr>
<td>Weeks until re-engagement, mean (SD)</td>
<td>4.6 (2.4)</td>
<td>2.4 (1.1)</td>
<td>.009</td>
</tr>
<tr>
<td>Weeks of re-engagement, mean (SD)</td>
<td>4.6 (4.3)</td>
<td>6.5 (7.1)</td>
<td>.41</td>
</tr>
</tbody>
</table>

\(^a\)Most periods of re-engagement were not consecutive.
\(^b\)TECH: technology-based self-monitoring tools.
\(^c\)TECH+PHONE: technology-based self-monitoring tools plus additional phone-based intervention.

Discussion

Principal Findings
This study characterized the patterns of adherence to digital tools for self-monitoring weight and weight-related behaviors within 2 technology-based weight loss programs. As expected, consistency of self-monitoring (defined as the number of weeks that participants met intervention self-monitoring goals) decreased over time. Interestingly, overall levels of consistency and rates of decline appeared to differ by target outcome, such that adherence to self-monitoring of weight and dietary intake declined more substantially than physical activity over the 6-month period. Consistency and time to disengagement (defined as a 2-week period of nonadherence to self-monitoring goals) were also significantly different between treatment groups for dietary intake, such that the provision of additional phone-based interventionist contact led to significantly greater consistency and a longer time to disengagement from self-monitoring of dietary intake; however, the provision of this additional support did not significantly impact consistency or time to disengagement for self-monitoring of weight or physical activity. The results also demonstrated that, for both weight and dietary intake, greater consistency of self-monitoring and longer time to disengagement were significantly associated with greater weight loss; however, consistency and time to disengagement for self-monitoring of physical activity were not associated with weight change. Finally, although most participants disengaged with at least one of the digital tools for self-monitoring at some point during the 6-month intervention, over half of those who disengaged re-engaged in self-monitoring of weight (30/45, 65%) and physical activity (21/35, 60%) for at least 1 week; however, <40% (18/46) re-engaged in self-monitoring of dietary intake.

The results of this study have several important implications. First, patterns of consistency and disengagement from self-monitoring with digital technologies were different by
behavior, with participants demonstrating significantly greater consistency and longer time to disengagement for self-monitoring of physical activity compared with dietary intake and weight. Similar patterns were also seen in a recent study by Butryn et al [35] and may be related to differences in participant burden when using digital self-monitoring tools. Passive self-monitoring tools (such as the wearable device used to measure physical activity in this study) can require substantially less effort compared with more active methods (eg, the use of a website or smartphone app to record dietary intake, which can take up to 15-20 minutes each day [36]). The increased effort and time burden associated with active self-monitoring may thus adversely affect participant consistency and engagement. Indeed, other research has also demonstrated higher rates of engagement for behaviors that are passively versus actively self-monitored [37,38]. In addition, although self-monitoring weight via smart scales does not represent a similar time burden as self-monitoring of dietary intake, engagement may be impacted by other barriers such as negative emotions. Research has shown that daily self-weighing does not cause adverse psychological outcomes [39-41] but that some individuals may avoid the scale because of shame or denial [42]. For example, 1 study found that individuals tended to avoid self-weighing after a day with above their average dietary intake [43]. Thus, self-monitoring of both dietary intake and weight via digital tools may represent higher-burden behaviors compared with self-monitoring of physical activity via digital tools, which may have adversely influenced participant engagement.

Conversely, a certain level of burden may be necessary for behavior change. A study by Turner-McGrievy et al [44] found that participants who used more passive methods for dietary self-monitoring (eg, photo-based apps and wearable bite counters) reported lower rates of habit formation for self-monitoring dietary intake than participants who entered foods or drinks consumed via smartphone apps. Another study by Silberman et al [45] found that participants in a digital weight management program who weighed themselves using traditional, in-home scales and then manually entered those weights into the study website lost more weight over a 12-month period compared with participants who used smart scales to automatically sync weights with the study website. It may be that manual tracking of some self-monitoring outcomes (eg, dietary intake and weight) may represent higher-burden behaviors compared with self-monitoring of physical activity via digital tools, which may have adversely influenced participant engagement.

Accordingly, the results of this study demonstrated that provision of additional interventionist support may also be key for promoting consistency and preventing disengagement with digital self-monitoring tools, especially for higher-burden behaviors such as self-monitoring of dietary intake. These results were consistent with supportive accountability theory, which posits that additional interventionist support can increase adherence to and engagement with mobile health interventions [46]. The intervention phone calls offered to the TECH+PHONE group provided participants with accountability and feedback on progress (coupling encouragement with opportunities to engage in problem solving to overcome barriers experienced in relation to behavior change), which likely supported the higher levels of engagement with dietary self-monitoring tools observed in this study. Although there were no statistically significant differences between TECH and TECH+PHONE participants for consistency and time to disengagement for self-monitoring of physical activity or weight, there was a small or moderate effect size favoring the TECH+PHONE group. It is possible that, as a pilot study, this study was underpowered to detect effects of this size. Thus, future studies with larger samples should investigate whether additional interventionist support can improve engagement with digital tools for self-monitoring weight and physical activity.

On a final note, the results demonstrated suboptimal adherence to self-monitoring across all behavioral targets. Adherence was defined in relation to intervention goals, which included daily self-monitoring of dietary intake, weight, and physical activity (ie, 7 out of 7 days each week). Alternatively, there may be important thresholds below this level that represent clinically meaningful adherence to self-monitoring. Little research, however, has been conducted to establish these thresholds, and evidence from the weight maintenance literature suggests that clinically meaningful thresholds may differ by behavior. Peterson et al [16] found associations between less weight regain and greater consistency of self-monitoring dietary intake when consistency was defined as self-monitoring intake on ≥3 days per week. Brockmann et al [17] found that greater consistency of self-monitoring weight was only significantly associated with less weight regain when defined as ≥26 days of weight self-monitoring. No studies have investigated clinically relevant thresholds for adherence to self-monitoring of physical activity during the maintenance period after initial weight loss programs, and no studies have examined thresholds for adherence to any of these behaviors during initial weight loss programs. Moving forward, it is important for future studies to identify these minimum thresholds to support the development of clinically meaningful definitions of adherence.

Strengths and Limitations

This study was the first to examine the effect of providing additional phone-based interventionist contact on engagement with digital tools for the self-monitoring of dietary intake, physical activity, and weight, independently. A major strength of this study was the use of objective data from the Fitbit Zip digital pedometers and Fitbit Aria smart scales, which reduced the risk of retrospective recall bias. Moreover, issues related to missing data from nonreturn of paper self-monitoring records were minimized because of the collection of self-monitoring data in real time, directly from these devices and the Fitbit website or smartphone app.

This study also had a number of important limitations. First, disengagement was defined as a 2-week period in which intervention self-monitoring goals were not met; however, a prolonged period of adherence to self-monitoring before disengagement does not ensure that participants were adequately engaged with the digital self-monitoring technology or even fully adherent to the full process of self-monitoring (ie,
observing change in a target behavior to assess progress toward a goal). For example, a participant could have stepped on the scale for the sake of the study without looking at their weight or have worn the activity monitor without paying attention to their step count. Unfortunately, more precise data on engagement were not collected during this study; future studies should attempt to better disentangle the constructs of adherence versus engagement. Second, as the parent study was conceptualized as a pilot trial, the sample size of both the TECH and TECH+PHONE groups were small and predominately consisted of women who identified as White and non-Hispanic. Thus, the results may not generalize to broader populations, including groups disproportionately burdened by obesity (eg, adults who identify as Black and Hispanic) [47]. Additional research on engagement with digital tools in larger and more diverse samples, especially those including larger numbers of men and individuals from backgrounds historically underrepresented in clinical research, is critical. Third, the parent trial did not include measures assessing participants’ history of or comfort with using digital self-monitoring tools, which could have influenced adherence to self-monitoring in this study. However, even though the data on the exact number of technical errors are not available, few technical issues were experienced and were easily addressed. Finally, this study did not investigate week-to-week associations between changes in weight, dietary intake, and physical activity and later changes in self-monitoring behaviors; however, some emerging research suggests that there may be important bidirectional associations between self-monitoring and changes in weight and weight-related behaviors [48]. Future studies with larger samples should characterize the nature of these associations across time.

Conclusions

This study examined consistency with and disengagement from digital tools for self-monitoring of weight and weight-related behaviors in a technology-based weight management intervention. The results demonstrated that patterns of consistency and disengagement varied by behavior, such that participants demonstrated greater consistency and longer time to disengagement from self-monitoring of physical activity compared with weight and dietary intake. Furthermore, the results demonstrated that the provision of additional phone-based interventionist contact led to greater consistency in self-monitoring of dietary intake. Importantly, greater consistency and longer time to disengagement from self-monitoring of dietary intake and weight were associated with greater weight loss during the 6-month intervention. Given the key role of self-monitoring for weight loss and weight loss maintenance, future studies should replicate these results in larger, more generalizable samples and focus on identifying novel methods to improve individuals’ engagement with digital self-monitoring tools.
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Abstract

Background: As evidenced by the further reduction in access to testing during the COVID-19 pandemic, there is an urgent, growing need for remote cognitive assessment for individuals with cognitive impairment. The Neurotrack Cognitive Battery (NCB), our response to this need, was evaluated for its temporal reliability and stability as part of ongoing validation testing.

Objective: The aim of this study is to assess the temporal reliability of the NCB tests (5 total) across a 1-week period and to determine the temporal stability of these measures across 3 consecutive administrations in a single day.

Methods: For test-retest reliability, a range of 29-66 cognitively healthy participants (ages 18-68 years) completed each cognitive assessment twice, 1 week apart. In a separate study, temporal stability was assessed using data collected from 31 different cognitively healthy participants at 3 consecutive timepoints in a single day.

Results: Correlations for the assessments were between 0.72 and 0.83, exceeding the standard acceptable threshold of 0.70 for temporal reliability. Intraclass correlations ranged from 0.60 to 0.84, indicating moderate to good temporal stability.

Conclusions: These results highlight the NCB as a brief, easy-to-administer, and reliable assessment for remote cognitive testing. Additional validation research is underway to determine the full magnitude of the clinical utility of the NCB.

(JMIR Form Res 2022;6(2):e34237) doi:10.2196/34237
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Introduction

Background
Remote cognitive assessment, through the use of digital tools, represents an efficient means for individuals to assess their levels of function, without needing to visit an in-person clinic. These tools allow for the “benchmarking” of current levels of function, as well as the detection of change over time. Monitoring changes in performance over time enables the detection of progressive decline that might be indicative of neurological disease. It also enables the detection of improvement from interventions targeting lifestyle changes and modifiable risk factors aimed at improving cognitive health [1-3]. Remote assessment also plays a role in areas such as screening for clinical trial participation, postmarketing surveillance of licensed therapies, and the collection of data in large prospectively ascertained cohorts. Clinical research has yielded a number of candidate measures for indexing key cognitive skills, with experts largely agreeing that, in studies
of individuals living with Alzheimer disease, assessments should measure attention, memory, and executive function [4,5].

**Development of the Neurotrack Cognitive Battery**

Although there are other brief and computerized cognitive assessments available, such as the Cambridge Neuropsychological Test Automated Battery (CANTAB), Savonix, and BrainCheck, the Neurotrack Cognitive Battery (NCB) offers several distinct platform features to address common concerns associated with cognitive and remote assessment. These include web camera capability, objective scoring via algorithms, and the ability to be administered without the need for a trained health care professional. Regarding assessment design, there are several recommended properties of an ideal cognitive assessment tool, which includes the need to assess the full range of relevant cognitive processes, be sensitive to aging and cognitive deficits, contain equivalent versions for repeat administration, have a reasonable test duration, and have good reliability and validity metrics [6]. The application of recommended test selection properties led us to develop digital versions of Part B of the Trail Making Test [7] as a measure of executive function, as well as a computerized novel variant of the Digit Symbol Substitution (DSST) paradigm. The DSST enjoys the virtues of brevity and reliability, as well as being a well-known general measure of cognitive function that is sensitive to subtle changes in cognition [8]. To further index these functions, we selected the Erikson flanker task and the go/no-go test [9]. To extend the coverage of the assessment to include episodic memory, we also included a paired associate learning task in which individuals are required to pair shopping list items with the associated prices. These assessments were combined with a previously validated associative and recognition memory visual paired comparison paradigm [10]. This task is based on research conducted by Zola et al [11] and utilizes eye tracking to determine novelty preference as an index of memory.

Measures of cognitive function must be reliable, sensitive, and valid to show meaningful change over time [12]. In the early stages of test development, we have focused on ensuring the scientific validity of the Neurotrack assessments through standard psychometric testing. Thus, the aims of our research were to (1) assess the temporal reliability of the NCB tests across a 1-week period and (2) determine the temporal stability of these measures across 3 consecutive administrations in a single day.

**Methods**

**Participants**

**Temporal Reliability**

Participants were workers recruited through Amazon Mechanical Turk (MTurk) and Prolific, crowdsourcing websites used for research recruitment and testing. The use of MTurk and Prolific has shown to be comparable to traditional research methods and allow for greater access to hard-to-reach and diverse populations [13,14]. Up to 150 subjectively cognitively healthy participants in the United States were recruited for each assessment separately. Individuals who successfully completed an assessment at time point 1 were granted access to retake the assessment 1 week later at time point 2. Participants were compensated up to US $2.85 for each assessment completed. Participant characteristics for each assessment are outlined in Table 1.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>NCB&lt;sup&gt;a&lt;/sup&gt; assessment and participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>Path points, n=66</td>
</tr>
<tr>
<td></td>
<td>32.82 (7.56)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>15 (23)</td>
</tr>
<tr>
<td>Male</td>
<td>51 (77)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Nonwhite</td>
<td>12 (18)</td>
</tr>
<tr>
<td>White</td>
<td>54 (82)</td>
</tr>
</tbody>
</table>

<sup>a</sup>NCB: Neurotrack Cognitive Battery.

**Temporal Stability**

Potential participants were recruited through a research interest listserve and by word of mouth; these individuals were selected from a different pool than the original group, with no overlap present between the two. A total of 55 individuals who were subjectively cognitively healthy expressed interest in participating in the study. Of the 55 individuals, 31 completed the study in its entirety. The mean age of the participants was 51 (SD 17.61) years. Regarding other participant characteristics, 41 of the 55 participants (75%) had a college degree, 41 (75%) were female, and 21 (38%) identified as a person of color. Participants were asked to complete the entire NCB 3 consecutive times in a single day, which took approximately 60 minutes. Participants who completed the study received a US $50 electronic gift card.

**Measures and Procedure**

As previously mentioned, the following measures were selected for use based on their relative ease of administration, brevity, and tendency to represent reliable measures of cognition:

- Path points
- Symbol match
- Arrow match
- Light reaction
- Item price

Although there are other brief and computerized cognitive assessments available, such as the Cambridge Neuropsychological Test Automated Battery (CANTAB), Savonix, and BrainCheck, the Neurotrack Cognitive Battery (NCB) offers several distinct platform features to address common concerns associated with cognitive and remote assessment.
Path points is a 2-minute assessment of executive function. This task requires participants to connect dots alternating between a number and a letter in ascending order. The primary assessment score is based on completion time.

Symbol match is a 2-minute assessment of processing speed. Participants are instructed to determine whether 2 symbols are equal or unequal based on a legend with 9 number/symbol pairs. Participants must complete as many trials as they can in 2 minutes. Primary scores are based on accuracy and speed.

Arrow match is a 3-minute assessment of attention. This task requires participants to indicate which direction the center arrow is pointing (left or right) among 4 distractor arrows. Primary scores are based on accuracy and speed.

Light reaction is a 3-minute assessment of inhibition. This task requires participants to respond when they see a green light and refrain from responding when they see a red light. The primary assessment score is based on accuracy and speed.

Item price is a 3-minute assessment of associative learning. This task requires participants to learn the prices of various produce items (eg, bananas, carrots) and identify the correct price during the recognition trials. Primary scores are based on accuracy.

For temporal reliability and stability, data were collected separately, using new participants for each, in an unsupervised remote setting. Participants were instructed to complete the assessments when feeling rested and in a private room to optimize focus. Participants were also instructed to complete the assessments using a laptop or desktop computer with a physical keyboard, mouse, and camera, with their device charged to at least 20%, and on a stable internet connection. Study protocols were approved by the University of Arkansas Institutional Review Board and participants provided informed consent prior to study enrollment.

**Results**

**Temporal Reliability**

For each assessment, the test-retest reliability of the scores from time point 1 and 2 were assessed using both Pearson and Spearman correlations (Figure 1). In instances where a visual inspection of the data suggested a general monotonic relationship, the Spearman correlation coefficient was selected. Outliers, defined as scores more or less than 5 standard deviations from the mean, were removed from the final analyses. Correlations for the assessments ranged from 0.72 to 0.83, indicating acceptable to good test-retest reliability of the NCB.

![Figure 1. Scatterplots of test-retest scores for the Neurotrack Cognitive Battery (NCB) assessments. The Pearson correlation coefficient is represented by r. The Spearman correlation coefficient represented by the Greek letter ρ.](image)

**Temporal Stability**

Temporal stability was examined by calculating estimates of within-subject standard deviation ($s_w$) and intraclass correlation coefficients (ICCs) for each assessment. The $s_w$ is used to quantify measurement error in repeated measurements as a single overall measure. Results are outlined in Table 2.
Table 2. Within-subject mean and standard deviation ($s_w$) and Kendall rank correlation coefficient (Kendall $\tau$) values for Neurotrack Cognitive Battery (NCB) assessments ($n=31$ participants).

<table>
<thead>
<tr>
<th>NCB assessment</th>
<th>Within-subject mean</th>
<th>$s_w$</th>
<th>Kendall’s $\tau$</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path points$^a$</td>
<td>13.47</td>
<td>0.27</td>
<td>-0.42</td>
<td>2.48-3.57</td>
</tr>
<tr>
<td>Symbol match$^b$</td>
<td>29.80</td>
<td>4.32</td>
<td>-0.02</td>
<td>3.54-5.10</td>
</tr>
<tr>
<td>Arrow match$^c$</td>
<td>1.51</td>
<td>0.15</td>
<td>0.15</td>
<td>0.12-0.17</td>
</tr>
<tr>
<td>Light reaction$^d$</td>
<td>476.69</td>
<td>52.25</td>
<td>-0.11</td>
<td>42.53-61.96</td>
</tr>
<tr>
<td>Item price$^e$</td>
<td>0.74</td>
<td>0.08</td>
<td>-0.20</td>
<td>0.07-1.00</td>
</tr>
</tbody>
</table>

$^a$Score is measured in seconds.
$^b$Score is the sum of correct response minus the sum of incorrect responses.
$^c$Score is the number of correct responses per second.
$^d$Score is measured in milliseconds.
$^e$Score is the mean accuracy of responses.

It should be noted that $s_w$ is based on the assumption that the $s_w$ is independent from the within-subject mean (assessed using the Kendall rank correlation coefficient [Kendall $\tau$]). Thus, for the path points (executive function) and item price (associative learning) assessments, there is the possibility of overestimation or underestimation in how close scores are to the mean. ICCs were also calculated to assess variation due to measurement error. The ICC (2,1) was selected as it is the recommended ICC form to use for test-retest metrics [15,16]. Correlations for the assessments ranged from 0.60 to 0.84, indicating moderate to good reliability. Boxplots for each assessment are depicted in Figure 2.

Figure 2. Boxplots representing scores from each assessment separated by time point and intraclass correlation coefficients (ICCs). The asterisk indicates $P<.001$. n=31 participants.

Discussion

Principal Findings

The results of this initial validation study indicate that the NCB is a reliable set of assessments, measuring key cognitive domains as largely accepted by the neuropsychological field. The examination of temporal reliability yielded test-retest reliability correlations which exceed the standard psychometry threshold of 0.7 for acceptable temporal reliability [17]. The NCB also demonstrated favorable temporal stability by traditional standards given the ICC values were greater than 0.5 [15].

Limitations

The primary aim of developing the NCB has been to provide an instrument capable of reliably and remotely assessing cognition. We have sought to imbue the NCB with characteristics that facilitate the evaluation of cognitive change in group studies, as well as at the individual level. Such an approach has been advocated for some time [18] and emphasis has been placed on the need for the use of reliable measures.
Although the sample was diverse, the limitations of this study are the small group sample sizes, the mean age of the participants, and the use of convenience sampling to obtain participants, which impacts the generalizability of the results. All but one assessment sample met the recommended sample size of at least 30 participants [15]; nonetheless, the use of larger sample sizes and older sample populations, as well as probability sampling methods in future validation studies is warranted.

Conclusion
This study has demonstrated that the NCB can be successfully delivered reliably and remotely, with promising clinical implications. As evidenced by the COVID-19 pandemic, there is a critical need for feasible and valid assessments for remote testing. As it has been well established that the lack of access to cognitive assessments can result in delayed diagnoses, less effective treatment, and missed lifestyle and other health-related interventions [19], the NCB addresses this critical gap as a brief, reliable, and easy-to-administer assessment battery. Additional research regarding psychometric properties, usability, and feasibility is currently underway to determine the magnitude of the clinical validity of the NCB as part of a clinician’s diagnosis process.
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Abstract

Background: Prior US hospital telehealth (video visit) studies have focused on describing factors that influence telehealth adoption or performance effects for specific patient segments, hospital systems, or geographic regions. To our knowledge, a larger-scale, national-level (US) study has yet to be conducted on the causal impacts of hospital telehealth adoption as well as discontinuation.

Objective: The aim of this study is to understand the causal impact of US hospital telehealth adoption or discontinuation on hospital performance from 2016 to 2018.

Methods: We analyzed impacts of telehealth adoption or discontinuation by US hospitals on emergency department visits, total ambulatory visits (minus emergency department visits), outpatient services revenue, total facility expenses, and total hospital revenue for the 2016-2018 period. We specifically focused on performance effects for hospitals that switched from not having telehealth to adopting telehealth, or vice versa, during the 2016-2018 period, thus exploiting 2 quasi-natural experiments. We applied a difference-in-differences research design to each of the 2 main analyses. We compared hospitals that have made a telehealth change to groups of hospitals with similar characteristics that did not make a telehealth change, which established a counterfactual. To appropriately match hospitals between treatment and control groups, we applied propensity score matching. Our primary data were from the American Hospital Association Annual Survey and the Healthcare Cost Report Information System data. Several control variables were obtained from additional sources, including the Area Health Resource File and the Federal Communications Commission.

Results: We found that telehealth adoption by US hospitals during the 2016-2018 period resulted in, on average, an increased number of total ambulatory visits ($P=0.008$), increased total facility expenses ($P<0.001$), and increased hospital revenue ($P=0.004$) compared with the control group. We found that telehealth discontinuation during the same period resulted in, on average, decreased outpatient services revenue ($P=0.02$) compared with the control group.

Conclusions: Our findings suggest that telehealth adoption increases use but has mixed impacts on performance, given that cost and revenue increase. However, once telehealth is offered, removing it can have a negative impact on performance, implying that returning to prior performance levels, if telehealth is removed, may be challenging.

(JMIR Form Res 2022;6(2):e28979) doi:10.2196/28979
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Introduction

Background
Telehealth, in the form of video visits between health care providers and patients (telehealth, henceforth), is used by hospitals and their affiliated clinics to maintain or improve access to postdischarge follow-up, continuity of care, and care for nonurgent issues [1-5]. Although a number of studies have evaluated the impacts of telehealth on outcomes [2,6-10], such studies have primarily focused on either the determinants of telehealth adoption [11] or effects of telehealth primarily for patient populations limited to specific hospital systems or regions [4,12-14]. Larger-scale studies exploiting national-level natural variation in telehealth adoption as well as discontinuation over multiple years have yet to be conducted.

Overall, although many view telehealth with optimism, we do not yet fully understand the impact on hospital-level outcomes when telehealth is adopted or, in the case of challenges, discontinued. Thus, this study seeks to understand such impacts, including impacts resulting from telehealth discontinuation, which is not an aspect of telehealth that has been considered yet in the literature. For instance, in regard to challenges that may lead to discontinuation of telehealth, it is well known that telehealth can be especially difficult to sustain and integrate with workflows designed for in-person interactions [7] and can result in variable outcomes [15,16]. Particular challenges for hospitals offering telehealth include prioritization of the success of telehealth; engagement by providers, patients, and leaders; and continuous improvement [17]. Many times, telehealth is initially viewed with optimism, but the reality is that many clinicians have stopped using it in the past after a few visits [17]. Especially important to mitigate such issues are deliberate efforts to create protocols, develop appropriate scheduling techniques, and formalize an understanding for when telehealth is and is not appropriate [18], which, if not addressed, can lead to significant challenges, resistance, or program failure. Furthermore, the effects of telehealth have been found to have mixed or even positive effects on costs [3,19]. In the case of telehealth substituting for expensive in-person visits such as visits to the emergency department (ED) or in-patient admissions, telehealth can be cost-effective [20,21]. However, when offering video-based consultations to patients, it is also possible that increased access to health care increases provider costs and the number of visits requested by patients, which can result in less revenue, especially if telehealth is reimbursed at a lower rate than in-person visits [3].

Finally, telehealth is a particularly interesting case because it can be technically relatively easy to adopt or discontinue, especially if using a vendor-supported or cloud-based system, but, as discussed previously, can simultaneously result in significant and costly workflow challenges [8,22]. It is well known that telehealth use is an excellent opportunity to enhance access to care, but it is also well known that inadequate barrier identification and management can doom telehealth pilots [17,23]. Furthermore, given the variety of factors that may influence telehealth adoption, use, and potential discontinuation, several factors, including hospital and regional characteristics, must be controlled for. Thus, this study comprehensively examines both telehealth adoption and discontinuation in the United States from 2016 to 2018 through analysis of 2 quasi-natural experiments (ie, one for adoption and one for discontinuation), while controlling for several potential confounding variables. We also conduct robustness checks to validate our findings.

Implications
Our primary findings are as follows: (1) telehealth adoption by US hospitals during the period studied resulted in increased ambulatory visits, increased facility expenses, and increased hospital revenue in comparison with the control group, and (2) telehealth discontinuation resulted in decreased outpatient services revenue in comparison with the control group. The implications are that adopting telehealth increases use of ambulatory services, which implies greater access, but these findings also suggest that profit performance will likely be mixed. Furthermore, removing telehealth once offered can negatively affect future performance, implying that performance levels likely will not simply return to what they were before telehealth was adopted and then subsequently discontinued. Further implications are discussed later.

Methods
Overview
To address our research objectives, we analyzed the impact of telehealth adoption or discontinuation by US hospitals from 2016 to 2018 using difference-in-differences estimation of 2 quasi-natural experiments: (1) US hospital telehealth adoption during the period considered and (2) US hospital telehealth discontinuation during the same period. We specifically considered impacts of telehealth adoption or discontinuation during this period on ED visits, total ambulatory visits (minus ED visits), outpatient services revenue, total facility expenses, and hospital revenue (a more detailed description of these dependent variables is available in Multimedia Appendix 1).

Data
Data on which US hospitals continued to offer, or discontinued, telehealth were obtained from the American Hospital Association (AHA) Annual Survey for 2016-2018 (although data quality may be a concern, prior studies such as the one by Adler-Milstein et al [11] have found the AHA data to be highly consistent with the data from the Healthcare Information and Management Systems Society data set, suggesting high data quality). Outcome data for ED visits, total ambulatory visits, increased facility expenses, and hospital revenue per US hospital were obtained from the 2016-2018 AHA Annual Survey and the AHA’s Centers for Medicare & Medicaid Services Healthcare Cost Report Information System (HCRIS) data (ie, AHA’s version of the Centers for Medicare & Medicaid Services HCRIS data). Covariates used for propensity score matching and controls were obtained from the AHA data sets and from the US county-level data available from the Area Health Resource File, as well as the Area Deprivation Index (ADI) sourced from Broadstreet, health rankings data from the University of Wisconsin Population
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Health Institute, and supplementary data from the Federal Communications Commission for broadband speeds per county. We included several controls from these data sources to account for rival explanations. Controls and covariates were derived from a literature review [24-30]. Tables 1 and 2 describe the relevant variables.
<table>
<thead>
<tr>
<th>Group and variable</th>
<th>Description</th>
<th>Value, N</th>
<th>Values, mean (SD; range)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Telehealth adoption and outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telehealth adoption and outcomes</td>
<td>Telehealth video-based consultation</td>
<td>Whether a hospital adopted tele-health in a given year</td>
<td>405</td>
</tr>
<tr>
<td></td>
<td>EDVisits&lt;sup&gt;a&lt;/sup&gt; (in thousands)</td>
<td>Number of emergency department visits</td>
<td>405</td>
</tr>
<tr>
<td></td>
<td>TotAmbVisits&lt;sup&gt;a&lt;/sup&gt; (in thousands)</td>
<td>Total number of ambulatory visits (minus emergency department visits)</td>
<td>405</td>
</tr>
<tr>
<td></td>
<td>OutpatSerReva (in millions, US $)</td>
<td>Outpatient services revenue</td>
<td>393</td>
</tr>
<tr>
<td></td>
<td>TotFacExp&lt;sup&gt;a&lt;/sup&gt; (in millions, US $)</td>
<td>Total facility expenses</td>
<td>405</td>
</tr>
<tr>
<td></td>
<td>HospRev&lt;sup&gt;a&lt;/sup&gt; (in millions, US $)</td>
<td>Total hospital revenue</td>
<td>393</td>
</tr>
<tr>
<td><strong>Hospital-level variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SystemOwned</td>
<td>System ownership</td>
<td>405</td>
<td>0.71 (0.45; 0-1)</td>
</tr>
<tr>
<td>WageIndx</td>
<td>Index of hospital labor market wages</td>
<td>393</td>
<td>1.01 (0.15; 0.72-1.35)</td>
</tr>
<tr>
<td>HITAssetCost (in millions, US $)</td>
<td>Health information technology asset acquisition costs</td>
<td>393</td>
<td>0.94 (3.81; 0-29.8)</td>
</tr>
<tr>
<td>TotAdmAndVsts (in thousands)</td>
<td>Sum of inpatient admissions and outpatient visits</td>
<td>405</td>
<td>303.62 (276.89; 5.19-1853.46)</td>
</tr>
<tr>
<td>Herfindahl-Hirschman Index</td>
<td>Competition index (1=monopoly) per hospital referral region</td>
<td>405</td>
<td>0.13 (0.09; 0.03-0.56)</td>
</tr>
<tr>
<td>PercMeddElig</td>
<td>Percentage Medicaid eligibility</td>
<td>405</td>
<td>0.22 (0.08; 0.07-0.5)</td>
</tr>
<tr>
<td>COTH</td>
<td>Teaching hospital</td>
<td>405</td>
<td>0.09 (0.29; 0-1)</td>
</tr>
<tr>
<td>Own_FP</td>
<td>For-profit ownership</td>
<td>405</td>
<td>0.12 (0.32; 0-1)</td>
</tr>
<tr>
<td>Own_NP</td>
<td>Not-for-profit ownership</td>
<td>405</td>
<td>0.77 (0.42; 0-1)</td>
</tr>
<tr>
<td>Own_Gov</td>
<td>Government ownership</td>
<td>405</td>
<td>0.11 (0.31; 0-1)</td>
</tr>
<tr>
<td>PercCapit</td>
<td>Percentage of net patient revenue capitated</td>
<td>375</td>
<td>0.79 (4.17; 0-53)</td>
</tr>
<tr>
<td>PercRsk</td>
<td>Percentage of net patient revenue shared risk</td>
<td>347</td>
<td>1.77 (5.41; 0-42)</td>
</tr>
<tr>
<td>Region_MW</td>
<td>Midwestern region</td>
<td>405</td>
<td>0.31 (0.46; 0-1)</td>
</tr>
<tr>
<td>Region_S</td>
<td>Southern region</td>
<td>405</td>
<td>0.37 (0.48; 0-1)</td>
</tr>
<tr>
<td>Region_W</td>
<td>Western region</td>
<td>405</td>
<td>0.02 (0.14; 0-1)</td>
</tr>
<tr>
<td>Region_NE</td>
<td>Northeast region</td>
<td>405</td>
<td>0.3 (0.46; 0-1)</td>
</tr>
<tr>
<td>CMI</td>
<td>Case Mix Index</td>
<td>393</td>
<td>1.74 (0.33; 0.93-2.93)</td>
</tr>
<tr>
<td>Urban</td>
<td>1 if urban location</td>
<td>405</td>
<td>1 (0)</td>
</tr>
<tr>
<td><strong>County-level variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CntyHlthRank</td>
<td>Normalized within state county health rankings for health outcomes, 1 being best</td>
<td>405</td>
<td>0.4 (0.32; 0-1)</td>
</tr>
<tr>
<td>CntyPercPop65</td>
<td>Percentage of population aged &gt;65 years</td>
<td>405</td>
<td>0.15 (0.03; 0.09-0.26)</td>
</tr>
<tr>
<td>CntyPercBlack</td>
<td>Percentage of population Black</td>
<td>405</td>
<td>15.04 (11.97; 0.6-63.7)</td>
</tr>
<tr>
<td>CntyPercNative</td>
<td>Percentage of population Native</td>
<td>405</td>
<td>0.6 (1.53; 0-1.17.5)</td>
</tr>
<tr>
<td>CntyPercLatino</td>
<td>Percentage of population Latino</td>
<td>405</td>
<td>12.89 (11.89; 0.8-60.6)</td>
</tr>
</tbody>
</table>

---

**Notes:**
- EDVisits<sup>a</sup> and EDVisits<sup>b</sup> (in thousands).
- TotAmbVisits<sup>a</sup> and EDVisits<sup>a</sup> (in thousands).
- HospRev<sup>a</sup> and HospRev<sup>b</sup> (in millions, US $).
- PercMeddElig and PercMeddElig<sup>a</sup>.
- PercRsk and PercRsk<sup>a</sup>.
- CntyHlthRank and CntyHlthRank<sup>a</sup>.

**Source:** Table 1. Telehealth adoption sample descriptive statistics averaged for 2016-2018 (for 135 US hospitals that did not have telehealth for all 3 years or started to adopt telehealth in 2017 or 2018).

---

*Résumé*:

Le tableau 1 montre les statistiques descriptives de l'adoption de la santé télématique normalisée pour 2016-2018 (pour 135 hôpitaux américains qui n'avaient pas de santé télématique pour tous les 3 ans ou qui ont commencé à adopter la santé télématique en 2017 ou 2018). Les données incluent des descriptions et des indicateurs pour la santé télématique vidéo et le nombre de visites d'urgence (EDVisits) en milliers, les visites ambulatoires totales (TotAmbVisits) en milliers, les revenus des services ambulatoires (OutpatSerRev) en millions de dollars, les coûts totaux des établissements de santé (TotFacExp) en millions de dollars, les revenus des hôpitaux (HospRev) en millions de dollars, etc. Les données incluent également des variables hospitalières comme la propriété des systèmes, l'indice des salaires de l'hôpital, les coûts d'acquisition des assets de technologie de santé informationnelle, etc. Les données incluent également des variables de niveau de comté comme les classements de santé normalisées par comté et l'âge de la population, etc. Les données sont présentées sous forme de moyennes (SD; plage) pour chaque indicateur.
<table>
<thead>
<tr>
<th>Group and variable</th>
<th>Description</th>
<th>Value, N</th>
<th>Values, mean (SD; range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CntyPercDpPov</td>
<td>Percentage of population in deep poverty</td>
<td>405</td>
<td>6.64 (2.59; 2.2-16)</td>
</tr>
<tr>
<td>CntyPercDisabled</td>
<td>Percentage of population disabled</td>
<td>405</td>
<td>10.01 (3.05; 5.1-17.2)</td>
</tr>
<tr>
<td>CntyBBMaxUP</td>
<td>Maximum advertised broadband upload speed</td>
<td>405</td>
<td>26.68 (32.56; 1.56-160.98)</td>
</tr>
<tr>
<td>CntyHsholdIntUse</td>
<td>Percentage of households who report using the internet</td>
<td>405</td>
<td>0.87 (0.04; 0.72-0.97)</td>
</tr>
<tr>
<td>CntyADI</td>
<td>Area Deprivation Index (10=most deprived)</td>
<td>405</td>
<td>5.04 (1.51; 1.53-8.4)</td>
</tr>
</tbody>
</table>

More details about the outcome variables are available in Multimedia Appendix 1.
Table 2. Telehealth discontinuation sample descriptive statistics averaged for 2016-2018 (for 524 US hospitals that had telehealth for all 3 years or started to remove telehealth in 2017 or 2018).

<table>
<thead>
<tr>
<th>Group and variable</th>
<th>Description</th>
<th>Value, N</th>
<th>Values, mean (SD; range)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Telehealth adoption and outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telehealth video-based consultation</td>
<td>Whether a hospital adopted telehealth in a given year</td>
<td>1572</td>
<td>0.93 (0.26; 0 to 1)</td>
</tr>
<tr>
<td>EDVisits(a) (in thousands)</td>
<td>Number of emergency department visits</td>
<td>1572</td>
<td>61.16 (49.82; 0 to 617.78)</td>
</tr>
<tr>
<td>TotAmbVisits(a) (in thousands)</td>
<td>Total number of ambulatory visits (minus emergency department visits)</td>
<td>1572</td>
<td>263.74 (413.69; 1.02 to 6497.28)</td>
</tr>
<tr>
<td>OutpatSerRev(a) (in millions, US $)</td>
<td>Outpatient services revenue</td>
<td>1550</td>
<td>247.07 (476.36; -1443.98 to 6717.17)</td>
</tr>
<tr>
<td>TotFacExp(a) (in millions, US $)</td>
<td>Total facility expenses</td>
<td>1572</td>
<td>440.55 (565.66; 13.91 to 6004.75)</td>
</tr>
<tr>
<td>HospRev(a) (in millions, US $)</td>
<td>Total hospital revenue</td>
<td>1550</td>
<td>188.32 (377.16; 0 to 7055.45)</td>
</tr>
<tr>
<td><strong>Hospital-level variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SystemOwned</td>
<td>System ownership</td>
<td>1572</td>
<td>0.86 (0.35; 0 to 1)</td>
</tr>
<tr>
<td>WageIndx</td>
<td>Index of hospital labor market wages</td>
<td>1550</td>
<td>0.98 (0.14; 0.71 to 1.44)</td>
</tr>
<tr>
<td>HITAssetCost (in millions, US $)</td>
<td>Health information technology asset acquisition costs</td>
<td>1550</td>
<td>2.97 (12.94; 0 to 175.42)</td>
</tr>
<tr>
<td>TotAdmAndVsts (in thousands)</td>
<td>Sum of inpatient admissions and outpatient visits</td>
<td>1572</td>
<td>407.36 (493.07; 3.82 to 6989.63)</td>
</tr>
<tr>
<td>Herfindahl-Hirschman Index</td>
<td>Competition index (1=monopoly) per hospital referral region</td>
<td>1572</td>
<td>0.15 (0.12; 0.03 to 0.96)</td>
</tr>
<tr>
<td>PercMdcdElig</td>
<td>Percentage Medicaid eligibility</td>
<td>1572</td>
<td>0.21 (0.07; 0.05 to 0.5)</td>
</tr>
<tr>
<td>COTH</td>
<td>Teaching hospital</td>
<td>1572</td>
<td>0.16 (0.37; 0 to 1)</td>
</tr>
<tr>
<td>Own_FP</td>
<td>For-profit ownership</td>
<td>1572</td>
<td>0.11 (0.31; 0 to 1)</td>
</tr>
<tr>
<td>Own_NP</td>
<td>Not-for-profit ownership</td>
<td>1572</td>
<td>0.8 (0.40; 0 to 1)</td>
</tr>
<tr>
<td>Own_Gov</td>
<td>Government ownership</td>
<td>1572</td>
<td>0.09 (0.29; 0 to 1)</td>
</tr>
<tr>
<td>PercCapit</td>
<td>Percentage of net patient revenue capitated</td>
<td>1476</td>
<td>0.53 (2.62; 0 to 40)</td>
</tr>
<tr>
<td>PercRsk</td>
<td>Percentage of net patient revenue shared risk</td>
<td>1381</td>
<td>2.28 (7.33; 0 to 81)</td>
</tr>
<tr>
<td>Region_MW</td>
<td>Midwestern region</td>
<td>1572</td>
<td>0.33 (0.47; 0 to 1)</td>
</tr>
<tr>
<td>Region_S</td>
<td>Southern region</td>
<td>1572</td>
<td>0.42 (0.49; 0 to 1)</td>
</tr>
<tr>
<td>Region_W</td>
<td>Western region</td>
<td>1572</td>
<td>0.03 (0.17; 0 to 1)</td>
</tr>
<tr>
<td>Region_NE</td>
<td>Northeast region</td>
<td>1572</td>
<td>0.21 (0.41; 0 to 1)</td>
</tr>
<tr>
<td>CMI</td>
<td>Case Mix Index</td>
<td>1550</td>
<td>1.68 (0.26; 0.99 to 2.68)</td>
</tr>
<tr>
<td>Urban</td>
<td>1 if urban location</td>
<td>1572</td>
<td>1 (0; 1 to 1)</td>
</tr>
<tr>
<td><strong>County-level variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CntyHlthRank</td>
<td>Normalized within state county health rankings for health outcomes, 1 being best</td>
<td>1572</td>
<td>0.39 (0.3; 0 to 1)</td>
</tr>
<tr>
<td>CntyPercPop65</td>
<td>Percentage of population aged &gt;65 years</td>
<td>1572</td>
<td>0.15 (0.04; 0.09 to 0.35)</td>
</tr>
<tr>
<td>CntyPercBlack</td>
<td>Percentage of population Black</td>
<td>1572</td>
<td>14.19 (12.71; 0.4 to 69.1)</td>
</tr>
<tr>
<td>CntyPercNative</td>
<td>Percentage of population Native</td>
<td>1572</td>
<td>0.64 (2.38; 0.1 to 38.4)</td>
</tr>
</tbody>
</table>
We applied difference-in-differences (DID) estimation with propensity score matching at the firm (hospital) unit of analysis to understand the effect of telehealth adoption and discontinuation by US hospitals during the 2016-2018 period. We conducted 2 primary analyses that exploited 2 quasi-natural experiments. The first DID analysis focused on telehealth adoption and evaluated impacts on performance for hospitals that went from no telehealth to offering telehealth during this period. The second DID analysis focused on telehealth discontinuation and evaluated impacts for hospitals that went from offering telehealth to discontinuing telehealth during this period. Control group selection and formation is discussed later in this section. This design followed other notable studies that assessed the impact of health information technology adoption and use on outcomes [28-31] as well as recommendations on effectively estimating causal effects by means of observational data [32,33]. This design is appropriate for estimating causal effects when pre- and posttreatment observational data are available, treatment and control groups with sufficiently balanced covariates and common trends before treatment can be established, and exogenous shocks can be assumed to be consistent between groups [34].

For the telehealth adoption analysis, treatment hospitals are those that first did not offer telehealth but then offered telehealth in a subsequent year. As we have 3 years of data that include the telehealth video visit (yes or no) question, we restricted our focus to video visits for chronic conditions or postsurgical follow-up as opposed to also including consideration of telehealth related to remote patient monitoring and mental health and addiction as separately measured in the AHA Annual Survey. For all US hospitals surveyed by the AHA for this quasi-natural experiment, treatment hospitals are those that (1) did not offer telehealth in 2016 but started in 2017 or 2018 (group 1, n=50). For the telehealth discontinuation analysis, treatment hospitals are those that (1) offered telehealth in 2016 but discontinued in 2017 or 2018 (group 1, n=12) or (2) offered telehealth in both 2016 and 2017 but discontinued in 2018 (group 2, n=80). Control hospitals are those that offered telehealth in all 3 years (n=432).

To balance the covariates between the treatment and control groups in each of these analyses, we applied propensity scoring and, subsequently, matching. Propensity scoring is applied by first determining the propensity of a hospital being in the treatment group, given observable covariates [35,36]. Then, to reduce selection bias, a matching technique is used to find control group participants (hospitals, in this case) that ultimately result in no observable significant covariate differences between treatment and control groups [35]. Similar to Oh et al [30] and Bao et al [29], we calculated propensity scores by means of logistic regression for each of the analyses (ie, for the adoption analysis and then again for the discontinuation analysis), as explained further in this section. Our covariates consisted of both hospital-level variables and county-level variables, with SEs clustered at the hospital level to account for repeated county-level observations for hospitals within the same county. The logistic regression analysis results for propensity scores are reported in Multimedia Appendix 1.

Using the scores that resulted from obtaining predicted values per hospital, we applied one-to-many matching using both the propensity score and covariates (a one-to-one matching procedure was also tested, as reported in Multimedia Appendix 1, and the results were similar). Matched hospitals belonged to the same teaching, urban, and system status. In addition, we matched hospitals with similar sizes by restricting hospital size (total admissions plus visits) to a difference of no more than a factor of 1.5 and a difference in propensity scores of no more than 0.1. Therefore, for each treatment hospital, we had a cluster of hospitals as the control. For telehealth adoption, the result was a treatment group consisting of 85 hospitals and a matched sample control group consisting of 85 hospital clusters, with an average size of 2 controls and a median size of 1 control in each hospital cluster. For telehealth discontinuation, the result was a treatment group consisting of 92 hospitals and a matched sample control group consisting of 92 hospital clusters, with an average size of 28 controls and a median size of 17 controls in each hospital cluster. We used averaged outcomes (ED visits, total ambulatory visits, outpatient services revenue, total facility expenses, and hospital revenue) for each observed control
cluster. The matching for hospitals in group 1 was conducted based on the propensity score and covariates observed at year 2016, and the matching for group 2 was based on observations at year 2017. Comparison of covariates between the 2 groups resulted in no significant differences.

To obtain the propensity score, we conducted a logistic regression analysis using treatment group membership (1 for yes and 0 for no) as the dependent variable for the adoption analysis and then again for the discontinuation analysis. We applied a collection of hospital and county level characteristics as the independent variables for each analysis, with the same control variables being used in each propensity score model. Let \( p_i = P(\text{hospital i in the treatment group}) \) with the following formula:

\[
\ln(p_i/(1-p_i)) = \beta_0 + \beta_1 X_{it}
\]

\( \beta_0 \) is the constant and \( X_{it} \) represents factors that affect a hospital’s decision of whether telehealth existed for the adoption analysis (1=hospital is in the treatment group and therefore adopted telehealth in 2017 or 2018) or was discontinued for the discontinuation analysis (1=hospital is in the treatment group and therefore discontinued telehealth in 2017 or 2018). \( \beta_1 \) is the coefficient vector.

Next, identification of the change in ED visits, total ambulatory visits, outpatient services revenue, total facility expenses, and hospital revenue after telehealth adoption and discontinuation was derived through the following DID model, applied once to the adoption analysis and once to the discontinuation analysis. Note that when conducting the analyses, we combined hospitals from group 1 and group 2 as the treatment group. \( \beta_0 \) is the constant, \( \beta_1 \) is the effect from the treatment group, \( \beta_2 \) represents posttreatment periods, and \( \beta_3 \) is the treatment effect (ie, the DID effect), which is the expected value difference in the time trend as well as the difference between treatment and control groups after treatment. We included hospital fixed effects (\( \mu_t \)) to address any time-invariant hospital heterogeneity and time fixed effects to address time trends (\( \vartheta_t \)). We performed an estimation using ordinary least squares [31]. The DID equation representing our model is as follows:

\[
Y_{it} = \beta_0 + \beta_1 T_{it} + \beta_2 p_{it} + \beta_3 (T_{it} \times p_{it}) + \mu_t + \vartheta_t + \epsilon_{it}
\]

Robustness

Threats to validity could include endogeneity of telehealth adoption and decision-making around discontinuation, especially if our sample was subject to selection bias. We addressed this concern by also conducting Heckman analyses. Furthermore, nonrandom market changes, after treatment, may differentially affect outcomes [37]. For instance, perhaps broadband infrastructure or household use of the Internet expanded or contracted at different rates between the control and treatment groups in or after 2017 or 2018. These threats were addressed with our propensity scoring and matching approach that included county-level maximum broadband speeds and household internet use as covariates in the logistic regression analysis, in addition to several other covariates considered when scoring and matching. For instance, we also included the ADI in our propensity score matching procedure to address regional economic states and, potentially, changes over time such as changes after treatment that are not fully addressed in a DID model. Overall, we included several hospital-level (eg, Case Mix Index, hospital size, and market competition) and county-level covariates (eg, maximum broadband speeds, household internet use, county health ranking, and ADI) to address a variety of potential threats to validity (eg, differences in broadband penetration affecting telehealth adoption or outcomes). Finally, we also tested whether outcomes change in the years after treatment to provide additional explanatory information.

Results

Common Trends

For testing common trends, we plotted the averages of ED visits, total ambulatory visits, outpatient services revenue, total facility expenses, and hospital revenue for each of the groups at points in time (years) relative to when telehealth was adopted (Figure 1) or discontinued (Figure 2). Note that throughout the paper, the numbers of visits are shown in thousands, whereas expenses and revenue are shown in millions (US $).

To test the common trends assumption statistically, we also interacted pretreatment values with corresponding time dummies within the DID model (Figure 1). None of the coefficients were significant, suggesting that the trends are sufficiently common.

Again, to test the common trends assumption statistically, we also interacted pretreatment values with corresponding time dummies within the DID model (Figure 2). None of the coefficients were significant, suggesting that the trends are sufficiently common.
Figure 1. Common trends per outcome per year relative to when telehealth was adopted. EDVisits: emergency department visits; HospRev: hospital revenue; OutpatSerRev: outpatient services revenue; TotAmbVisits: total ambulatory visits; TotFacExp: total facility expenses.
Figure 2. Common trends per outcome per year relative to when telehealth was discontinued. EDVisits: emergency department visits; HospRev: hospital revenue; OutpatSerRev: outpatient services revenue; TotAmbVisits: total ambulatory visits; TotFacExp: total facility expenses.

Estimations

The estimation results are reported below in Table 3 (for adoption) and Table 4 (for discontinuation; model analyses were conducted with R [The R Foundation for Statistical Computing]). For brevity, control variables are not included in the tables, but they were included in all regressions along with hospital and time fixed effects. The interaction terms represent the DID effect, which represents the expected value of the additional difference between the treatment and control groups after treatment (ie, the end of the time trend), when first accounting for the differences in time trends and difference in treatment and control groups.

For telehealth adoption, we found the DID interaction term for total ambulatory visits to be positive and significant ($P=.008$). This means that the expected value of total ambulatory visits was higher in the treatment group than in the control group, even after accounting for the time and group differences, as well as several covariates discussed earlier and also in Multimedia Appendix 1. The average total ambulatory visits, as reported earlier, was 196 (thousand; SD 209 [thousand]). Given that the DID coefficient is 24.53 (thousand), this effect represents a significant increase in total ambulatory visits. Thus, we conclude that telehealth adoption resulted in more ambulatory visits for the adopting US hospitals during the period studied.

We further found the DID interaction term to be positive ($P<.001$) for the effect on total facility expenses. Thus, the expected value of total facility expenses was higher in the treatment group (ie, those that adopted telehealth) than in the control group (ie, similar hospitals that did not have, and did not adopt, telehealth during the same period). The average total facility expenses in our sample, as reported earlier, was (in millions) US $321.61 (SD US $342.3). The coefficient (in millions) is US $33.39 ($P<.001$), which represents a substantial average increase in the expenses when telehealth was adopted.

We also found the DID interaction term to be positive ($P=.004$) for the effect on hospital revenue, which suggests higher total revenue on average for those in the treatment group. The average total hospital revenue in our sample, as reported earlier, was (in millions) US $152.34. The coefficient (in millions) is $32.60$ ($P=.004$), which represents a substantial average increase in the revenue when telehealth was adopted. However, we also note that this coefficient is slightly lower than that of the average...
increase in total facility expenses, suggesting that profits are likely to be negative or minimal when telehealth is first adopted.

The impact on ED visits ($P=.36$) was nonsignificant. The impact on outpatient services revenue was marginally significant ($P=.01$) and negative, suggesting that adoption led to at least a temporary drop in revenue, on average, in comparison with the control group.

For telehealth discontinuation, we found the DID interaction term ($trt \times post$) to be significant and negative ($P=.02$) for the effect on outpatient services revenue. This means that the expected value for outpatient services revenue, ceteris paribus, was lower in the treatment group (ie, the group that discontinued telehealth) than in the control group, after accounting for the time trend and the assumed trend for the counterfactual. We also note that many control variables and fixed effects, to account for an unobserved time invariant heterogeneity, were accounted for. The average outpatient service revenue in our sample, as reported earlier, was (in millions) US $247.07. The coefficient (millions) is –US $65.37$ ($P=.02$), which represents a substantial average drop in revenue compared with the control group when telehealth was discontinued.

We also found the DID interaction term to be negative and marginally significant ($P=.09$) for the effect on hospital revenue. This again means that the expected value, given all the aforementioned trends and variables, was lower in the treatment group than in the control group after treatment. The average hospital revenue for our sample, as reported earlier, was (in millions) US $188.32$. Given that the coefficient (in millions) is –US $13.22$, this represents a substantial potential average drop in total hospital revenue when telehealth was discontinued.

The impacts on ED visits ($P=.10$), total ambulatory visits ($P=.28$), and total facility expenses ($P=.35$) were nonsignificant.

Table 3. Difference-in-differences results for telehealth adoption.

<table>
<thead>
<tr>
<th></th>
<th>Emergency department visits (in thousands)$^a$</th>
<th>$P$ value</th>
<th>Total ambulatory visits (in thousands)$^a$</th>
<th>$P$ value</th>
<th>Outpatient services revenue (in millions, US $)^b$</th>
<th>$P$ value</th>
<th>Total facility expenses (in millions, US $)^b$</th>
<th>$P$ value</th>
<th>Hospital revenue (in millions, US $)^b$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>trt$^b$</td>
<td>88.19 (6.19$^c$)</td>
<td>&lt;.001</td>
<td>64.10 (10.93)</td>
<td>&lt;.001</td>
<td>–159.01 (19.86)</td>
<td>&lt;.001</td>
<td>360.58 (5.49)</td>
<td>&lt;.001</td>
<td>59.45 (24.76)</td>
<td>.02</td>
</tr>
<tr>
<td>post$^d$</td>
<td>1.00 (1.52)</td>
<td>.51</td>
<td>–15.18 (6.96)</td>
<td>.03</td>
<td>29.85 (19.39)</td>
<td>.13</td>
<td>–16.29 (7.78)</td>
<td>.04</td>
<td>6.68 (21.85)</td>
<td>.77</td>
</tr>
<tr>
<td>trt$^b$ × post$^d$</td>
<td>–1.49 (1.63)</td>
<td>.36</td>
<td>24.53 (9.15)</td>
<td>.008</td>
<td>–34.64 (20.71)</td>
<td>.10</td>
<td>33.39 (6.36)</td>
<td>&lt;.001</td>
<td>32.60 (11.24)</td>
<td>.004</td>
</tr>
<tr>
<td>Hospital fixed effects</td>
<td>✓</td>
<td>N/A$^e$</td>
<td>✓</td>
<td>✓</td>
<td>N/A$^e$</td>
<td>✓</td>
<td>N/A$^e$</td>
<td>✓</td>
<td>N/A$^e$</td>
<td>N/A</td>
</tr>
<tr>
<td>Time fixed effects</td>
<td>✓</td>
<td>N/A$^e$</td>
<td>✓</td>
<td>N/A$^e$</td>
<td>✓</td>
<td>N/A$^e$</td>
<td>✓</td>
<td>N/A$^e$</td>
<td>N/A$^e$</td>
<td>N/A</td>
</tr>
<tr>
<td>(Intercept)</td>
<td>29.94 (2.63)</td>
<td>&lt;.001</td>
<td>74.04 (5.60)</td>
<td>&lt;.001</td>
<td>153.46 (16.46)</td>
<td>&lt;.001</td>
<td>108.13 (3.80)</td>
<td>&lt;.001</td>
<td>62.73 (23.61)</td>
<td>.008</td>
</tr>
<tr>
<td>n</td>
<td>499$^f$</td>
<td>N/A$^e$</td>
<td>510</td>
<td>N/A$^e$</td>
<td>502$^g$</td>
<td>N/A$^e$</td>
<td>510</td>
<td>N/A$^e$</td>
<td>502$^h$</td>
<td>N/A</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.96</td>
<td>N/A$^e$</td>
<td>0.97</td>
<td>N/A$^e$</td>
<td>0.90</td>
<td>N/A$^e$</td>
<td>0.99</td>
<td>N/A$^e$</td>
<td>0.95</td>
<td>N/A</td>
</tr>
<tr>
<td>$F$-statistic</td>
<td>44.46</td>
<td>&lt;.001</td>
<td>53.56</td>
<td>&lt;.001</td>
<td>16.32</td>
<td>&lt;.001</td>
<td>313</td>
<td>&lt;.001</td>
<td>36.6$^i$</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$All the dependent variables are Winsorized at 0.01 and 0.99 level.

$^b$trt: treatment group.

$^c$Robust SEs clustered at the hospital level (in parentheses).

$^d$post: posttreatment time periods.

$^e$N/A: not applicable.

$^f$A total of 11 observations that did not have a mention of an emergency department visit were omitted from the model for emergency department visits, which is why the $n$ is 499 instead of 510.

$^g$A total of 8 observations that did not have a mention of outpatient services revenue were omitted from the model for outpatient services revenue, which is why the $n$ is 502 instead of 510.

$^h$A total of 8 observations that did not have a mention of hospital revenue were omitted from the model for hospital revenue, which is why the $n$ is 502 instead of 510.
Table 4. Difference-in-differences results for telehealth discontinuation.

<table>
<thead>
<tr>
<th></th>
<th>Emergency department visits (in thousands)</th>
<th>P value</th>
<th>Total ambulatory visits (in thousands)</th>
<th>P value</th>
<th>Outpatient services revenue (in millions, US $)</th>
<th>P value</th>
<th>Total facility expenses (in millions, US $)</th>
<th>P value</th>
<th>Hospital revenue (in millions, US $)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>trt</strong></td>
<td>26.86 (2.06)</td>
<td>&lt;.001</td>
<td>26.72 (4.98)</td>
<td>&lt;.001</td>
<td>170.08 (37.33)</td>
<td>&lt;.001</td>
<td>58.12 (12.30)</td>
<td>&lt;.001</td>
<td>–104.41 (18.51)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>post</strong></td>
<td>–0.25 (1.11)</td>
<td>.83</td>
<td>2.68 (6.23)</td>
<td>.67</td>
<td>–10.91 (29.27)</td>
<td>.71</td>
<td>0.07 (5.06)</td>
<td>.99</td>
<td>9.85 (10.40)</td>
<td>.34</td>
</tr>
<tr>
<td><strong>trt×post</strong></td>
<td>–1.65 (1.01)</td>
<td>.11</td>
<td>–7.84 (7.30)</td>
<td>.28</td>
<td>–65.37 (26.76)</td>
<td>.02</td>
<td>7.15 (7.65)</td>
<td>.35</td>
<td>–13.22 (7.70)</td>
<td>.09</td>
</tr>
<tr>
<td>Hospital fixed effects</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>Time fixed effects</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>(Intercept)</td>
<td>32.49 (0.42)</td>
<td>&lt;.001</td>
<td>29.91 (2.74)</td>
<td>&lt;.001</td>
<td>22.70 (22.99)</td>
<td>.32</td>
<td>123.88 (8.24)</td>
<td>&lt;.001</td>
<td>252.04 (11.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>n</td>
<td>551†</td>
<td>N/A</td>
<td>552</td>
<td>N/A</td>
<td>552</td>
<td>N/A</td>
<td>552</td>
<td>N/A</td>
<td>549‡</td>
<td>N/A</td>
</tr>
<tr>
<td>R²</td>
<td>0.98</td>
<td>N/A</td>
<td>0.99</td>
<td>N/A</td>
<td>0.76</td>
<td>N/A</td>
<td>0.99</td>
<td>N/A</td>
<td>0.98</td>
<td>N/A</td>
</tr>
<tr>
<td>F-statistic</td>
<td>94.6</td>
<td>&lt;.001</td>
<td>154.3</td>
<td>&lt;.001</td>
<td>6.10</td>
<td>&lt;.001</td>
<td>517.5</td>
<td>&lt;.001</td>
<td>110.8</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

All the dependent variables are Winsorized at 0.01 and 0.99 level.

Trt: treatment group.

Robust SEs clustered at the hospital level (in parentheses).

Post: posttreatment time periods.

N/A: not applicable.

An observation that did not have a mention of an emergency department visit was omitted from the model for emergency department visits, which is why the n is 551 instead of 552.

Robustness Checks

We conducted additional tests to address potential endogeneity issues and threats to validity. First, hospital management, not some central regulatory authority, makes telehealth adoption and discontinuation decisions. Thus, our sample has a potential self-selection endogeneity issue. To address this statistically, beyond the use of propensity score matching, we used a Heckman model [38,39]. The Heckman model consists of 2 stages and is designed to control for those omitted from the sample. The first stage models the self-selection decision, that is, whether a hospital adopts or discontinues telehealth. The second stage models the treatment effect while taking into consideration the selection decision by including the inverse mills ratio calculated from the first stage. The results of this robustness check are available in Multimedia Appendix 1 and are consistent with our primary results.

To test whether the outcomes were different for different years after treatment, we conducted 2-sample t tests using the 2018 data for group 1 (2 years after the treatment) versus the 2018 data of group 2 (1 year after the treatment). Recall that both group 1 and group 2 consist of treatment hospitals. Hospitals in group 1 are those that did not receive treatment in 2016, then received treatment in 2017 and 2018. Hospitals in group 2 are those that did not receive treatment in 2016 and 2017, then received treatment in 2018. The results are reported in Table 5 (for adoption) and Table 6 (for discontinuation).

We observed that after telehealth was adopted, there was an upward trend for the number of visits, expenses, and revenue when comparing year 2 to year 1 after the treatment (Table 5), although none are significant.

We observed that after telehealth was discontinued, there was no significant difference for most of the outcome variables, except for ED visits and total facility expenses (Table 6). For ED visits, we observed that the number of ED visits decreased further 2 years after the treatment compared with the previous year. The same trend of a further decrease 2 years after the treatment was found for total facility expenses.
Table 5. Results of comparison of outcome variables after treatment (year 1 vs year 2) after telehealth was adopted.

<table>
<thead>
<tr>
<th></th>
<th>Emergency department visits (in thousands)</th>
<th>Total ambulatory visits (in thousands)</th>
<th>Total facility expenses (in millions, US $)</th>
<th>Outpatient services revenue (in millions, US $)</th>
<th>Hospital revenue (in millions, US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year 1, n, mean (SD); median</td>
<td>14, 46.03 (24.08); 44.61</td>
<td>14, 184.86 (163.96); 161.47</td>
<td>14, 329.75 (436.80); 193.85</td>
<td>14, 196.18 (88.89); 91.62</td>
<td>14, 137.33 (209.57); 42.19</td>
</tr>
<tr>
<td>Year 2, n, mean (SD); median</td>
<td>71, 55.15 (29.52); 47.47</td>
<td>71, 227.88 (256.83); 138.87</td>
<td>71, 389.40 (389.39); 323.32</td>
<td>71, 222.58 (407.19); 119.02</td>
<td>71, 213.31 (366.04); 96.29</td>
</tr>
<tr>
<td>t test, difference (SE)</td>
<td>9.12 (7.34)</td>
<td>43.02 (53.37)</td>
<td>59.66 (125.55)</td>
<td>26.40 (102.30)</td>
<td>75.99 (71.67)</td>
</tr>
</tbody>
</table>

Table 6. Results of comparison of outcome variables after treatment (year 1 vs year 2) after telehealth was discontinued.

<table>
<thead>
<tr>
<th></th>
<th>Emergency department visits (in thousands)</th>
<th>Total ambulatory visits (in thousands)</th>
<th>Total facility expenses (in millions, US $)</th>
<th>Outpatient services revenue (in millions, US $)</th>
<th>Hospital revenue (in millions, US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year 1, n, mean (SD); median</td>
<td>80, 55.01 (35.37); 48.72</td>
<td>80, 243.16 (341.72); 111.67</td>
<td>80, 456.60 (589.83); 247.90</td>
<td>80, 172.74 (224.79); 91.62</td>
<td>80, 193.38 (333.23); 77.20</td>
</tr>
<tr>
<td>Year 2, n, mean (SD); median</td>
<td>12, 42.72 (18.65); 39.10</td>
<td>12, 179.07 (134.64); 134.65</td>
<td>12, 239.61 (155.71); 199.68</td>
<td>12, 150.55 (103.77); 162.36</td>
<td>12, 95.81 (78.31); 75.31</td>
</tr>
<tr>
<td>t test, difference (SE), P value</td>
<td>–12.29 (6.68), .03</td>
<td>–64.09 (54.61), .12</td>
<td>–216.98 (79.80), .003</td>
<td>–22.19 (38.47), .28</td>
<td>–97.57 (43.58), .01</td>
</tr>
</tbody>
</table>

Discussion

Overview

This study assessed the impact of telehealth video visit consultation adoption or discontinuation by US hospitals from 2016 to 2018 through analysis of 2 quasi-natural experiments (ie, one for adoption and one for discontinuation). After conducting a number of robustness checks to validate our findings, we can conclude that, for this period, telehealth adoption resulted in an average increase in total ambulatory visits, total facility expenses, and hospital revenue in comparison with the control group of similar hospitals that neither offered, nor had adopted, telehealth services during this same period. Telehealth discontinuation resulted in an average reduction in outpatient services revenue compared with the control group of similar hospitals that did not discontinue telehealth during this period. Furthermore, in our robustness check, we found telehealth discontinuation to reduce total facility expenses over time, suggesting that telehealth investments are costly and cannot simply rely on existing communications infrastructure (ie, it is not the case that little to no additional costs are involved).

Principal Findings

First, we found that telehealth adoption for US hospitals from 2016 to 2018 resulted in increased visits, expenses, and revenue in comparison with the control group. These findings are similar to those of another study that found telehealth not only increased use (ie, resulted in more visits), but also increased costs [3]. However, this previous study focused on direct-to-consumer telehealth for a payer-based patient population in California as opposed to telehealth offered by hospitals throughout the United States. Thus, we contribute by demonstrating a similar trend at the national level and for hospital-based (provider-based) telehealth as opposed to payer-supported direct-to-consumer telehealth. The implications of our findings are that providers switching from not offering telehealth to offering telehealth can expect higher visit volumes but not necessarily significant increases in profits, especially given that the coefficient for increased expenses (US $33.39 million) is slightly higher than the coefficient for increased revenue (US $32.60 million) in our telehealth adoption results. The results make sense because it has been found that offering telehealth can increase provider workload [40], reduce workflow efficiency (at first) [23,41], and result in billing and payment issues [42]. Furthermore, given that payment parity laws are only now becoming more commonplace for telehealth and are still subject to significant variability [43], revenue from additional telehealth visits may be less than expected, especially if visits that were typically in person are now being replaced with video-based visits. Thus, telehealth adoption may provide more convenience for patients but may have mixed impacts on provider performance, likely requiring a significant investment by providers in overcoming barriers at least in the short term, as was also found in other telehealth studies such as those in the area of telestroke [44].

Second, we found that telehealth discontinuation had a negative impact on outpatient services revenue. The implication is that once telehealth is offered, performance may subsequently suffer if it is discontinued. Thus, careful thought must be given to what might happen with patient expectations once telehealth is offered, even if only for a short time. However, we also note that, although the observed decline in visit volume might be
expected to be responsible for loss in revenue, we did not find a significant impact on total ambulatory visits in comparison with the control group when telehealth was discontinued. This means that the revenue loss may be attributable to a decline in other outpatient services such as wellness and prevention programs, observation programs, supplies, laboratory tests, or other services, which suggests a spillover effect. Future research could examine this effect in more detail to gain a deeper understanding of potential spillover effects between discontinuing a digital service and other outpatient services offered. Most importantly, spillover effects aside, our results demonstrate that offering a digital service may change expectations, which cannot simply be reverted if telehealth is then no longer offered in a future period.

Limitations
We note that this study is limited by the binary nature of the response variable in that telehealth is a yes or no variable rather than an extent of use or assimilation variable. We also note that our data dates to before the COVID-19 pandemic period in which telehealth adoption and use significantly increased at first but subsequently significantly declined [8,45]. Future research could consider whether the effects found in this study are consistent with the postpandemic period, once more data are available. This study is also limited by a lack of detail in regard to the mechanisms that cause the effects we observed. This is also a significant opportunity for future research. Finally, our data are limited to the United States.

Additional Thoughts on Future Research
In addition to studying the spillover effects of telehealth adoption and discontinuation decisions, as well as determination of whether the effects found here remain consistent after the pandemic once more data are available, future research could consider price optimization for service channel differences such as in-person versus video visits and establish recommendations for optimal mixes of visit types, conditional on patient conditions and provider expertise. Given that the relationship among telehealth use, costs, and revenue is complex, uncertain, and mixed, more research is needed on service mix optimization.

We further note that our results are specific to US hospitals. Future research could consider whether these results are consistent with telehealth being adopted and discontinued in other countries and regions, as well as any unique conditions that may affect telehealth differently in other areas.

Finally, telehealth impacts, especially from adoption of telehealth, are likely to change over time. For instance, costs associated with telehealth may decrease in some ways as efficiencies are gained over time but increase in other ways such as potentially more technical and scheduling staff being required to support a mix of in-person and telehealth visits. Therefore, an excellent future area for future research will be a more fine-grained analysis of telehealth-specific costs over a longer period of time.

Conclusions
In conclusion, this study offers insights into the effects of telehealth adoption and discontinuation by US hospitals from 2016 to 2018. It is our hope that these results will inform health care providers, administrators, and policy makers regarding expected performance outcomes when telehealth adoption and discontinuation decisions are made.
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Abstract

Background: The internet has become an established source of health information for many Egyptian internet users. Understanding users' attitudes toward the benefits and limitations of web-based health information will explain the influence of this information on users' health-related behavior and decisions.

Objective: This qualitative study aims to understand the attitude of Egyptian internet users toward internet health information and to explore the impact of obtained health information on users' behavior and on their physician-patient relationship.

Methods: For this qualitative study, semistructured interviews were conducted with a total of 49 participants (41/49, 84% Egyptian internet users and 8/49, 16% physicians) who participated in focus groups or individual interviews. We used a thematic analysis approach to explain and demonstrate participants' views, thoughts, and experiences in using web-based health information.

Results: The internet has become an important source of health information in comparison with other health information sources and is the central theme that has emerged across the thematic analysis. The attitude toward the use of internet health was classified into three main themes: feeling toward web-based health information (with subthemes: favoring, disliking, neutral, or having ambivalence feelings), motivators to seek internet health information, and behavioral changes using internet health information (subthemes: confidence, satisfaction, and improved knowledge). Themes that emerged from physicians' interviews included the accessibility of the internet health information, good communication, and coordination of care between patients and their physicians, and the active engagement of patients with their management plan.

Conclusions: The internet has become an essential source of health information for Egyptian adults. Internet health information can improve the patient-physician relationship, especially when users discuss the obtained health information with their physician. Internet health information provided seekers with social support and self-confidence when making health decisions.

(Regression Form Res 2022;6(2):e30108) doi:10.2196/30108
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Introduction

Searching for online health information (OHI) has become one of the most popular web-based activities among Egyptians [1,2]. However, the use of OHI in developed countries is greater than that in low or middle socioeconomic populations [3]. Traditional modes of health information such as asking local experts or seeking mass media still play pivotal roles in disseminating health information for many health information seekers in developing countries [4]. In Egypt, previous studies have found that women with higher educational achievement, with the presence of children in the household and having chronic health
conditions were more likely to search for health information on the internet [5].

The internet provides a wide range of health topics from healthy eating and fitness to information about self-management of chronic health problems [6,7]. The internet presents medical information through a variety of mediums including websites, listservs, online support groups, chat rooms, instant messaging, and emails [8]. In addition, the internet serves as a medium for users to interact frequently with health care professionals, access health information on the web, and participate in online support groups [3,7].

The accessibility and convenience of the OHI motivate users to search for health information through the internet [9,10]. Moreover, OHI has enabled users to find support from people with similar health problems, which had a substantial impact on their physical and psychological well-being. The availability of OHI is known to empower patients toward healthier behavior changes, become active collaborators in their health decisions, and become more adherent to their treatment [11]. Nevertheless, many concerns have been raised about the usability of OHI, such as the quality, completeness, and accuracy of OHI, especially in the Arabic language, which is difficult to ascertain by OHI users [2,12]. Previous studies have found a direct relationship between OHI seeking and health literacy [13]. They found that OHI seekers should have a minimal level of health literacy and guidance to be able to review and evaluate the quality of the available health information on the internet, particularly in the absence of proper communication with their physician [14,15].

In Egypt, the need for affordable, accessible, and quality health information is growing in accordance with the growth of the Egyptian population. Although the internet has become an important source of health information for many internet users, little information is available about Egyptians’ OHI-seeking behavior. In this study, we used a qualitative method to understand how and why people seek OHI and explore the influence of this information on users’ behavior and their relationship with their physicians. The qualitative approach allowed for in-depth insights into the participants’ experiences, behavior, and feelings associated with health-seeking behaviors to better recognize their needs and identify the required improvements in the area of internet health information quality and availability [16].

### Methods

#### Ethical Approval, Study Design, and Participants

Participants of this qualitative study were drawn from Egyptian internet users who participated in our previous cross-sectional study to identify the personal characteristics of Egyptian OHI seekers [1]. The inclusion criteria for the study were being Egyptian, aged ≥18 years, living in Egypt at the time of the study, and previously used the internet to search for health information for themselves or others. A total of 49 participants (41/49, 84% Egyptian internet users and 8/49, 16% physicians) participated in 9 focus group discussions (FGDs) and 11 individual interviews. The 8 physicians who participated in this study were purposively selected from physicians who had at least 1 year of cumulative experience of providing OHI through different health information websites. They all received a summary of the study objectives and an explanation of the qualitative study procedures. The FGDs were held at different community locations convenient to the participants; participants’ travel expenses were reimbursed. The 11 interviews, including physicians’ interviews, were conducted through telecommunications apps such as Skype or phone calls.

Consent was obtained from all participants before the FGD and the interviews commenced; participants were reassured that their data would be anonymized. They had the option to choose a nickname to be used during the interviews and data analysis. At the beginning of the FGD and the interviews, participants were asked to complete a brief questionnaire that included demographic information (age, gender, marital status, level of education, current occupation, and self-assessed general health status) and questions about health information-seeking methods such as their preferred source of health information and the frequency of seeking OHI.

Semistructured interviews with open-ended questions were conducted to allow the participants to explain and demonstrate their views, thoughts, and experiences in their own words. We used 2 interview topic guides, one for internet users and another for physicians, which were revised iteratively, allowing for further exploration of new issues raised [10]. The interview guides started with a warm-up question about participants’ perception of the common health topics people are looking for on the internet. The interview guide included questions about the frequency of OHI seeking, influence of web-based interaction with others who have similar health concerns, personal reasons that encourage or prevent them from seeking OHI, perceived impact of OHI-seeking activities on the relationship with their physicians, and how they personally assessed the quality and reliability of health information on the internet. Similarly, the physicians’ interview started with a demographic questionnaire about their gender, years in practice, their medical specialty, and any health information website they used, followed by open-ended questions to obtain insights from their experience of the benefits and challenges of OHI, OHI seekers’ motives and challenges, and how OHI might affect the physician-patient relationship. Probes were used according to the interview topic guides when the participants’ narratives ended or deviated significantly from the topic of interest.

The duration of the FGDs ranged between 56 and 82 (mean 68.7, SD 7.5) minutes, and the range for the interviews was 22 and 46 (mean 34.3, SD 7.1) minutes.

The main data sources were the transcribed audio-recorded interviews, the notes summary collected in each interview, and the questionnaire form used at the beginning of the interviews.

Ethical approval for the study was obtained from the Medical Research Ethics Committee of the Faculty of Medicine at Suez Canal University and granted approval for conducting this study on January 8, 2017 (approval #2298).

#### Analysis

Questionnaire results were analyzed to provide descriptive statistics for the demographic characteristics and general use of
OHI. Data were analyzed using SPSS Statistics (version 25, IBM Corp) predictive analytics software. Qualitative data were managed and analyzed manually using a thematic analysis approach [16]. The first stage involved translation into English, which included cultural and interpretive insights, and then transcription of all the recorded interviews. Transcripts and notes were read repeatedly to focus on preserving as much detail as possible. The transcripts were then systematically coded. The initial codes were sorted into themes and subthemes, and then these themes were re-evaluated (merged, deleted, or refined) to ensure that each theme had sufficient supporting data and the data cohered meaningfully. The data were then displayed in a graphic format to organize the data and show connections between different themes [17].

Results

Overview

As previously outlined, a total of 49 participants (41/49, 84% Egyptian OHI seekers and 8/49, 16% physicians) took part in the study. The demographic characteristics of the OHI seekers are shown in Table 1. The age of the OHI seekers ranged between 19 and 57 years, with a mean age of 36.3 years. Table 1 shows that 63% (26/41) of the OHI seekers were women and 73% (30/41) participants had a university degree. Most of the OHI seekers had health insurance coverage (28/41, 68%), and 17% (7/41) participants had chronic health conditions. Nearly half of the OHI seekers (21/41, 51%) rated their general health status as good.

Regarding the physicians who participated in this study (n=8), 5 (63%) participants were men and 4 (50%) participants had more than 10 years of medical practice, whereas most of the participants had 1 to 2 years of experience in providing OHI through health websites (Table 2).

Analysis of the qualitative data showed that the use of the internet as a source of health information has grown in comparison to other health information sources has emerged as a central or main theme across all the interviews. We used a graphic framework to summarize our findings into three major themes: participants’ feelings, OHI-seeking behavior, and the influence of OHI on users’ health and their relationship with their physicians (Figure 1). Although each theme was presented and expanded separately, they were often linked to each other owing to the complexity of the research topic. The extracts were cited to illustrate the range of participants’ responses for each theme.
Table 1. Demographic and internet use information of the online health information seekers (n=41 internet users).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>15-34</td>
<td>17 (41)</td>
</tr>
<tr>
<td>35-49</td>
<td>18 (44)</td>
</tr>
<tr>
<td>≥50</td>
<td>6 (15)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>15 (37)</td>
</tr>
<tr>
<td>Female</td>
<td>26 (63)</td>
</tr>
<tr>
<td><strong>Level of education</strong></td>
<td></td>
</tr>
<tr>
<td>University student</td>
<td>7 (17)</td>
</tr>
<tr>
<td>University graduate</td>
<td>30 (73)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>4 (10)</td>
</tr>
<tr>
<td><strong>Social status</strong></td>
<td></td>
</tr>
<tr>
<td>Never married before</td>
<td>9 (22)</td>
</tr>
<tr>
<td>Married</td>
<td>28 (68)</td>
</tr>
<tr>
<td>Divorced, widow, or widower</td>
<td>4 (10)</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>20 (49)</td>
</tr>
<tr>
<td>Unemployed&lt;sup&gt;a&lt;/sup&gt;</td>
<td>14 (34)</td>
</tr>
<tr>
<td>Student</td>
<td>7 (17)</td>
</tr>
<tr>
<td><strong>Self-reported general health status</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent or very good</td>
<td>21 (51)</td>
</tr>
<tr>
<td>Good or fair</td>
<td>18 (44)</td>
</tr>
<tr>
<td>Poor</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Having a chronic health condition</strong></td>
<td></td>
</tr>
<tr>
<td>Yes&lt;sup&gt;b&lt;/sup&gt;</td>
<td>7 (17)</td>
</tr>
<tr>
<td>No</td>
<td>34 (83)</td>
</tr>
<tr>
<td><strong>Having health insurance coverage</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>28 (68)</td>
</tr>
<tr>
<td>No</td>
<td>13 (32)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Unemployed also included housewife or retired.

<sup>b</sup>Having one or more chronic health problem.
Table 2. Demographic characteristics of the physicians (n=8 physicians).

<table>
<thead>
<tr>
<th>Characteristics of the physicians</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>5 (63)</td>
</tr>
<tr>
<td>Female</td>
<td>3 (37)</td>
</tr>
<tr>
<td><strong>Years in practice</strong></td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>2 (25)</td>
</tr>
<tr>
<td>6-10</td>
<td>2 (25)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>4 (50)</td>
</tr>
<tr>
<td><strong>Medical specialty</strong></td>
<td></td>
</tr>
<tr>
<td>Internal medicine</td>
<td>4 (50)</td>
</tr>
<tr>
<td>Family medicine</td>
<td>1 (12.5)</td>
</tr>
<tr>
<td>Surgery</td>
<td>2 (25)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>1 (12.5)</td>
</tr>
<tr>
<td><strong>Years in working for OHI\footnote{a} websites</strong></td>
<td></td>
</tr>
<tr>
<td>1-2 years</td>
<td>4 (50)</td>
</tr>
<tr>
<td>3-4 years</td>
<td>2 (25)</td>
</tr>
<tr>
<td>&gt;4 years</td>
<td>2 (25)</td>
</tr>
</tbody>
</table>

\footnote{a}{OHI: online health information.}

Figure 1. The attitude of Egyptian online health information seekers toward using internet health information. OHI: online health information; PHI: personal health information.

Feelings Toward the Use of OHI

Participants’ feelings toward the use of OHI were classified into four themes: favoring, disliking, neutral, or having ambivalent feelings toward the use of the OHI.

Participants mentioned various reasons to favor the use of OHI. For instance, a female participant explained that OHI made her feel more comfortable when discussing sensitive topics about her health. She mentioned that she wished to avoid the predictable discomfort of face-to-face interactions with her physicians with potentially embarrassing health complaints. Another 38-year-old male participant added that the ability to hide his physical disability made him feel more self-assured and able to talk with others about his health concern confidently. He noted as follows:

*I can use the internet, and no one can see what is behind the screen. The good thing about it is that no one will know what you want to hide about yourself.*

A 42-year-old female participant noted as follows:

*I prefer the internet websites to discuss sensitive or personal things, and no one will know it is you. You can say what you want without embarrassing yourself in front of your doctor.*

In addition, participants mentioned that finding other people with similar health problems gave them a sense of reassurance as well as alleviating their stress and guiding them to make better health decisions.

A 27-year-old female participant noted as follows:
Another group of participants expressed their dislikes regarding the use of OHI. They explained that they felt uncomfortable using the internet, especially in front of younger people owing to their limited computer and internet skills. Many participants who were aged ≥55 years mentioned that they preferred to call their physician when they had any health concerns. When they could not reach a physician, they asked for assistance from a friend or a family member to find the OHI they needed. A 58-year-old female participant noted as follows:

> I feel that using the Internet is not for me. I am not very good at technology. That's why I save my time and ask one of my sons to find it for me...I found this more relaxing.

Other participants expressed some concerns when posting their personal information on private health information websites, which may have commercial agendas. They believe that these websites would use their personal information to promote their products. A 36-year-old female participant noted as follows:

> Some health websites may have hidden aims to push you to a particular clinic or specific product they promote. You may find them claim to cure incurable diseases like Hepatitis C or AIDS.

Another group of participants expressed a neutral feeling regarding the use of OHI. A 47-year-old woman explained that she sought health information from any available health information resource without preference:

> I understand that the health information on the internet is a good thing, but for me, I feel all other health information is similar.

In this theme, many participants expressed positive feelings toward seeking OHI. They mentioned that OHI helped them feel confident and empowered to make decisions regarding their health. However, other participants linked their dislike of OHI to their limited health-related knowledge, limited internet skills, and a lack of trust.

**OHI Seeking Behavior**

In this theme, participants explained how their personal experience in accessing and using OHI influenced their behavior toward further use of the internet as a source of health information.

As previously outlined, many participants expressed their preference for using OHI because of its convenience and accessibility. They also mentioned that financial constraints or having a busy schedule encouraged them to prefer OHI in comparison to other, more traditional sources of health information.

A 34-year-old female participant noted as follows:

> For me, the most important thing is to avoid transport. I have two baby daughters, so I like to use the internet to find what I want easily.

A 42-year-old male participant noted as follows:

> I prefer to find health information from the internet than from any other source of health information. For me, it’s always the first place to go.

Participants mentioned that the limited consultation time in hospitals or clinics encouraged them to seek OHI to find answers to their health enquiries. Some participants preferred to seek OHI before their consultation to be able to discuss the information they got with their physicians. Others preferred seeking OHI after their consultation to find supplementary health information or a second opinion regarding their health problems.

A 42-year-old male participant noted as follows:

> Sometimes the doctor does not have enough time to discuss or explain everything to me, especially when I see them in the hospital, so I usually look for more information on the Internet after I see him.

Finding trustworthy Arabic health information websites on the internet was a major challenge faced by most of the study participants. Many participants looked for health information on websites run by governmental organizations, as they felt more confident about the reliability of the provided health information. A 47-year-old male participant noted as follows:

> We need to understand that not all health information pages are trustworthy. In my opinion, health websites sponsored by the Government are trustworthy sources of health information.

In contrast, a 27-year-old male participant mentioned that the accessibility of the internet service and the connection speed represent another constraint to limit an entire subgroup of the population living in rural areas to access web-based health information. He noted as follows:

> In my village, the internet is slower and more expensive than it is at the university. If you need to access the internet to find important health advice, you can't.

In this theme, the study participants mentioned many other factors that encouraged them to seek OHI, such as the convenience of OHI, limited consultation time when seeing a physician, and the variability of health topics on the internet. Another group of participants demonstrated many constraints, which prevented them from using the OHI such as their limited access to internet services and the difficulty in finding trustworthy health information websites.

**Influence of OHI on Participants' Health**

The influence of OHI on participants’ health was categorized into three subthemes: OHI helps users to (1) understand their health concerns, (2) improve their confidence when communicating with their physicians, and (3) achieve higher levels of satisfaction with health services. Many participants mentioned that the use of OHI enhanced their knowledge and understanding of their health concerns more than traditional
health information sources, such as leaflets or information provided by physicians. A male participant mentioned that being able to understand his health problem better helped him enjoy a healthier life. Another 27-year-old male participant mentioned that he sought OHI to improve his understanding of his newly diagnosed health condition. He noted as follows:

*At least after I read it [refers to the online health information] I know how to ask the doctor about my next steps. If I do not understand my health problem, I will not be able to discuss it with my doctor.*

The participants agreed that OHI helped them become more confident when making a health decision, discussing their management options, or sharing their feelings with their physicians or family members. Another participant explained that he kept a list of questions regarding the health information he found on the internet to discuss it with his physician in his next visit. A 29-year-old female participant noted as follows:

*After searching the internet for health information, I can say that it has helped me to understand my health problem more and gave me the courage to make better decisions for my treatment.*

Most of the participants reported achieving satisfaction with the health information obtained from the internet, especially when they were encouraged by their physicians to seek OHI. They also preferred to use health information from health websites that are recommended by their physicians. A 35-year-old female participant noted as follows:

*When I asked my doctor about managing my condition (the participant is diabetic), he encourages me to search the internet. If I find health information, I print it and discuss it with him on my next visit.*

A 45-year-old male participant noted as follows:

*I feel lucky that my doctor always encourages me to search health information on the internet and I believe this helped me a lot to be more confident about my treatment plan.*

In this domain, participants explained how the use of OHI improved their confidence and understanding of their health problems, particularly when they discussed their health management with their physicians. It also has a positive influence on their relationship with their physicians.

**Physicians Interview Findings**

Physicians in this study expressed different views based on their experience in providing OHI to Egyptian OHI seekers. We presented physicians’ quotes in Table 3 owing to the small number of participating physicians in this study in comparison to the number of OHI seekers. Their personal experiences and opinions were essential to understand the impact of OHI on the physician-patient relationship. Themes emerging from physicians’ interviews include the accessibility of OHI, good communication, and coordination of care between patients and their physicians, and the active engagement of patients with their management plan has a great impact on the effectiveness of the OHI and a better physician–patient relationship. Many physicians agreed that the benefits of using OHI outweighed its drawbacks when working with Egyptian internet users. They explained that some OHI users simply wanted to be informed about their condition, while others wanted to have full control over all medical decisions. However, this may result in incorrect health decisions or stress to the OHI seekers. A 48-year-old surgeon noted as follows:

*To be honest, I love patients’ sense of curiosity about their health and how they want to know more, but not every weight loss is cancer. Their online searches can sometimes go very far resulting in unnecessary stress.*

Physicians described the impact of OHI on the physician-patient relationship as a variable. One explained that some physicians advise their patients to trust their expertise and not to use OHI, as they feel that patients are challenging their knowledge when they seek OHI. In contrast, others encourage their patients to seek OHI to become more aware of their health problems and more involved in their health management. Another participant explained that guiding patients toward reliable health information is a part of their responsibilities.

A 48-year-old male participant noted as follows:

*Delivery of validated health information through the internet should be our [physicians who provide health information through the internet] priority. We should provide our patients with a trustable source of health information.*

A 38-year-old pediatrician noted as follows:

*We know that the Internet is accessible, and patients will use it. So, we should probably reduce the harm and refer them to reliable and high-quality health information websites.*

In this section, we explain how the physician-patient relationship has changed because of patients’ use of OHI. Therefore, physicians and patients should collaborate in finding reliable health information websites.
Table 3. Major themes for physicians’ attitude toward the OHI.

<table>
<thead>
<tr>
<th>Themes or subtheme and attitude toward OHI</th>
<th>Example quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accessibility</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>“Waiting times in the hospital or clinics in general can be very long. So, when patients search the internet for health advice, they can avoid unnecessary travel time and get the information they need.”</td>
</tr>
<tr>
<td><strong>Coordination of care</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>“Instead of the doctor being the only manager of patient care, internet health has emerged in which patients and their doctors are partners in managing their care.”</td>
</tr>
<tr>
<td>Positive</td>
<td>“the Internet can actually empower patients and enrich the patient–doctor relationship.”</td>
</tr>
<tr>
<td><strong>Technical competence</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>“I believe doctors should know the available sources of OHI and be aware of the updates.”</td>
</tr>
<tr>
<td>Negative</td>
<td>“We should not assume that all patients know how to use the internet and access reliable health information sources.”</td>
</tr>
<tr>
<td><strong>Communication</strong></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>“Some physicians have concerns regarding the over informed patient.”</td>
</tr>
<tr>
<td>Negative</td>
<td>“Some patients may give negative impression on their physicians when they discuss the obtained OHI with them. They feel challenged by their patients.”</td>
</tr>
<tr>
<td>Negative</td>
<td>“I believe the intention to provide online health information was to grant doctors better conditions, to be faster with patients, but with over-informed patients, we spent more time with them to convince them with the treatment options and answer their endless questions.”</td>
</tr>
<tr>
<td><strong>Engagement</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>“patients who read more about their health problem, I found them more engaged in their management plan.”</td>
</tr>
<tr>
<td>Positive</td>
<td>“I think doctors has an important role which is encouraging patients to read more about their health problem and to take part in their health care plan.”</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we used a qualitative approach to provide an insight into the attitudes of Egyptian internet users and their OHI-seeking behaviors and the perspectives of physicians engaged with OHI. We used a graphic representation to show the key elements of our findings (Figure 1). Overall, the participants expressed a preference for using the internet as a source of health information in comparison with other health information sources, which was consistent with previous studies with both English-and Arabic-speaking internet users [3,12]. Participants provided convenience, anonymity, and accessibility of OHI as reasons for using OHI. Convenience and accessibility were also mentioned as important to young people who search the internet for mental health resources [18]. Notably, we found that traditional sources of health information (eg, physicians and television) are still the primary sources for other health information seekers, especially older adults who prefer personal interaction rather than using the internet, which is consistent with previous studies [2].

In this study, participants explained that OHI helped them understand their health problems more clearly, especially when they had a newly diagnosed health condition. The findings also suggest that OHI provides users with social support that encourages them to further use of health information on the internet. They explained that finding social support from persons with similar health problems facilitated their emotional adjustment and practical abilities to care for and access services for their health or other family members. In similar studies, health advice provided on the internet gave positive feedback on coping with emotional distress especially for OHI seekers with cancer and encouraged them to join the internet health communities [19,20].

Finding social support from patients with similar health problems has been reported in this study to reduce anxiety, especially for patients who are immobile and homebound because of their debilitating illness [21]. In contrast, Fergus et al [22] found that repeated searches for health information on the internet could exacerbate health anxiety for some users, especially in the absence of physicians’ guidance. As reported in the physicians’ interviews, the use of OHI may lead to confusion and cause unrealistic expectations from the obtained OHI, consequently increasing medical litigation against health care providers. Another study found that seeking OHI may increase the cost of health care by adopting inappropriate health advice, making the patients overconcerned about their health, and it could disturb the time efficiency of the physician consultation [23,24].

In this study, participants mentioned that limited internet service and connection speed in their residence were key barriers to prevent them from seeking OHI. Similar to our findings, a study...
by McCloud et al [25] found that poor internet connections and access restrictions are significant barriers to seek OHI by adults, especially in rural areas. In this study, participants mentioned difficulties in finding trustable Arabic health websites owing to a shortage of this type of information, as they believe that English language is the dominant internet-based language. They explained that there are few certified Arabic medical websites, except websites of international organizations that provide translated content into different languages. Another study explained that the availability of OHI in the native language may enhance the utility of the internet for health information [26]. In addition, the quality of Arabic language health information websites was questioned by Alhajj et al [27], who concluded that the quality of web-based Arabic health information was poor regardless of being readable by internet users. The development of more credible Arabic websites offering more evidence-based and regularly updated information is recommended [28].

In this study, physicians expressed a general positive attitude toward the effects of OHI on users’ health outcomes. They explained that sharing and discussing the obtained OHI with their patients will help internet users be more confident about their health decisions. Laugesen et al [29] explained that physicians have a greater impact on patient’s health outcomes and compliance than internet health information. Concerns expressed by physicians in this study about the quality of health information on the internet and access to reliable websites followed similar studies [12,30]. Broom et al [24] recommended that to promote the impact of OHI on health, physicians should consider it as a complementary tool, rather than reflecting a breakdown in their authority or status. Hence, Egyptian health care providers need to take actions to ensure the dissemination of correct and reliable health information on the internet that matches the needs of Egyptian OHI seekers.

**Limitations**

Participants of this study were Egyptian adults who had already used the internet as a source of health information. We did not explore the perspectives of Egyptians who did not use the internet for health information. In addition, the personal characteristics of the participants were that we did not medically verify their general health status as it was self-assessed. Although participant numbers are usually small for this type of qualitative research, a larger number of participants could have uncovered a wider range of perspectives on the topic of study. Therefore, further research with a larger, purposive sample of Egyptian internet users would be valuable. In addition, we could not medically verify participants’ general health status as it was self-assessed, and we did not have access to their medical records.

**Conclusions**

Our study is the first qualitative study to evaluate the attitude of Egyptians toward using OHI and how it influences their health behavior and their relationship with their physicians. The study participants demonstrated numerous benefits and challenges of using Arabic health information websites. Participants explained how OHI improved their knowledge and confidence, particularly when making health decisions. In addition, the findings from this study point to a range of concerns regarding the quality of the provided OHI and the limited availability of reliable Arabic health information websites. We recommend that health care providers provide more guidance and support to Egyptian OHI seekers to find good-quality health information websites. The responsible authorities should also ensure the availability of reliable Arabic health language websites.
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Abstract

Background: Community engagement can make a substantial difference in health outcomes and strengthen the capacity to deal with disruptive public health events such as the COVID-19 pandemic. Social media platforms such as Facebook are a promising avenue to reach the broader public and enhance access to clinical and translational science, and require further evaluation from the scientific community.

Objective: This study aims to describe the use of live community events to enhance communication about clinical and health research through a Facebook platform case study (Minnesota [MN] Research Link) with a Minnesota statewide community. We examined variables associated with video engagement including video length and type of posting.

Methods: From June 2019 to February 2021, MN Research Link streamed 38 live community events on its public Facebook page, MN Research Link. Live community events highlighted different investigators’ clinical and health research in the areas of mental health, health and wellness, chronic diseases, and immunology/infectious diseases. Facebook analytics were used to determine the number of views, total minutes viewed, engagement metrics, and audience retention. An engagement rate was calculated by the total number of interactions (likes, shares, and comments) divided by the total length of the live event by the type of live community event.

Results: The 38 live community events averaged 23 minutes and 1 second in duration. The total time viewed for all 38 videos was 10 hours, 44 minutes, and 40 seconds. Viewers’ watch time averaged 23 seconds of content per video. After adjusting for video length, promotional videos and research presentations had the highest engagement and retention rates. Events that included audience participation did not have higher retention rates compared to events without audience participation.

Conclusions: The use of live community events showed adequate levels of engagement from participants. A view time of 23 seconds on average per video suggests that short informational videos engage viewers of clinical and translational science content. Live community events on Facebook can be an effective method of advancing health promotion and clinical and translational science content; however, certain types of events have more impact on engagement than others.

(JMIR Form Res 2022;6(2):e30973) doi:10.2196/30973
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**Introduction**

Community engagement is essential for advancing clinical and translational science (CTS) to improve public health [1]. Community engagement can make a substantial difference in health outcomes, strengthen the capacity to deal with disruptive public health events such as the COVID-19 pandemic, and empower communities [2]. In addition, community engagement that advances and disseminates CTS is critical to alleviating health disparities within marginalized communities and improving health outcomes [3,4]. Social media platforms such as Facebook provide a promising avenue to reach the broader public. The use of social media to access CTS content requires further evaluation by the scientific community [5].

Though Facebook is used as a platform for community engagement, the literature regarding its use to disseminate information about both research and health topics is still in its infancy [5,6]. Developing a Facebook community and using social networks to build engagement for health promotion and CTS content has been recognized as a valuable endeavor [7]. Evaluations of pre-existing Facebook communities involved with increasing community engagement and retention have been useful for future researchers interested in disseminating CTS content online [8-10]. In a previous program evaluation, our collaborative partnership between the Mayo Clinic (Clinic Center for Clinical and Translational Science [CCaTS]) and University of Minnesota’s Clinical and Translational Science Institute (CTSI) evaluated the feasibility of a virtual statewide Facebook community platform to enhance public engagement with health research in Minnesota [1]. Our partnership found that Facebook can be used as a community platform and is feasible in engaging Minnesotan residents in conversations around health and research topics. Nevertheless, additional research is needed to evaluate different types of Facebook posts and their potential to reach, engage, and retain community members with content posted on Facebook [1].

Facebook is one of the most widely used social media sites in the United States; 69% of adults report using Facebook, and its use is spread similarly across sociodemographic groups and geographic locations (urban/rural) [11]. For this reason, Facebook’s breadth and reach has made it particularly useful in reaching underserved or disadvantaged communities [12-14].

The use of Facebook in health interventions has demonstrated an improvement in participant retention and engagement with research studies [8,15]. For researchers, Facebook offers tools for measuring engagement from their audience through its built-in engagement metrics, including reactions (ie, likes), shares, or comments [16]. Many built-in Facebook capabilities such as livestreaming are used for public health promotion. For instance, Facebook Live allows users to schedule and then livestream broadcasts to a wide-ranging audience. Live streaming of health and education content can reach specific audiences through users’ social media routines and daily habits [8,17]. Therefore, Facebook, as a broad and established social media platform remains a viable tool for public health engagement that can be disseminated seamlessly into users’ social media routines and daily habits [8].

Learning about Facebook algorithms could assist researchers in building engagement. Facebook “pages” host information about an organization and broadcast updates to Facebook members based on unknown algorithms. On these pages, Facebook users have the option to create different types of posts and content (eg, status updates, videos, images, and live community events) [6]. Nevertheless, the algorithm dictates the amount of exposure an individual post may receive and, thus, controls the visibility of the Facebook page [6]. This algorithm is informed by an individual user’s unique interactions and behaviors with Facebook’s content [17]. Facebook incentivizes users to build virtual communities, maintain interests, and populate their “front page” on Facebook [18,19]. Though researchers operate without a broad understanding of Facebook’s proprietary algorithms (which can change without announcement), the literature suggests that certain types of content seem to gain preferential treatment. Posts and videos seem to gain more “likes” and exposure in comparison to status updates [6,20]. Additionally, posts that garner more attention and interactions from users also seem to gain preferential treatment from Facebook’s algorithms. For instance, encouraging users to post feedback or asking the audience to participate with the page may encourage users to do so, leading to further dissemination on the platform [5].

Research examining types of social media posts and community engagement in its infancy. Testimonials with positive emotional and informative posts are associated with higher engagement compared to negative emotional posts [6]. In an analysis among federal US health agencies’ Facebook posts, posts with more visual cues such as photos or videos, or those that express positive sentiment generated more engagement [21]. Evaluative studies of clinical research and health posts are not readily evident, although work on business posting assessing positive and negative posts found negatively valanced posts garnering more comments [22]. Recent discussions of leaked internal Facebook documents further suggest increased user exposure to polarizing content increases engagement with the platform [23]. Nevertheless, what is clear to social media strategists from these reports is that Facebook continues to be a widely used platform for content developers to engage with audiences as its news feed, advertisements, post likes, comments, and livestreaming opportunities continue to drive engagement. Since Facebook’s deployment of livestreaming, little research has investigated the role of live community events in fostering engagement or evaluating the use of livestreaming to promote health. The growth in its use has been in the field of strategic communication, and its impact to promote content has not yet been thoroughly investigated [24]. Thus, the question remains: how can researchers use the tools Facebook has to offer to create engaging content, use Facebook’s algorithms, and promote CTS content?

To address this question, a partnership between the Mayo Clinic CCaTS and University of Minnesota CTSI used Facebook’s tools to create the page Minnesota (MN) Research Link. MN Research Link’s mission was to provide credible information for Minnesota residents (1400 followers; n=434, 31% rural residents) in conversations about health and research topics, including health communication, health education, psychology,
behavioral science, epidemiology, public health, and COVID-19 [1]. Content and posts on *MN Research Link* included status updates, videos, images (eg, research articles related to health research), and interactive postings/events (eg, live interviews with researchers and polls) [1].

To address the central research question, this study uses *MN Research Link* as a case to examine whether Minnesotans engage with live community events (ie, videos) on a Facebook page (*MN Research Link*) and whether live events can be used to build followers (audience) to support CTS. This case study serves to generate hypotheses for future researchers interested in using live community events on Facebook to generate community engagement and promote CTS content.

### Methods

#### Study Platform

To examine how live community events can promote CTS content, a Facebook page, *MN Research Link*, was developed by the Mayo Clinic (CCaTS) and the University of Minnesota (CTSI) National Institutes of Health–funded CTS Community Engagement Programs. *MN Research Link* was created to serve as a community platform for public engagement on health research statewide in Minnesota [1]. The project was deemed exempt by both the Mayo Clinic and University of Minnesota institutional review boards.

#### Designing Live Community Events

Based on expert recommendations for disseminating CTS content, members of the research team constructed an internal calendar of live community events to broadcast on *MN Research Link* [3]. Experts were recruited from the University of Minnesota, the Mayo Clinic, and from local organizations who had experience in developing CTS content for social media. Based on their recommendations, specific health topics were featured on *MN Research Link* monthly. Members of the research team also met weekly to plan daily posts that were relevant to *MN Research Link*’s health topics and in accordance with the Centers for Disease Control and Prevention’s (CDC) social media guidelines [21]. Monthly health topics featured on *MN Research Link* included topics such as mental health, health and wellness (eg, nutrition and physical activity), chronic diseases (eg, cardiovascular disease), and immunology/infectious diseases. Over time, the research team adapted its monthly health topics to address important and relevant topics for followers. The final schedule included content on COVID-19, exercise, mental health, and well-being during the pandemic.

From June 2019 to February 2021 (20 months), four social media managers (authors JC, IWW, and MVS) facilitated 38 live community events on *MN Research Link*. Live community events of the following types were broadcasted on *MN Research Link* through the Facebook Live Event feature: brief interviews with experts, public health communications, research presentations, promotional videos for *MN Research Link*, and panels with expert public health professionals ([Textbox 1](#)). Through the Facebook Live Event feature and depending on the content and type of live community event, participants had the option of attending the live event through Zoom or watching on *MN Research Link*. During the live community events, social media managers facilitated discussions, moderated, or responded to participant questions on the *MN Research Link* page and through the Zoom chat. Guest speakers were recruited from the University of Minnesota, Mayo Clinic, and local organizations to participate in our live community events. When communicating with guest speakers, the social media managers emphasized that live community events were targeted for Minnesotans who may not have a background in science. Therefore, social media managers encouraged guest speakers to speak at a fifth-grade reading level.
Textbox 1. Key terms and their descriptions.

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interview</td>
<td>A live event where a social media manager of Minnesota (MN) Research Link speaks with a presenter about their research and expertise over Facebook.</td>
</tr>
<tr>
<td>Public health communication</td>
<td>A live event where a social media manager of MN Research Link speaks about a public health subject.</td>
</tr>
<tr>
<td>Research presentation</td>
<td>A live event where a social media manager of MN Research Link attends a research conference and interviews poster presenters on their research.</td>
</tr>
<tr>
<td>Promotional video</td>
<td>A live event where a social media manager of MN Research Link promotes MN Research Link events and posts or encourages engagement.</td>
</tr>
<tr>
<td>Panel</td>
<td>A live event where a social media manager of MN Research Link facilitates a conversation with more than one presenter on a public health subject.</td>
</tr>
<tr>
<td>Audience participation</td>
<td>A feature of live community events where a social media manager of MN Research Link encourages viewers to engage with the event by asking questions in the chat, asking questions live, or asking for feedback on the event.</td>
</tr>
<tr>
<td>Reactions (likes)</td>
<td>An engagement metric from Facebook Insights. User-generated indicators of post engagement that includes “like,” “love,” “haha,” “wow,” “sad,” and “angry.”</td>
</tr>
<tr>
<td>Shares</td>
<td>An engagement metric from Facebook Insights. Additionally a feature of Facebook posts where users may share the post/content on their own social media page and groups or with other users.</td>
</tr>
<tr>
<td>Comments</td>
<td>An engagement metric from Facebook Insights. User-generated comments, including replies to an individual post. Does not include comments from shares.</td>
</tr>
<tr>
<td>Clicks</td>
<td>An engagement metric from Facebook Insights. The number of unique clicks a user has made to play a live event.</td>
</tr>
<tr>
<td>Audience retention</td>
<td>An engagement metric from Facebook Insights. The average length of time viewers watch a video.</td>
</tr>
</tbody>
</table>

**Promotion of Live Community Events**

For interviews and panels, promotional materials were posted on MN Research Link at least 1 week before the date of the live event. Promotion materials included a post featuring graphics with details of the events, details on how to join the live event, and a promotion video from one of our social media managers briefly talking about the event. To create promotional videos, a research assistant uploaded a brief video (around 2 minutes) explaining the event, introducing the guest speaker, and sharing details of the live community events at least 2 days prior to the live event. Before a live event, approximately 1.5 hours were spent between the meetings communicating with the presenter or presenters, creating relevant posts, and creating a promotional video.

Advertisements or targeted “boosts” (Facebook’s term for creating ads for posts across Facebook pages) [16] were used to expand the reach of the page to new audiences and to promote attendance for the live community events among Minnesotan Facebook users 18 years or older. Posts on the platform that receive paid boosts demonstrate greater reach and engagement with new audiences than posts that do not [22] and are an appropriate use of research funds to enhance audience reach. Approximately one-third of events were boosted 1 week prior to their start date. We used boosts to attract new followers and did not conceptualize boosts as a direct way to increase live event–specific engagement or retention rates. Boosts for MN Research Link posts occurred approximately 5 to 7 days prior to the event and were targeted for Minnesotan Facebook users 18 years and older. University of Minnesota and Mayo Clinic staff members, researchers, stakeholders, and community partners were asked to share events hosted by the MN Research Link page on their organization’s Facebook page. Additionally, these members also shared events with individuals within their social network.

**Procedure**

Ideas for live community events were generated by weekly meetings between the Mayo Clinic CCaTS and University of Minnesota CTSI based on monthly health topics. After generating ideas for live community events, professors and researchers at the University of Minnesota and Mayo Clinic were invited as subject matter experts to participate in the live community events. For instance, when the health topic was “exercise during COVID-19,” we invited a university presenter to talk about her research on exercise and how to exercise during the pandemic. Invitations were sent by email at least 2 weeks...
prior to the suggested live event date with information about presenters and the project. Additionally, we encouraged presenters to share their research, in any form, ahead of time on *MN Research Link*. For instance, for the live event planned on “exercise during COVID-19,” the presenter provided exercise science research to share on *MN Research Link*. Before the live event, the social media manager facilitated the live event to make sure the technology was working properly and that the presenter was ready. The length of the live events differed by type; interviews aimed to last less than 15 minutes in duration, whereas public health communications, research presentations, and promotional videos for *MN Research Link* were shorter (some less than 5 minutes in duration). Panels featuring expert public health professionals were less than an hour long.

**Engagement Metrics and Analysis**

To examine how live community events on *MN Research Link* can promote CTS content, a variety of metrics were used to measure audience engagement. Broadly considered, engagement metrics are metrics such as the number of followers, “likes,” shares, clicks, and comments on individual live community events (Textbox 1). Although Facebook includes other reactions aside from “likes” (e.g., “love,” “care,” or “laugh”) as part of its engagement reaction metrics, for the purposes of our study, we operationalized all of these types of reactions to posts as a part of a singular Facebook engagement metric (Textbox 1).

The study used engagement metrics produced using Facebook Insights. Facebook Insights provides quantitative information of engagement metrics for all posts and content on a Facebook page [16]. Facebook Insights were used to generate descriptive statistics per live community events such as the total minutes viewed and audience retention. The audience retention rate was defined by Facebook as the average length of time (in seconds) viewers watch a video (Textbox 1). We also formulated our own “engagement score” by summarizing the total number of reactions (likes, shares, and comments) with an individual post (Textbox 1). The engagement score was used to summarize the reach and participation with *MN Research Link* through June 2019 to February 2021 (20 months) when live community events were implemented. Certain types of live community events may attract more attention than others because of Facebook’s algorithms [18]. Moreover, longer live events offer more opportunities to engage with the content during the live broadcast. Therefore, we controlled for video length to determine the engagement and retention by the type of live community event.

To examine how audience participation on *MN Research Link* can promote CTS content, we compared engagement rate and audience retention rate across live community events with and without audience participation. We defined events with audience participation as events that featured the audience participating with the chat, asking questions live, or asking for feedback on the event. For example, for a panel on “Mental Health during COVID-19,” the social media managers encouraged the audience to ask questions or make comments in the chat.

**Results**

Key terms and their descriptions are included in Textbox 1. A total of 38 live community events were hosted by *MN Research Link* using the Facebook platform (Table 1). Events averaged 23 minutes and 1 second. The total time viewed for all 38 videos was 10 hours, 44 minutes, and 40 seconds. Viewers spent an average of 23 seconds watching each piece of video content (Table 1).

<table>
<thead>
<tr>
<th>Descriptive statistic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video length (hh:mm:ss), mean</td>
<td>00:23:01</td>
</tr>
<tr>
<td>Total length of video viewed (hh:mm:ss)</td>
<td>10:44:40</td>
</tr>
<tr>
<td>Audience retention (hh:mm:ss), mean</td>
<td>00:00:23</td>
</tr>
</tbody>
</table>

Interviews were the most frequent type of live community event hosted on *MN Research Link* (n=19; total video length 5:51:39), whereas promotional videos and panels were the least frequent type of live community events (n=3 and n=2; total video length 00:05:43 and 00:05:54, respectively; Table 2). After controlling for video length, promotional videos had the highest average engagement rate (0.404), followed by research presentation (0.224). After adjusting for video length, promotional videos and research presentations had the highest retention rate (0.096 and 0.090, respectively). Panels had the lowest engagement and retention rate, after adjusting for video length (0.001 and 0.020, respectively; Table 2).
Of 38 live community events, 29 of them did not ask for or include audience participation in terms of questions and answers (Table 3). However, event engagement rates between events with audience participation and events without audience participation looked similar (0.042 and 0.049, respectively; Table 3). In contrast, events that did not include audience participation had higher audience retention rate scores compared to events with no audience participation (0.026 and 0.016, respectively; Table 3).

Table 3. Audience participation and engagement metrics adjusted by video length in seconds.

<table>
<thead>
<tr>
<th>Audience participation type</th>
<th>Events, n (%)</th>
<th>Video length (hh:mm:ss)</th>
<th>Engagement ratea</th>
<th>Retention rateb</th>
</tr>
</thead>
<tbody>
<tr>
<td>No audience participation included</td>
<td>29 (76)</td>
<td>07:27:28</td>
<td>0.042</td>
<td>0.026</td>
</tr>
<tr>
<td>Audience participation included</td>
<td>9 (24)</td>
<td>03:17:12</td>
<td>0.049</td>
<td>0.016</td>
</tr>
</tbody>
</table>

*aEngagement rate is calculated by the sum engagement divided by the sum video length in seconds.

*bRetention rate is calculated by the sum retention divided by the sum video length in seconds.

**Discussion**

**Principal Results**

To our knowledge, our study is the first to examine the use of live community events over Facebook to promote CTS content through community engagement. This case study examined whether Minnesotans would engage with live community events (ie, live videos) on a Facebook page (MN Research Link) and whether live community events could be used to build followers (audience) to support CTS. Using a novel engagement metric and tools by Facebook Insights, we summarized both the reach and engagement with followers on MN Research Link. Understanding how live community events can engage the public and how audience participation may enhance the promotion of CTS content (both in terms of their reactions to it and its stick-with-it-ness) will better inform researchers on how to reach communities via social media [20].

The findings indicate that live community events engaged users for CTS content. Facebook reports that the average retention for videos is 16.7 seconds [25], whereas the average retention for live community events on MN Research Link was 23 seconds (Table 1). Our retention time suggests that live community events are a better medium for retention than regular videos.

“Likes” or “reactions” to posts on Facebook suggests that users appreciated, liked, or were impacted with the post more so than usual [13,14]. The engagement rate score summed all reactions on each post to identify which types of CTS content garnered the most community engagement. The findings suggest that certain types of live community events have more of an impact on engagement than others; promotional videos (which generally contain minimal CTS research content) had the highest engagement, followed by research presentations, whereas public health communications and panels had the lowest amount of engagement (Table 3). Similarly, promotional videos had the highest retention rate, followed by research presentations. This suggests that social media users from Minnesota, on average, engaged with promotional videos the most and stayed engaged for longer periods of time compared to other types of live community events.

Generally, events with no audience participation garnered more retention for live community events but had minimal impact on engagement. More specifically, live community events with no audience participation element had 1.63 times the retention metric compared to live community events with audience participation (Table 3). This suggests that including audience participation does not engage social media users through “likes,” “reactions,” or “shares” and may even decrease how long audience members may remain attentive toward live community events.

We offer two possible explanations as to why retention was lower for live community events with audience participation. First, audience participation requires more effort; viewers may not want to remain attentive to an event if they are asked to participate. Additionally, live community events with audience participation included panels that were significantly longer than other types of content. Since average retention was calculated by sum retention divided by sum video length in seconds, having longer videos would increase the denominator, resulting in a smaller quotient.

**Implications**

Our results add to the literature by suggesting that live community events on Facebook can not only be an effective method of advancing CTS content but also be better than...
conventional posts with just pictures or videos. Our research builds on prior research suggesting the use of photos and videos garner more community engagement compared to posts that do not include photos and videos [6]. It suggests that though video engagement is important, the nature of the content matters for engagement, and researchers should consider the length of videos posted for users for CTS content promotion.

Developing and promoting live community events was a time intensive process; planning for a live event alone took approximately 1.5 hours. However, our case study demonstrates these events were only watched for an average of 23 seconds. This presents researchers with an interesting challenge; condensing CTS information into 30 seconds or less may be difficult for research dissemination. Ultimately, short form live community events may be more cost- and time-effective compared to longer videos for audience retention and engagement [25]. Ensuring viewers are greeted with a story and getting straight to the point, even if it is short, may also result in greater engagement and retention for the video [25]. Additionally, when hosting a longer live community event, asking viewers to participate may not result in increased retention. Thus, these findings raise appreciable evidence of interest for medical researchers and public health promotion experts seeking to leverage Facebook and other social media to improve audience engagement.

Findings from this case study confirm related findings on how brief informational video interventions, particularly those that are interactive and engaging, play important roles in health promotion. Data from this case study also suggests that short video content (eg, TikTok length) may be repurposed for effective use on Facebook to engage with the audience. This confirms the CDC’s 2018 Health Communication Playbook, which identifies this strategy for consumer communication: keep information short and concise, avoid jargon, and use a content calendar to strategically engage your audience [26].

Conclusions

Although this case study demonstrates the ways that the MN Research Link page engages with its audience, the metrics provided are limited with respect to the constraints of the platform [16]. Future research could also evaluate how different health topics engage or retain Facebook users for CTS content. For example, because likes and shares are public [14], posts with stigmatizing topics such as mental health may or may not gain engagement compared to less stigmatizing topics. Such research could also examine how short form live community events or videos can be time-effective and offer more condensed information all while retaining audience retention. More work is needed, however, to determine how CTS content can be promoted through live community events through other social media networks (eg, Instagram Live or Twitch). These findings emphasize the need for ongoing CTS promotional research to ensure that accessible relevant health information is readily available for all social media users [2,12,27].
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Abstract

Background: Symptoms of depression and anxiety commonly coexist with chronic musculoskeletal pain, and when this occurs, standard orthopedic treatment is less effective. However, mental health intervention is not yet a routine part of standard orthopedic treatment, in part because of access-related barriers. Digital mental health intervention is a potential scalable resource that could be feasibly incorporated into orthopedic care.

Objective: This study’s primary purpose was to assess the feasibility of introducing a digital mental health intervention (Wysa) in an outpatient orthopedic setting to patients with coexisting symptoms of depression and/or anxiety. The secondary purpose was to perform a preliminary effectiveness analysis of the intervention.

Methods: In this single-arm, prospective cohort study, participants included adult patients (18 years and older) who presented to a nonsurgical orthopedic specialist at a single tertiary care academic center for evaluation of a musculoskeletal condition and who self-reported symptoms of depression and/or anxiety (Patient-Reported Outcomes Measurement Information System [PROMIS] Depression and/or Anxiety score ≥55). Face-to-face enrollment was performed by a research coordinator immediately after the participant’s encounter with an orthopedic clinician. Participants were provided 2 months of access to a mobile app called Wysa, which is an established, multicomponent digital mental health intervention that uses chatbot technology and text-based access to human counselors to deliver cognitive behavioral therapy, mindfulness training, and sleep tools, among other features. For this study, Wysa access also included novel, behavioral activation–based features specifically developed for users with chronic pain. Primary feasibility outcomes included the study recruitment rate, retention rate, and engagement rate with Wysa (defined as engagement with a therapeutic Wysa tool at least once during the study period). Secondary effectiveness outcomes were between-group differences in mean longitudinal PROMIS mental and physical health score changes at 2-month follow-up between high and low Wysa users, defined by a median split.

Results: The recruitment rate was 29.3% (61/208), retention rate was 84% (51/61), and engagement rate was 72% (44/61). Compared to low users, high users reported greater improvement in PROMIS Anxiety scores (between-group difference −4.2 points, 95% CI −8.1 to −0.2; P=.04) at the 2-month follow-up. Between-group differences in PROMIS Depression (−3.2 points, 95% CI −7.5 to 1.2; P=.15) and Pain Interference scores (−2.3 points, 95% CI −6.3 to 1.7; P=.26) favored high users but did not meet statistical significance. Improvements in PROMIS Physical Function scores were comparable between groups.
Conclusions: Delivery of a digital mental health intervention within the context of orthopedic care is feasible and has the potential to improve mental health and pain-related impairment to a clinically meaningful degree. Participants’ engagement rates exceeded industry standards, and additional opportunities to improve recruitment and retention were identified. Further pilot study followed by a definitive, randomized controlled trial is warranted.

Trial Registration: ClinicalTrials.gov NCT04640090; https://clinicaltrials.gov/ct2/show/NCT04640090
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digital health; mental health; depression; anxiety; chronic pain; musculoskeletal; orthopedic; pain management; health intervention; mobile phone

Introduction

Background

Of the over 70 million Americans who have chronic musculoskeletal pain, up to half of them have a comorbid diagnosis of depression and/or anxiety [1-4]. Chronic pain and psychological impairment such as depression and anxiety are driven by shared biological pathways and neurotransmitters, and when a person has both conditions simultaneously, the effectiveness of standard treatment for either condition in isolation is reduced [5-7]. For example, among people who seek care for chronic musculoskeletal pain, those with coexisting depression and/or anxiety report worse pain, greater physical impairment, increased postoperative opioid use, and a lower rate of return to work than those without depression and anxiety [8-11].

Despite strong evidence regarding the interconnection between physical pain and mental health, psychological assessment and intervention is not yet considered a routine part of orthopedic treatment. This is, in part, because of both provider- and patient-related barriers. Orthopedic clinicians do not feel equipped with the necessary time and referral resources to address mental health [12], and patients report barriers to seeking mental health treatment even outside an orthopedic setting. Among people who recognize their need for mental health treatment, 64% are resistant to reaching out to another person for assistance and 23% have financial, transportation, or time-related barriers to seeking care [13,14]. Even if all patients had the resources to seek appropriate care, unmet need would persist because of a national shortage of qualified mental health clinicians [15].

Digital mental health interventions address the accessibility-, cost-, convenience-, and stigma-related barriers to traditional in-person mental health treatment [16]. Furthermore, a growing body of evidence supports the effectiveness of digital mental health interventions in improving depression and anxiety symptoms, sometimes to a degree equivalent to that obtained from in-person treatment [17-19]. With the widespread, everyday use of smartphones, these emerging digital tools could function as efficiently, widely available mental health resources for orthopedic clinicians to offer their patients [16,20-22].

Objectives

The primary purpose of this study was to assess the feasibility of introducing a digital mental health intervention (Wysa) in an outpatient orthopedic setting to patients with musculoskeletal pain and coexisting symptoms of depression and/or anxiety. The secondary purpose was to perform a preliminary effectiveness analysis of the intervention. We hypothesized that delivery of a digital mental health intervention would be feasible in an orthopedic clinic setting. Furthermore, compared to “low users” of the digital mental health intervention, “high users” would report greater improvements in mental and physical health symptoms at the 2-month follow-up.

Methods

Design

This was a single-arm, prospective cohort, pilot feasibility study performed at a tertiary care academic medical center in the United States. Institutional review board approval was obtained prior to participant recruitment (IRB #202005219), and the study was registered through ClinicalTrials.gov (NCT04640090). Participants were enrolled from December 8, 2020, through July 14, 2021, with some interruptions related to the COVID-19 pandemic.

Participants

Eligibility Criteria

Participants were recruited from among patients who presented to an orthopedic department for evaluation and treatment of a musculoskeletal condition. To be eligible, patients had to be adults (18 years or older) presenting to a nonsurgical orthopedic provider. Additionally, patients had to have symptoms of depression and/or anxiety as indicated by a score of 55 or higher on the Patient-Reported Outcomes Measurement Information System (PROMIS) Depression and Anxiety measures; this is collected as standard clinical care on check-in for each outpatient appointment at this orthopedic department. Patients who were actively planning to start in-person mental health treatment were excluded from participation. Patients without access to a mobile device were also not eligible.

Recruitment Process

We recruited participants from among patients who presented to 6 orthopedic clinicians, 5 of whom were board-certified physical medicine and rehabilitation physicians (physiatrists) with subspecialty training in spine and sports medicine and 1 who was a nurse practitioner with 11 years of nonsurgical orthopedics experience. Prior to the clinician’s encounter with each patient, the study coordinator notified the clinician of
patients who met the age and PROMIS score criteria for the study. Then, at the end of a potentially eligible patient’s standard clinic encounter, the clinician briefly introduced the study. For those who expressed initial interest, the research coordinator approached the patient, provided further study details, and completed the final screening, consent, and enrollment process for those who were interested. When possible, participant enrollment was completed in person before the participant left the orthopedic clinic office. Patients who were interested in the study but did not have time to enroll immediately were contacted over the phone by the research coordinator to complete the enrollment process. No compensation besides access to the study intervention was provided to participants for their participation in the study.

**Intervention**

All study participants received a complimentary, 2-month subscription to Wysa, which is a commercially available digital mental health intervention. Wysa is a multicomponent intervention that uses artificial intelligence–based chatbot technology and human “coaches” (counselors) with master’s degrees in psychology to deliver therapeutic content such as cognitive behavioral therapy, dialectical behavioral therapy, motivational interviewing, mindfulness training, deep breathing techniques, and sleep meditations [23,24]. Commercially, basic chatbot features are freely available, and premium digital features and text-based sessions with a human coach are available for a monthly fee. In this study, participants received access to a novel version of Wysa that was specifically developed for users interested in tools to manage chronic pain (Figure 1). Using behavioral activation and pain acceptance principles, this pain-specific version of Wysa encourages users to “engage with things that bring joy, despite having pain” [25-28]. Added features include daily check-ins, weekly reports, the ability to unlock premium “reward” tool packs by engaging with the weekly reports, and a progress roadmap. The chatbot and human coach features are also still embedded within the pain version of Wysa. This version is not yet part of the Wysa commercial product.

**Variables**

Data were obtained from 3 sources: electronic medical records, participants’ self-report, and usage reports from Wysa. Data collected as standard clinical care were obtained from the electronic medical record; this included basic sociodemographic variables, medical history, and pain medication use. Additionally, on the day of the orthopedic clinic visit and study enrollment, patients completed Adult PROMIS CAT Depression v1.0, Anxiety v1.0, Pain Interference v1.1, and Physical Function v2.0 measures as standard care prior to meeting with the clinician. These measures were completed on a tablet computer (iPad Mini; Apple Inc). Each PROMIS domain is normalized to the general United States population with a mean (SD) score of 50 (SD 10) [29]. Higher scores represent more of the domain; for instance, a score of 60 on PROMIS Anxiety indicates anxiety symptoms that are worse than those in the general population, but a score of 60 on PROMIS Physical Function indicates physical function that is better than that in the general population.

On study enrollment, participants completed additional self-reported measures on the tablet computers. These included participants’ pain duration, primary pain location, height and weight (to calculate BMI), history of tobacco use, exercise habits, Brief Resilience Scale [30], and Importance, Readiness, and Confidence to Change rulers [31].

At the 1- and 2-month follow-up, participants were emailed a questionnaire that included PROMIS Depression, Anxiety, Pain Interference, and Physical Function domains; participants
received automated email reminders as needed 2 and 4 days later. For the 2-month follow-up, they also received up to 3 phone call reminders if they had not completed the questionnaire by the sixth day after the follow-up period. All electronic medical record and self-reported data were stored in a secure electronic Research Electronic Data Capture (REDCap; Vanderbilt University) database [32,33].

Wysa provided user-specific, timestamped usage data for each app interaction by participants. Individual users were identified with randomly generated codes, and only study personnel had access to the participant key. No personally identifiable data were shared with Wysa by the study team or vice versa.

Outcomes

Feasibility

The primary study outcomes were related to the feasibility of introducing a digital mental health intervention (Wysa) in an outpatient orthopedic setting and conducting a fully powered, randomized controlled effectiveness trial in this setting. Outcomes included the study recruitment rate (defined as the number of patients who signed the study informed consent document divided by the number of patients approached for participation), study retention rate (defined as the proportion of recruited participants who completed the 2-month follow-up PROMIS measures), and the rate of engagement with Wysa (defined as the proportion of recruited participants who interacted with Wysa at least once after onboarding to the app). Other engagement metrics were also evaluated, including the weekly engagement rate (defined as the proportion of recruited participants who completed at least 8 interactions with Wysa over the 8-week period, because this would approximately mirror the intensity of weekly sessions with an in-person therapist), the coach engagement rate (defined as the proportion of recruited participants who completed at least one session with a human coach), and the most frequently used features within Wysa identified in a descriptive analysis. An exploratory analysis was also conducted to assess for differences in patient demographics (ie, age, sex) between those who enrolled in this study and those who did not.

Effectiveness

A secondary purpose of the study was to perform a preliminary effectiveness analysis of the intervention. To account for clinical improvements that could be related to usual orthopedic care or natural variations in symptom severity over time, the effectiveness outcomes considered were the between-group differences (between high and low Wysa users) in 2-month changes on PROMIS Depression, Anxiety, Pain Interference, and Physical Function measures. High versus low Wysa usage was defined by a participant’s number of total Wysa interactions lying above versus below the median engagement level among participants. Minimum clinically meaningful effect sizes were a priori chosen in accordance with previously published literature involving patients with chronic musculoskeletal pain who were managed nonoperatively. Effect sizes also had to exceed the SE of measurement for each PROMIS computer adaptive test at the study institution to be considered meaningful. Therefore, clinically meaningful effect sizes were defined as at least 3.2 points for PROMIS Depression, 3.0 points for Anxiety, 2.0 points for Pain Interference, and 2.2 points for Physical Function [34-36].

Statistical Analysis

Univariate descriptive statistics were calculated for all study variables. Age and sex were compared between those who did and did not enroll using an unequal-variances t test and a two-sample chi-square test of proportions, respectively. A median split on the total number of Wysa interactions was chosen to categorize participants as high and low Wysa users because density plots of the distributions of Wysa total interactions, chatbot interactions, and coach sessions failed to identify any empirical cut points. For the effectiveness analyses, linear mixed-effects models were fit predicting each of the 4 PROMIS measures from Wysa usage status (high versus low) and month. Adjusting for age as a covariate in the models did not meaningfully influence the model results, so unadjusted models are reported. Missing data were omitted. Significance was set a priori at P<.05, and sample size for this feasibility study was determined by the availability of resources. Statistical analyses were performed using R (v4.0.2; R Core Team).

Results

Feasibility

The study recruitment rate was 29.3% (61/208; Figure 2). Among the 61 patients who enrolled in the study, the median age was 55 years (range 18-83 years) and 87% (53/61) were female (Tables 1 and 2). The most common reasons patients did not enroll were that they did not want to use the app (104/147, 70.7%) or did not want to complete the research surveys (26/147, 17.7%). No statistically significant differences were observed in the age or sex distribution of patients who enrolled versus those who did not enroll in the study (P=.21; Table 3).

The retention rate of participants who consented to participate in the study was 84% (51/61). More participants completed the 2-month follow-up measures (51/61, 84% using email and phone reminders) than the 1-month follow-up measures (36/61, 59% using email reminders only).

The overall rate of engagement with Wysa among participants who consented to participate in the study was 72% (44/61). The weekly engagement rate was 57% (35/61), and the coach engagement rate was 33% (20/61). The therapeutic mechanisms underlying the tools most commonly used by participants were related to mindfulness (122/351, 34.8%), cognitive behavioral therapy (76/351, 21.7%), and sleep (53/351, 15.1%; Multimedia Appendix 1). Of the rewards unlocked by participants, sleep-related rewards were the most common (16/48, 33%) Table 4).
Figure 2. Participant flow, from initial study contact through final follow-up.
Table 1. Baseline characteristics of patients who presented to an orthopedic clinic for a musculoskeletal condition, reported coexisting symptoms of depression and/or anxiety, and enrolled in a research study that provided access to a digital mental health intervention (Wysa) (N=61).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>55 (42-64)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>53 (87)</td>
</tr>
<tr>
<td>Male</td>
<td>7 (12)</td>
</tr>
<tr>
<td>Transgender</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White/Caucasian</td>
<td>55 (90)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>6 (10)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>59 (97)</td>
</tr>
<tr>
<td><strong>Area Deprivation Index</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Quartile 1 (least deprived)</td>
<td>19 (31)</td>
</tr>
<tr>
<td>Quartile 2</td>
<td>15 (25)</td>
</tr>
<tr>
<td>Quartile 3</td>
<td>14 (23)</td>
</tr>
<tr>
<td>Quartile 4 (most deprived)</td>
<td>13 (21)</td>
</tr>
<tr>
<td>Pain duration (years), median (IQR)</td>
<td>2 (0.9-5.9)</td>
</tr>
<tr>
<td><strong>Pain location</strong></td>
<td></td>
</tr>
<tr>
<td>Low back</td>
<td>31 (51)</td>
</tr>
<tr>
<td>Leg</td>
<td>19 (31)</td>
</tr>
<tr>
<td>Neck</td>
<td>18 (30)</td>
</tr>
<tr>
<td>Arm</td>
<td>8 (13)</td>
</tr>
<tr>
<td>Generalized pain</td>
<td>3 (5)</td>
</tr>
<tr>
<td><strong>BMI (kg/m^2), mean (SD)</strong></td>
<td>29 (7)</td>
</tr>
<tr>
<td><strong>Tobacco use, n (%)</strong></td>
<td>4 (7)</td>
</tr>
<tr>
<td><strong>Moderate/strenuous exercise (minutes/week), median (IQR)</strong></td>
<td>40 (0-120)</td>
</tr>
<tr>
<td><strong>Exercise limited by pain, n (%)</strong></td>
<td>49 (85)</td>
</tr>
<tr>
<td><strong>Exercise limited by enjoyment, n (%)</strong></td>
<td>6 (11)</td>
</tr>
<tr>
<td><strong>Brief Resilience Scale score</strong>, median (IQR)</td>
<td>3.2 (2.5-3.7)</td>
</tr>
<tr>
<td><strong>Potential for behavior change</strong>, median (IQR)</td>
<td></td>
</tr>
<tr>
<td>Importance of change</td>
<td>76 (68-90)</td>
</tr>
<tr>
<td>Readiness for change</td>
<td>69 (50-82)</td>
</tr>
<tr>
<td>Confidence in the ability to change</td>
<td>68 (50-74)</td>
</tr>
<tr>
<td><strong>Any pain medication use, n (%)</strong></td>
<td>46 (75)</td>
</tr>
<tr>
<td><strong>Specific pain medication use</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Opioid</td>
<td>7 (15)</td>
</tr>
<tr>
<td>Nonsteroidal anti-inflammatory drug</td>
<td>15 (33)</td>
</tr>
<tr>
<td>Neuropathic</td>
<td>22 (48)</td>
</tr>
<tr>
<td>Other</td>
<td>20 (44)</td>
</tr>
<tr>
<td><strong>Medical history, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>Value</td>
</tr>
<tr>
<td>------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>Hypertension</td>
<td>18 (30)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>17 (28)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>7 (11)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>8 (13)</td>
</tr>
<tr>
<td>Sleep apnea</td>
<td>9 (15)</td>
</tr>
<tr>
<td>Depression</td>
<td>24 (39)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>23 (38)</td>
</tr>
</tbody>
</table>

*a* The national Area Deprivation Index is a community-level measure of social disadvantage based on a person’s 9-digit zip code [37,38].

*b* Some patients reported multiple pain locations.

*c* The Brief Resilience Scale is scored from 1 to 5, with higher scores representing greater resilience [30].

*d* Potential for change measures are scored from 0 to 100, and higher scores are favorable [39].

*e* Number of patients among the 46 patients who used any pain medication.

**Table 2.** Summary of mental and physical health scores measured by the Patient-Reported Outcomes Measurement Information System over the 2-month follow-up in patients who presented to an orthopedic clinic for a musculoskeletal condition, reported coexisting symptoms of depression and/or anxiety, and enrolled in a research study that provided access to a digital mental health intervention (Wysa).

<table>
<thead>
<tr>
<th>PROMIS® scores</th>
<th>Baseline (n=61), mean (SD)</th>
<th>2-month follow-up (n=51), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>58.1 (7.3)</td>
<td>54.7 (8.7)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>62.2 (5.9)</td>
<td>58.0 (7.8)</td>
</tr>
<tr>
<td>Pain interference</td>
<td>65.2 (6.5)</td>
<td>62.1 (7)</td>
</tr>
<tr>
<td>Physical function</td>
<td>35.9 (6.6)</td>
<td>39.5 (6.7)</td>
</tr>
</tbody>
</table>

*a* PROMIS: Patient-Reported Outcomes Measurement Information System.

**Table 3.** Demographic comparison of patients who presented to an orthopedic clinic for a musculoskeletal condition, reported coexisting symptoms of depression and/or anxiety, and enrolled versus those who did not enroll in a research study that provided access to a digital mental health intervention (Wysa) (N=208).

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Enrolled (n=61)</th>
<th>Did not enroll (n=147)</th>
<th>Between-group difference</th>
<th>Mean difference or % difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>53 (14)</td>
<td>56 (18)</td>
<td>3 (~2 to 8)</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>53 (87)</td>
<td>115 (78.2)</td>
<td>9 (~3 to 21)</td>
<td>.21</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.** Summary of engagement with a digital mental health intervention (Wysa) by patients who presented to an orthopedic clinic for a musculoskeletal condition and reported coexisting symptoms of depression and/or anxiety (N=61).

<table>
<thead>
<tr>
<th>Engagement metric</th>
<th>Median (IQR)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total interactions</td>
<td>18 (0-64)</td>
<td>0-544</td>
</tr>
<tr>
<td>Interactions with chatbot</td>
<td>9 (0-29)</td>
<td>0-181</td>
</tr>
<tr>
<td>Daily check-ins completed</td>
<td>2 (0-16)</td>
<td>0-81</td>
</tr>
<tr>
<td>Weekly reports viewed</td>
<td>0 (0-2)</td>
<td>0-14</td>
</tr>
<tr>
<td>Rewards unlocked</td>
<td>0 (0)</td>
<td>0-8</td>
</tr>
<tr>
<td>Text-based sessions with a human coach</td>
<td>0 (0-1)</td>
<td>0-12</td>
</tr>
<tr>
<td>Total messages to a human coach</td>
<td>0 (0-27)</td>
<td>0-382</td>
</tr>
</tbody>
</table>

**Effectiveness**

Compared to low Wysa users, high Wysa users reported greater improvement to a clinically meaningful degree in PROMIS Anxiety scores at the 2-month follow-up (between-group difference ~4.2 points, 95% CI ~8.1 to ~0.2; P=.04; Table 5). Between-group differences in 2-month improvements in PROMIS Depression (~3.2 points, 95% CI ~7.5 to 1.2; P=.15) and Pain Interference scores (~2.3 points, 95% CI ~6.3 to 1.7; P=.26) favored high Wysa users and met clinically meaningful
thresholds but did not meet statistical significance. In contrast, both groups reported clinically meaningful and statistically significant improvements in PROMIS Physical Function scores from baseline to 2 months \((P=.99)\), but there was no between-group difference in this domain (Figures 3-6).

Table 5. Summary of mental and physical health changes (measured by the Patient-Reported Outcomes Measurement Information System) across the 2-month follow-up in patients who presented to an orthopedic clinic for a musculoskeletal condition and reported coexisting symptoms of depression and anxiety subgrouped by frequency of use of a digital mental health intervention (Wysa).

<table>
<thead>
<tr>
<th>PROMIS(^a) domain</th>
<th>Baseline (n=61), mean (95% CI)</th>
<th>2-month follow-up (n=51)(^b), mean (95% CI)</th>
<th>Between-group change(^c)</th>
<th>Mean (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Within-group longitudinal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>change, mean (95% CI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2-month follow-up (n=51)(^b),</td>
<td>−3.2 (−7.5 to 1.2)</td>
<td>.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>mean (95% CI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PROMIS: Patient-Reported</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Outcomes Measurement System.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>High users(^d)</td>
<td>57.5 (54.5 to 60.4)</td>
<td>52.8 (49.9 to 55.8)</td>
<td>−4.7 (−7.5 to −1.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low users(^e)</td>
<td>58.7 (55.8 to 61.7)</td>
<td>57.3 (53.9 to 60.7)</td>
<td>−1.5 (−4.7 to 1.8)</td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td>−4.2 (−8.1 to −0.2)</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High users</td>
<td>62.1 (59.6 to 64.7)</td>
<td>56.6 (54.0 to 59.1)</td>
<td>−5.6 (−8.2 to −3.0)</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td>Low users</td>
<td>62.4 (59.8 to 64.9)</td>
<td>61.0 (58.0 to 63.9)</td>
<td>−1.4 (−4.4 to 1.6)</td>
<td>.26</td>
</tr>
<tr>
<td>Pain interference</td>
<td></td>
<td></td>
<td>−2.3 (−6.3 to 1.7)</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High users</td>
<td>64.5 (62.1 to 66.8)</td>
<td>60.6 (58.2 to 63.0)</td>
<td>−3.9 (−6.5 to −1.2)</td>
<td>.26</td>
</tr>
<tr>
<td></td>
<td>Low users</td>
<td>65.9 (63.5 to 68.3)</td>
<td>64.3 (61.6 to 67.1)</td>
<td>−1.5 (−4.6 to 1.5)</td>
<td>.26</td>
</tr>
<tr>
<td>Physical function</td>
<td></td>
<td></td>
<td>0.0 (−3.4 to 3.5)</td>
<td>.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
\(a\) PROMIS: Patient-Reported Outcomes Measurement Information System.

\(b\) The 2-month follow-up PROMIS measures were available for 30 high and 21 low Wysa users.

\(c\) Clinically meaningful effect sizes are defined as at least 3.2 points for PROMIS Depression, 3.0 points for Anxiety, 2.0 points for Pain Interference, and 2.2 points for Physical Function [34-36].

\(d\) There were 30 patients in the high Wysa use subgroup.

\(e\) There were 31 patients in the low Wysa use subgroup.
**Figure 3.** Mean longitudinal change in Patient-Reported Outcomes Measurement Information System (PROMIS) Depression scores over 2-month follow-up in patients who presented to an orthopedic clinic for a musculoskeletal condition, reported coexisting symptoms of depression and/or anxiety, and were high users (n=30, green circles) versus low users (n=31, blue triangles) of a digital mental health intervention (Wysa). Error bars represent standard errors.

**Figure 4.** Mean longitudinal change in Patient-Reported Outcomes Measurement Information System (PROMIS) Anxiety scores over 2-month follow-up in patients who presented to an orthopedic clinic for a musculoskeletal condition, reported coexisting symptoms of depression and/or anxiety, and were high users (n=30, green circles) versus low users (n=31, blue triangles) of a digital mental health intervention (Wysa). Error bars represent standard errors. Asterisk represents a statistically significant between-group difference in longitudinal score changes from baseline to 2-month follow-up ($P<.05$).
Figure 5. Mean longitudinal change in Patient-Reported Outcomes Measurement Information System (PROMIS) Pain Interference scores over 2-month follow-up in patients who presented to an orthopedic clinic for a musculoskeletal condition, reported coexisting symptoms of depression and/or anxiety, and were high users (n=30, green circles) versus low users (n=31, blue triangles) of a digital mental health intervention (Wysa). Error bars represent standard errors.

Figure 6. Mean longitudinal change in Patient-Reported Outcomes Measurement Information System (PROMIS) Physical Function scores over 2-month follow-up in patients who presented to an orthopedic clinic for a musculoskeletal condition, reported coexisting symptoms of depression and/or anxiety, and were high users (n=30, green circles) versus low users (n=31, blue triangles) of a digital mental health intervention (Wysa). Error bars represent standard errors.
Discussion

Principal Results

Intervention for mental health, which is a comorbidity that so often accompanies musculoskeletal pain, can improve both mental health- and pain-related impairment in patients who present to an orthopedic clinic for a musculoskeletal condition. To address mental health in the orthopedic setting, an acceptable, scalable, effective intervention must be available. In this pilot study, we investigated the feasibility and potential for effectiveness of delivering the digital mental health intervention Wysa in an orthopedic setting to patients with coexisting symptoms of depression and/or anxiety. The recruitment rate was 29.3% (61/208) across 6 orthopedic providers and the retention rate was 84% (51/61) with respect to completion of the 2-month outcome measures. Of the enrolled participants, 72% (44/61) engaged with Wysa at least once during the study period. Compared to low Wysa users, high Wysa users reported greater improvements by 4.2 points in PROMIS Anxiety scores at the 2-month follow-up. This difference is statistically significant ($P = .044$) and meets the predetermined threshold for clinical meaningfulness. Between-group differences in 2-month improvement also favored high Wysa users for PROMIS Depression (by 3.2 points) and PROMIS Pain Interference (by 2.3 points); these differences met clinically meaningful thresholds, but they did not meet statistical significance in this pilot feasibility study.

Implications

These findings suggest that a fully powered, randomized controlled trial is feasible and warranted to assess the clinical benefit of offering a digital mental health intervention in the context of orthopedic care for patients with coexisting symptoms of depression and/or anxiety. Engagement in our study was notably higher than digital health industry standards, which measure engagement on the order of days instead of weeks or months [40]. The high engagement rates and positive clinical findings in this study are consistent with those in a study of 10,000 participants by Bailey et al [41], in which people with chronic low back and/or knee pain were given a 12-week digital health intervention sponsored by their employers [41]. In that study, 73% of participants continued engagement with the program into the third month. We hypothesize that introducing a digital health intervention through a trusted resource such as a physician or employer may contribute to these higher engagement rates. Furthermore, if an orthopedic provider referred a patient to a digital mental health intervention as part of standard care (as opposed to a research study), we hypothesize that rates of onboarding to the intervention would be even greater than the enrollment rates we observed in this study. Patients who present to an orthopedic clinic for a musculoskeletal condition have demonstrated a willingness to engage with digital (physical) health interventions [42], and incorporation of digital mental health support is a logical next step to improving clinical outcomes in orthopedic care.

This line of study may also have implications for ambulatory care settings other than orthopedic clinics. We believe that clinical encounters related to chronic pain are a particularly opportune setting to address mental health because when patients understand that their physical pain experience is directly linked to their mental health, their desire to reduce pain becomes a tangible (and potentially nonstigmatizing) motivator for addressing mental health. This approach of inserting a mental health access point and resources could be applied to other frequently used ambulatory care settings that address chronic pain (eg, primary care, rheumatology, gastroenterology, headache clinics) [43], and it would create opportunities to provide mental health screening and intervention for patients with symptoms of depression and/or anxiety who might not have otherwise sought mental health treatment. In our experience, the orthopedic setting poses some especially challenging barriers to the discussion of mental health with patients, which include patients’ expectations regarding appropriate content to discuss during the clinic encounter and providers’ lack of training and possible lack of inherent interest or budgeted time to discuss mental health with patients. Therefore, evidence of the feasibility of delivering mental health intervention within the orthopedic setting is certainly encouraging for potential success in other ambulatory care settings that address chronic pain. Furthermore, although no coordination was made with patients’ established mental health care providers in this study (for those who were already receiving some form of mental health treatment), better care coordination and communication between nontraditional mental health “access points” (eg, within orthopedics and patients’ established mental health providers) should be focused on in the future.

Lessons Learned

During this feasibility study, we gained insight into participant recruitment and retention that we anticipate can be used to further improve these rates in a subsequent fully powered randomized controlled trial. Regarding participant recruitment, although every orthopedic provider that we approached was willing to assist in recruitment, it was clear that their comfort in initiating a conversation about mental health with patients varied widely. Providers who were initially less comfortable were receptive to brief training with short scripts that could be used during patient-provider discussions, and their comfort level subjectively improved through the recruitment period. The research coordinator’s conversation with patients also evolved during the study as she learned the language and content that were most acceptable and compelling to patients (ie, “this app is designed to help with stress and well-being” as opposed to “this is a mental health app”). We are pursuing further pilot work to obtain a more comprehensive understanding of (surgical and nonsurgical) orthopedic provider and patients’ needs regarding discussion of mental health in an orthopedic setting, both in a clinical and research context. This additional work will be essential to facilitate widespread patient engagement with a mental health intervention that is introduced in an orthopedic context.

Regarding participant retention, integration of phone call reminders improved the follow-up survey response rate compared to the use of email reminders alone. However, many participants were still hesitant to answer phone calls and voicemails were left when possible. For future trials, we plan...
to integrate SMS text messaging–based reminders as well. We will also compensate participants not for use of the intervention but for completion of each follow-up survey. We anticipate these protocol changes to further improve our recruitment and retention rates in subsequent trials.

**Strengths and Limitations**

The primary strength of this feasibility study is that to our knowledge, it is the first investigation to incorporate a digital mental health intervention into an orthopedic care setting. The primary limitation is that there was no true control arm because of a lack of available resources. To account for longitudinal improvements that may have resulted from the usual orthopedic care that patients received during the study period (eg, physical therapy, injections, pain medications), we compared high versus low users of Wysa in our preliminary effectiveness analysis. However, healthy participant bias could still have been present; that is, high Wysa users may have been more ready than low Wysa users to address their mental health, and the same phenomenon could have occurred between patients who chose to participate and those who did not participate in the study. Nevertheless, successful completion of this feasibility study suggests that at least some orthopedic patients are interested in receiving mental health intervention as a component of their orthopedic care.

**Generalizability**

While the study findings offer insight into important next steps for this research, the generalizability of the results of this current single-center study is somewhat limited. Collection of mental health screening measures is becoming more commonplace in orthopedic clinics, but it is still not performed universally [44], and collection of these measures may have facilitated the recruitment process for our study. Comfort level and success in discussing mental health in an orthopedic setting are also likely provider-dependent [12]. The recruitment of participants from among patients who presented to 6 providers at our specialty clinics that often address chronic pain warrants, and this approach of inserting mental health access points and resources into non–mental health ambulatory care settings could also be considered in primary care and other specialty clinics that often address chronic pain.
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Abstract

Background: Internet-based lifestyle programs are increasingly being used to deliver health behavior change interventions to survivors of cancer. However, little is known about website use in this population or its association with healthy lifestyle changes.

Objective: The aim of this study is to describe lifestyle intervention website use (log-ins, time on website, and page views) among survivors of cancer and patterns of use by participant characteristics. In addition, associations were explored between website use and changes in healthy lifestyle knowledge and practice.

Methods: A total of 35 survivors of cancer were recruited between August 2017 and 2018 to participate in a 2-week, single-arm pilot test of the SurvivorSHINE lifestyle intervention website. Knowledge and practices related to healthy diet and physical activity behaviors were measured at baseline and follow-up. Website use (eg, time spent on the website, frequency of log-ins, and page views) were collected from the SurvivorSHINE administrative site during the intervention period. Patterns of use were examined by participants’ gender and race. Correlations between website use and changes in healthy lifestyle knowledge, physical activity, diet, and weight were explored. Mann–Whitney U tests were used to compare demographic factors on website use.

Results: Participants logged into the SurvivorSHINE intervention website an average of 3.2 (SD 2) times over the 2-week period and spent a total average of 94 (SD 56) minutes viewing the website during the intervention. Examining website activity, 1905 page views were logged. The User Profile (344 page views) and Home sections (301 page views) were the most frequently visited components. No associations were observed between the frequency of log-ins or the total time on the website, improvements in knowledge related to healthy lifestyles, or changes in body weight or dietary intake. However, the total time on the website was positively correlated with improvements in accelerometer-measured physical activity (r=0.74; P=.02) and self-reported physical activity (r=0.35; P=.04).

Conclusions: Survivors of cancer demonstrated clear interest in a diet and exercise intervention website, as evidenced by their frequency of log-ins, page views on numerous features, and total viewing time. Moreover, increased website use was correlated with improvements in physical activity.

(JMIR Form Res 2022;6(2):e30974) doi:10.2196/30974
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Introduction

Background

Emerging evidence shows that web-delivered interventions can improve diet [1-3], physical activity [1-16], and weight management [10,17,18] in survivors of cancer [19-21]. Previous studies have reported positive associations between the lifestyle intervention website use by survivors of cancer and improvements in diet (ie, vegetable consumption) [2], physical activity (ie, aerobic and resistance-based) [13,22], and behavioral outcomes [3,23,24]. However, to date, most of these studies have been conducted predominantly on survivors of breast or prostate cancer who are White [25]. As survivors of cancer are growing in number and becoming more diverse by cancer type, age, and race [26], this study fills a critical research gap by investigating lifestyle intervention website use in a more heterogeneous sample in which racial minorities and various cancer types beyond the breast and prostate are represented. Moreover, cancer is a disease associated with aging; however, extant studies have primarily enrolled younger survivors of cancer [24,27]. Thus, conducting more web-delivered lifestyle interventions within an older and more diverse cancer survivor population provides a more thorough understanding of how to better design these interventions to engage survivors of a variety of cancers to make a larger impact.

Most survivors of cancer in the United States are older adults (>65 years), as the median age of cancer diagnosis in the United States is 66 years [28]. Although older adults have lagged behind younger adults in internet use in the past [29], more recent studies have found that older adults are the fastest-growing segment of internet users and the digital divide is closing [30]. However, disparities still exist among older adults with regard to internet use, with affluent, well-educated adults using the internet more than other subgroups [31]. However, initial concerns that internet-delivered interventions might not be appropriate for survivors of cancer, as most are older adults appear unfounded [29]. Questions remain about which segments of survivors are most suited for web-based healthy lifestyle interventions, how such programs work, and whether website use is associated with health benefits among survivors of cancer. Given the recent increases in survivors of cancer as well as technology adoption, a better understanding of healthy lifestyle website use patterns and outcomes among older survivors of cancer would help inform future optimization of the experience and related outcomes.

Objectives

The purpose of this research is to describe the use (log-ins, time on the website, and page views) of a web-based healthy lifestyle program, SurvivorSHINE [32], in a pilot study for adult survivors of cancer. Furthermore, we examined patterns of use by participant characteristics (gender and race) and associations between website use and changes in knowledge, body weight, diet, and physical activity. It was hypothesized that (1) upon log-in to SurvivorSHINE, survivors of cancer will visit key features, such as body weight, diet, and physical activity sections of the website, similar to use rates found in past studies with survivors of breast or prostate cancers who are predominantly White [19-21]; (2) survivors of cancer with higher website use will have greater improvements in healthy lifestyle knowledge, and exhibit changes in physical activity, diet quality, and weight, given positive associations between website use and behavior change (increased physical activity) in previous research [33]; and (3) survivors who are non-Hispanic White and men will have higher website use compared with survivors who are non-Hispanic Black and women, given Pew Research Center data indicating particularly high computer and internet use rates in these groups [34,35].

Methods

Research Design

Data for this study were collected from survivors of cancer participating in a single-arm pilot study of the SurvivorSHINE lifestyle intervention website. Initial findings have already supported feasibility, acceptability, and behavior change (improvements in physical activity, healthy lifestyle knowledge, etc) in response to SurvivorSHINE [32]. The current analyses focus on website metrics (time spent on websites, log-ins, and page visits) over the 2 weeks of use and their relationship with demographics at baseline and lifestyle factors (healthy lifestyle knowledge, body weight, diet, and physical activity) at baseline and after the intervention.

Participants

Participants were survivors of cancers with >80% 5-year survival (eg, cancers of the breast, prostate, and thyroid). The eligibility criteria were (1) non-Hispanic White and non-Hispanic Black adults, (2) residence within a 20-mile radius of the University of Alabama at Birmingham, (3) self-reported internet access and regular use, and (4) ability to speak and read English. Recruitment was completed using the following methods: (1) ascertaining patients with cancer from the University of Alabama at Birmingham Cancer Registry and sending a letter of invitation, (2) contacting local cancer survivor support groups and related community organizations, (3) local news advertisements, and (4) word of mouth.

Protocol Overview

Participants completed the assessments (anthropometrics, healthy lifestyle knowledge, and current physical activity and dietary practices) in person with study staff, whereas screening was conducted by telephone. Participants were then given access to the SurvivorSHINE website and encouraged to review and use all of its components (ie, update user profile and visit different sections of the website) as frequently as possible (ideally, daily) over the 2-week website use period. Participants were instructed to create a profile using a username or personal email along with a password. Moreover, they were directed to
access the website via their personal profiles each time. At the completion of the intervention period, participants completed follow-up assessments and exit interviews in person [32]. Full details of the trial design, participants, protocol, measures, and intervention are described in a previous report [32] but are briefly outlined below.

Intervention Website
SurvivorSHINE is a theoretically-driven (social cognitive theory) [32], web-delivered intervention promoting physical activity, a healthy diet, and weight management among survivors of cancer. SurvivorSHINE was largely adapted from the written materials that were used in the Reach-out to Enhance Wellness intervention, which demonstrated proven efficacy in improving diet quality and physical activity, as well as body weight and physical functioning among 641 older survivors of cancer [36].

The website was designed using input obtained from 4 sets of focus groups stratified by gender (male or female) and race (White or Black) [32]. It includes six main sections: My Profile, Home Page, Healthy Weight, Healthy Eating, Exercise, and News You Can Use. For this study, users created an account and entered data on their demographics and cancer type in the My Profile section to guide the personal tailoring of the diet, weight management, and exercise information. Direct links for the Healthy Eating, Healthy Weight, Exercise, and News You Can Use sections of the website were provided on the Home Page. The Healthy Eating section generated personalized feedback on the users’ diet and information on a healthy diet, fast food, serving sizes, and tips to promote healthy eating behavior. Moreover, specific guidance was given to diet-related domains that corresponded with the American Cancer Society guidelines for survivors of cancer [37] and encouraged to achieve the following dietary goals for vegetables and fruits (5 daily servings), whole grains (≥50% of grain consumption), added sugar (≤6 teaspoon per day for women and ≤9 teaspoon per day for men), red and processed meat (<0.51 kg per week), saturated fat (<10% of total calories), and alcohol consumption (to achieve an eventual goal of ≤1 drink per day for women and ≤2 drinks per day for men).

Individualized feedback was also provided in the Exercise section based on the physical activity information users entered in their profile. More specifically, participants were provided with tailored recommendations based on physical activity information input in the user profile. Incremental increases in the frequency and duration of endurance exercise resulted in a net increase of 30 minutes per week (ie, 150 minutes per week) and frequency of strength training (ie, 2-3 times per week) to meet the American Cancer Society guidelines for survivors of cancer [33]. Moreover, this section highlights leg strengthening exercises, the benefits of exercise, the use of pedometers and accelerometers, the importance of setting SMART (specific, measurable, attainable, relevant, and timely) goals [38], and a calorie burning guide. Feedback on users’ weight was provided in the Healthy Weight section, which featured a BMI calculator, calorie calculator, and sample meal plans. Finally, easy-to-read summaries of recent cancer-related healthy lifestyle research were provided in the News You Can Use section; this section was highly endorsed by focus group participants [32].

Measures
Demographic information assessed at baseline included age, gender, race or ethnicity, the highest level of educational attainment, marital status, current employment, and income. Healthy lifestyle knowledge, physical activity, diet, and weight were measured at baseline and follow-up. Survivors’ healthy lifestyle knowledge was evaluated using a 10-item questionnaire about the American Cancer Society recommendations for diet, physical activity, and weight management [32]. Physical activity was assessed subjectively using the Godin Leisure-Time Exercise Questionnaire and assessed objectively using an accelerometer [39]. The Godin Leisure-Time Exercise Questionnaire has acceptable reliability, internal consistency, and similar validity with other objective measures of physical activity levels [40-42]. ActiGraph accelerometers (ActiGraph GT3X+) were used to collect objective measures of physical activity and have been validated using heart rate telemetry [43] and total energy expenditure [44]. The ActiGraph protocol used has been previously reported [32]; in brief, the minimum threshold for moderate intensity was set at 1952 counts per minute [45]. In addition, the minimum valid wear time was set at 4 days for at least 600 minutes of wear. The Automated Self-Administered 24-Hour Dietary Assessment, a validated web-based tool [46], was used to capture dietary recalls for 2 days, including 1 weekday and 1 weekend day. The Automated Self-Administered 24-Hour Dietary Assessment tool generates a nutrient analysis of beverages and food consumed with variables of interest, including total kilocalories, total fat, saturated fat, added sugar, alcohol, and servings of vegetables and fruits, whole grains, and red meat. Weight was measured without shoes and in light clothing using the Health O Meter Floor Scale (894KLTEA).

Website use was measured by use statistics of time spent on the website, frequency of log-ins, and page views. Log-ins, or the number of times a user signs in, were collected each time a user signed in using a username or email address and password. Page views, or the number of times a user visits a page of the website, were determined based on website logs that indicated pages users visited (eg, navigating to the Healthy Eating section of the website required users to visit a specific link). Website use data and logs were obtained from the administrative site of SurvivorSHINE, which contained time-stamped activity records for participant accounts (eg, participant 27 clicked the Healthy Eating section at 2:34 PM on December 15, 2019) [32]. The website use data were connected to trial participants through website usernames and passwords associated with each study identifier. Although the website was publicly available, only website use data connected to actual trial participants were included in the analyses.

Data Collection and Analyses
Although this study was exploratory, power calculations suggest that given a sample size of 35, this study has 99% power to detect strong correlations of 0.7 and 68.1% power to detect moderate correlations of 0.4. Power analyses were computed using SAS (version 9.4; SAS Institute Inc). The analyses included descriptive statistics and frequencies of website use. Owing to the nonnormality of data and small sample size,
Spearman rank correlations examined the relationships between website use and healthy behavior knowledge, as well as behavior change (physical activity, dietary intake, and weight). Mann–Whitney U tests were used to compare demographic factors on website use. All analyses were performed using SPSS (version 25; IBM Corp). For this study, data from participants who completed both baseline and follow-up measures were included (35/41, 85%).

**Ethical Considerations**

The protocol was approved by the University of Alabama at Birmingham Institutional Review Board (IRB-140428003), and signed informed consent was obtained from all participants.

**Results**

**Participants**

The participants were survivors of many types of cancers, but breast and prostate cancers were the most common diagnoses. The average age of the sample was 62.1 (SD 11.9) years, and most were women (19/35, 54%), non-Hispanic White (22/35, 63%), married (24/35, 69%), and retired (19/35, 54%). Income and educational levels were higher than state averages, with more than half of the sample reporting annual household incomes surpassing US $50,536 and baccalaureate or higher degrees [47] (Table 1).
Table 1. Sample characteristics (N=35).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>62.1 (11.9)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>19 (54)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>13 (37)</td>
</tr>
<tr>
<td>White</td>
<td>22 (63)</td>
</tr>
<tr>
<td><strong>Cancer type(^a), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>16 (46)</td>
</tr>
<tr>
<td>Prostate</td>
<td>12 (34)</td>
</tr>
<tr>
<td>Myeloma</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Skin</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Thyroid</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Head and neck</td>
<td>2 (6)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married or civil union</td>
<td>24 (69)</td>
</tr>
<tr>
<td>Widowed</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Single, never married</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Divorced</td>
<td>3 (9)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High-school degree of equivalent (eg, General Educational Development)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Some college but no degree</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>8 (23)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>11 (31)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>8 (23)</td>
</tr>
<tr>
<td><strong>Income (US $), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>(\leq 49,999)</td>
<td>13 (37)</td>
</tr>
<tr>
<td>50,000-124,999</td>
<td>10 (29)</td>
</tr>
<tr>
<td>(\geq 125,000)</td>
<td>9 (26)</td>
</tr>
<tr>
<td>Refused</td>
<td>3 (9)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed, working full-time</td>
<td>9 (26)</td>
</tr>
<tr>
<td>Employed, working part-time</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Disabled, not able to work</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Retired</td>
<td>19 (54)</td>
</tr>
</tbody>
</table>

\(^a\)Participants may select multiple cancers.

**Intervention Website Use**

On average, participants logged 3.2 (SD 2) times and spent an average of 31 (SD 16) minutes per log-in. Thus, the total time spent on the website during the 2-week period was 94 (SD 56) minutes. On average, users visited 1905 different areas of the website, as evidenced by the 1905 page views (Table 2). Over the 2-week period, page views ranged from 2 to 153 page views per user. Participants averaged a total of 57.7 (SD 30.7) page views per person and 20 (SD 10.2) page views per log-in. Overall, the initial User Profile (344 page views) and the Home sections (301 page views) were the most visited components of SurvivorSHINE (Table 2, column 2). The News You Can Use section was the least visited section with only 91 overall total page views. When these data were examined at the individual level (page views per user), a more thorough website exploration was found. For example, participants also frequently viewed
the Healthy Eating, Healthy Weight, Exercise, and News You Can Use sections (32 user page views; Table 2, column 3). Overall, participants spent the most time on the User Profile section updating personal exercise, weight, and eating information (62,912 seconds). On average, the most time per participant was spent on the User Profile (mean 183 seconds, SD 173 seconds), in the Healthy Weight section viewing sample meal plans (mean 110 seconds, SD 96.3 seconds), and learning about accelerometers and pedometers in the Exercise section (mean 89 seconds, SD 71.2 seconds).

<table>
<thead>
<tr>
<th>SurvivorSHINE website component</th>
<th>Total page views (page views + total page views; N=1905), n (%)</th>
<th>User page views (page views + total users; N=35), n (%)</th>
<th>Page views per user, median (IQR)</th>
<th>Total time spent on component in seconds, n</th>
<th>Average time spent on component per user in seconds (total time on component ÷ total users; N=35), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>User profile</td>
<td>344 (18)</td>
<td>32 (97)</td>
<td>8 (9)</td>
<td>62,912</td>
<td>183 (173)</td>
</tr>
<tr>
<td>Home</td>
<td>301 (16)</td>
<td>31 (94)</td>
<td>9 (7)</td>
<td>9237</td>
<td>31 (33.1)</td>
</tr>
<tr>
<td><strong>Healthy eating</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vegetables and fruits</td>
<td>196 (10)</td>
<td>32 (97)</td>
<td>4 (6)</td>
<td>8972</td>
<td>46 (44.6)</td>
</tr>
<tr>
<td>Benefits of a healthy diet</td>
<td>51 (3)</td>
<td>15 (46)</td>
<td>1 (0)</td>
<td>861</td>
<td>32 (21.2)</td>
</tr>
<tr>
<td>Fats and fast food</td>
<td>26 (1)</td>
<td>16 (49)</td>
<td>2 (0)</td>
<td>1135</td>
<td>44 (41.1)</td>
</tr>
<tr>
<td>Sugar</td>
<td>24 (1)</td>
<td>17 (52)</td>
<td>1 (1)</td>
<td>1304</td>
<td>54 (16)</td>
</tr>
<tr>
<td>Meat</td>
<td>21 (1)</td>
<td>19 (58)</td>
<td>1 (1)</td>
<td>1084</td>
<td>52 (24.2)</td>
</tr>
<tr>
<td>Whole grains</td>
<td>14 (0.7)</td>
<td>12 (36)</td>
<td>1 (0)</td>
<td>685</td>
<td>49 (34.3)</td>
</tr>
<tr>
<td>Alcohol</td>
<td>10 (0.5)</td>
<td>9 (27)</td>
<td>1 (0)</td>
<td>418</td>
<td>42 (34)</td>
</tr>
<tr>
<td><strong>Healthy weight</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calorie calculator</td>
<td>192 (10)</td>
<td>32 (97)</td>
<td>6 (5)</td>
<td>6383</td>
<td>33 (68.1)</td>
</tr>
<tr>
<td>BMI calculator</td>
<td>54 (3)</td>
<td>25 (76)</td>
<td>2 (1)</td>
<td>2160</td>
<td>40 (24.4)</td>
</tr>
<tr>
<td>Sample meal plans</td>
<td>47 (3)</td>
<td>25 (76)</td>
<td>2 (1)</td>
<td>4142</td>
<td>86 (199)</td>
</tr>
<tr>
<td>Benefits of healthy weight</td>
<td>39 (2)</td>
<td>18 (55)</td>
<td>3 (1)</td>
<td>4286</td>
<td>110 (96.3)</td>
</tr>
<tr>
<td>Common questions</td>
<td>31 (2)</td>
<td>16 (49)</td>
<td>2 (0)</td>
<td>1276</td>
<td>41 (28)</td>
</tr>
<tr>
<td><strong>Exercise</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resistance training exercises</td>
<td>124 (7)</td>
<td>32 (97)</td>
<td>3 (4)</td>
<td>6717</td>
<td>54 (63)</td>
</tr>
<tr>
<td>Benefits of exercise</td>
<td>38 (2)</td>
<td>23 (70)</td>
<td>2 (1)</td>
<td>1399</td>
<td>37 (23)</td>
</tr>
<tr>
<td>Calorie burning guide</td>
<td>29 (2)</td>
<td>18 (55)</td>
<td>1 (1)</td>
<td>1276</td>
<td>41 (28)</td>
</tr>
<tr>
<td>Accelerometers and pedometers</td>
<td>28 (2)</td>
<td>19 (58)</td>
<td>1 (1)</td>
<td>980</td>
<td>35 (14)</td>
</tr>
<tr>
<td>SMART goals</td>
<td>28 (2)</td>
<td>21 (64)</td>
<td>1 (1)</td>
<td>2490</td>
<td>89 (71.2)</td>
</tr>
<tr>
<td><strong>News you can use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>27 (1)</td>
<td>20 (61)</td>
<td>1 (1)</td>
<td>873</td>
<td>32 (14)</td>
</tr>
<tr>
<td>News you can use</td>
<td>91 (5)</td>
<td>32 (97)</td>
<td>2 (3)</td>
<td>6984</td>
<td>77 (67.1)</td>
</tr>
</tbody>
</table>

SMART: specific, measurable, attainable, relevant, and timely.

**Behavior and Use Patterns**

Survivors who are men and non-Hispanic White spent relatively more time on the website than survivors who are women and non-Hispanic Black. However, the time spent on SurvivorSHINE and website page views did not significantly differ by race or gender (Table 3). The frequency of log-ins was also not significantly different by subgroup; however, survivors who are non-Hispanic White had somewhat more log-ins than survivors who are non-Hispanic Black ($P=.06$). The total time spent on the website was positively and significantly correlated with changes in self-reported and measured physical activity (Table 4). The frequency of log-ins was correlated with changes in measured physical activity but not self-reported. The total time on the website, frequency of log-ins, and page views were not correlated with changes in healthy lifestyle knowledge, weight, and diet.
Table 3. Mean rank log-ins, page views, and total time spent on SurvivorSHINE website by race and gender.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Female (n=17)</th>
<th>Male (n=16)</th>
<th>Mann–Whitney U test</th>
<th>Black (n=13)</th>
<th>White (n=20)</th>
<th>Mann–Whitney U test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Z value</td>
<td>P value</td>
<td>Z value</td>
<td>P value</td>
<td>Z value</td>
<td>P value</td>
</tr>
<tr>
<td>Page views</td>
<td>16.5</td>
<td>17.6</td>
<td>0.32</td>
<td>.76</td>
<td>14.2</td>
<td>18.8</td>
</tr>
<tr>
<td>Log-ins</td>
<td>16</td>
<td>18.1</td>
<td>0.65</td>
<td>.53</td>
<td>13.1</td>
<td>19.6</td>
</tr>
<tr>
<td>Total time (minutes)</td>
<td>16.8</td>
<td>17.2</td>
<td>0.11</td>
<td>.93</td>
<td>14.7</td>
<td>18.5</td>
</tr>
</tbody>
</table>

Table 4. The correlation between website use and posttest diet, exercise, and healthy lifestyle knowledge measures.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Total time</th>
<th>Log-ins</th>
<th>Page views</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>rs</td>
<td>P value</td>
<td>rs</td>
</tr>
<tr>
<td>Physical activity (measured)</td>
<td>0.73</td>
<td>.02</td>
<td>0.73</td>
</tr>
<tr>
<td>Physical activity (self-reported)</td>
<td>−0.35</td>
<td>.049</td>
<td>−0.15</td>
</tr>
<tr>
<td>Knowledge</td>
<td>0.04</td>
<td>.81</td>
<td>0.08</td>
</tr>
<tr>
<td>Weight</td>
<td>0.15</td>
<td>.39</td>
<td>−0.01</td>
</tr>
<tr>
<td>Diet</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total kilocalories</td>
<td>0.03</td>
<td>.90</td>
<td>0.11</td>
</tr>
<tr>
<td>Saturated fat</td>
<td>0.07</td>
<td>.76</td>
<td>0.16</td>
</tr>
<tr>
<td>Meat</td>
<td>−0.11</td>
<td>.62</td>
<td>0.10</td>
</tr>
<tr>
<td>Alcohol</td>
<td>−0.06</td>
<td>.80</td>
<td>−0.07</td>
</tr>
<tr>
<td>Fruit</td>
<td>0.17</td>
<td>.46</td>
<td>0.16</td>
</tr>
<tr>
<td>Vegetables</td>
<td>−0.001</td>
<td>.99</td>
<td>−0.21</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Overall, these findings indicate that survivors of cancer are willing to use and devote time to a healthy lifestyle website intervention. During the intervention, participants logged onto the SurvivorSHINE intervention website an average of 3.2 times and spent an average of 94 minutes viewing the website content over the 2-week intervention period. The User Profile and Home sections were the most visited components of the website. Our results found a positive correlation between the total time on the website and improvements in accelerometer-measured physical activity and self-reported physical activity. No other associations were observed between website use and improvements in knowledge related to healthy lifestyles, body weight, or dietary intake.

The frequency of website log-ins (an average of 3 times over 2 weeks, 1.5 log-ins per week) is consistent with other web-based lifestyle interventions among survivors of cancer and is comparable with the 5.3 times over 6 weeks reported by Bantum et al [4] and 10.3 times over 9 weeks reported by Forbes et al [5] (ie, approximately 1 log-in per week). The study participants also spent an average of 31 minutes per log-in while visiting the SurvivorSHINE website, which is more than the 12 and 11.3 minutes per log-in reported by 2 other healthy lifestyle interventions for survivors of breast cancer [13,22]. The survivors of cancer in this study were highly motivated to use the SurvivorSHINE website likely for its tailored, easy-to-read, and readily accessible healthy lifestyle information and resources [32].

This study also highlights web content on healthy lifestyle behaviors that may be most appealing to the survivors. The user profile was the most visited (number of page views and time spent) component of the website. We speculate that this was the most visited component as participants were encouraged to frequently update their user profile to ensure relevant tailored feedback and information on diet, exercise, and weight loss were received [32]. Comparably, Chen et al [48] reported the most frequently visited page among survivors of breast cancer was setting goals where users received personalized feedback based on individual goals and activities. Of the Healthy Eating, Healthy Weight, and Exercise sections, participants spent the most time in the Healthy Eating section. Moreover, the Healthy Eating section was the most visited lifestyle section of the website; however, changes in diet, as noted in a previous report, were fairly minimal [32], as were changes in weight. However, it must be borne in mind that the study period was only 2 weeks in duration; thus, the ~0.3 kg change in body weight noted in the previous report may be clinically significant but did not produce a statistically significant correlation with website use. Similarly, changes in dietary intake may not correlate highly with website use, as the 2-week study period may not have allowed enough time to purchase healthier foods, such as fruits and vegetables, and procure substitutes for red meat. However, despite the Exercise section being the least visited of the 3 main health behavior change sections of the website, significant
improvements in physical activity were noted as well as significant correlations with website use.

The duration and frequency of the log-ins were positively associated with increased physical activity. Therefore, survivors of cancer who frequently logged on and spent substantial time on SurvivorSHINE were more physically active. Similar associations between website use and increased physical activity have also been reported in previous studies of older adults and Latinas. For example, a previous randomized controlled trial examining a web-based intervention to promote physical activity in sedentary older adults [49] found that higher levels of program use (website visits and total time) were associated with greater changes in physical activity [33,49]. Moreover, a recent web-based computer-tailored physical activity trial in older survivors of prostate cancer reported that increased engagement in the physical activity web component was associated with a higher level of moderate to vigorous intensity physical activity at follow-up [50]. Although this study corroborates and extends past findings to survivors of cancer, further investigation of website components that promote healthy lifestyle behaviors among survivors of cancer is needed in a larger population to learn more about the roles of diet and weight components.

This study also sheds light on the subgroups of survivors of cancer who might be more engaged in web-based approaches. The frequency of log-ins, time on the website, and page views did not significantly differ by race and gender, which supports the accessibility and utility of eHealth tools for diverse populations and allays concerns regarding digital divide. However, although a past review found that samples for past web-based lifestyle intervention studies for survivors of cancer were comprised mostly of non-Hispanic White women [21], trends in the current data suggested slightly greater time spent on website and page views in this group; such programs may be particularly appealing to non-Hispanic White women. Although there is limited research on web-based physical activity intervention usability in relation to race and gender, a review of web-based lifestyle interventions among survivors of cancer found that most of the participants in studies that recruited various cancer types were non-Hispanic White and women [21]. This is similar to the usability trend found in this study, suggesting that non-Hispanic White women frequently participate in web-based interventions and may be particularly interested in such programs. Thus, further investigation on how to make the website more relevant to survivors of cancer who are men and non-White may be necessary, especially given the association between website use and behavior change.

Strengths and Limitations

Although minority representation among survivors of cancer was a strength of this study, the sample was still predominately affluent and well educated, which limits the generalizability of these findings to other survivor groups. Another primary weakness was the number of tests conducted and the high probability of a type 1 error. An additional limitation was the possibility that participants could have created more than one account. In fact, 1 participant had 2 accounts (one where they registered with their work email and another account registered with their personal email) but was taken into account, which also could lead to inaccuracies in website use recordings. Moreover, inaccuracies in metrics of time spent on the website could have occurred in situations where users walked away from the computer or navigated to other websites while still logged into their SurvivorSHINE account. However, the available analytics were helpful in providing a rough estimate of website use for this study. Finally, this study was brief in duration and had a small sample size.

As for future directions, findings from this study need to be replicated and further examined in larger, longer-term studies. Qualitative research should be conducted to examine factors that influence the number of log-ins, time spent on the overall website, and specific features of web-based lifestyle interventions for survivors of cancer (eg, determining why the Healthy Eating section was visited more than the Exercise section).

Conclusions

The findings of this study provide insights into how survivors of cancer use web-based healthy lifestyle interventions. Diet content was popular, whereas exercise was less so, but perhaps more helpful, as analyses suggest that internet-delivered lifestyle program use was positively associated with increases in physical activity within this population. Website use and patterns were similar across demographic factors, which is promising for the potential reach of web-based lifestyle interventions for various segments of survivors of cancer.
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Abstract

Background: Evidence from a variety of studies link mobile phone use with an increase in mental health problems, with the situation being particularly prevalent in China and exacerbated by the COVID-19 quarantine.

Objective: This study aims to reveal underlying connections between mobile phone use and mental disorders of adolescents, and to develop a theory to help parents and counseling psychologists better understand and intervene in future cases.

Methods: A total of 37 teenagers having both mental health and mobile phone use problems, along with their parents, were included for individual interviews. These interviews were transcribed, coded, and analyzed using qualitative methods of grounded theory.

Results: The grades-ranking-first mentality is one of the main factors causing problems such as defective family bonding and peer influences, pushing teenagers with mental disorders to seek comfort in the virtual world through their cellphones.

Conclusions: The idea proposed in this study is not only inspiring for psychological counseling and therapy on adolescents with mental problems but also beneficial for school educators and parents to better understand the adolescents. The findings of the study are also particularly noteworthy in the postpandemic age, where parents whose work locations and schedules are substantially affected due to any emergencies should try to build a relaxing and cozy atmosphere at home to avoid possible conflicts with adolescents.

(JMIR Form Res 2022;6(2):e31089) doi:10.2196/31089
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Introduction

Mental health problems have become prevalent among children and adolescents globally, with research estimating 11.3% to 15.9% of those aged 6-18 years [1] and 31% of those aged 10-19 years [2] being affected. According to the World Health Organization [3], depression has become one of the leading causes of mental illness and disability among young people, accounting for 16% of all illnesses and injuries among adolescents. Research also suggests that half of adult mental health disorders begin at age 14 years, but most cases go undetected or untreated [4], casting a profound and longstanding impact on individuals and societies.

On the other hand, evidence from a variety of studies links mobile phone use with an increase in mental distress, self-injurious behaviors, and suicidality among teenagers [5,6]. The situation is particularly prevalent in China, due to large groups of adolescents with extensive mobile phone use [7,8].
compared with other Asian countries like Korea [9] and India [10]. Limited research speculates that the rate of smartphone addiction among adolescents is around 30% in China [11] and that the rate of mobile phone use problems may be even higher [12]. Studies have indicated that Chinese adolescents with attention problems are more likely to have problematic mobile phone use [13]; other characteristics of the population include irrational procrastination and less physical activities [14]. Despite an increasing number of research investigating mobile phone use–related adolescent mental illness cases [15,16], the underlying causes of the problem remain unclear. Possible causes include low reward dependence, low self-esteem, low family function [17], and necessary mobile phone use required by occupation [18].

On the other hand, the stigmas associated with mental disorders prevent children and adolescents from expressing their distress and seeking help directly from others [19]. Even when they do so, Chinese adolescents are more likely to seek help from nonprofessionals (relatives and family members) rather than paying a visit to a psychiatrist or therapist [20]. Moreover, high school students with depression and suicidal ideation mainly seek help from friends and parents, and the rate of seeking help from mental health professionals is very low (about 1%). In fact, 30% of students do not seek help at all when they encounter psychological problems [21]. Additionally, visitors to psychological clinics in China tend to be resistant to participating in studies for ethical and privacy concerns [22], such as the fear of having medical records indicating visits to a mental clinic or private information leaking. Thus, the existing research literature is quite limited.

Having online courses during China’s COVID-19 lockdown increased teenager mobile phone use and time spent with parents significantly, which intensified the conflicts within the family [23,24]. The latest research has indicated the loneliness and desire to escape from reality have added to their cell phone and social media use [25]. COVID-19 also prompted additional factors that may have intensified family conflicts: limited physical exercises, restricted social activities, and significant environmental changes [26,27]. These factors have noticeably contributed to the increase of adolescent visits to psychiatric clinics.

This study, therefore, aims to reveal some underlying connections between mobile phone use and mental disorders of adolescents, and to develop a theory to help parents and counseling psychologists better understand and intervene in future cases.

**Methods**

**Study Design**

Given the exploratory nature of the inquiry and the limited existing evidence base, we adopted the grounded theory (GT) approach to analyze the social process of mental disorder development among adolescents with mobile phone use problems. The study was conducted from August to December 2020 at a psychological clinic in Dalian Municipal Central Hospital [28], a top teaching hospital with the largest psychological clinic, providing over half of the psychotherapy services in Dalian City. The GT techniques of the constant comparison method and theoretical sensitivity were used throughout the study process, ensuring that the developing codes and theories remain grounded in the data.

**Ethics Approval**

Approval of the study was obtained from the Ethical Committee of the Dalian Municipal Central Hospital.

**Recruitment and Sampling**

Purposive sampling was used to target a group of participants reflecting a range of adolescents’ characteristics and backgrounds [29]. All visitors were given flyers about the study, and those interested were screened according to preset criteria. Those who met the criteria then gave consent that their conversations with the psychologists would be transcribed into verbatim transcripts for research purposes. Since the vast majority of participants were minors, they were usually accompanied by guardians. The guardians would also sign the informed consent, and then the parents would leave after giving a brief explanation of the adolescent’s situation. In special circumstances (eg, when parents or adolescents expressed strong interest to do the interview together or if the adolescent was too young to articulate themselves fluently), the doctor would allow parents to join the interview.

The selection criteria are as follows. We included adolescents aged 10-19 years, with serious mobile phone use problems (defined as they spontaneously talked about their mobile phone use issues and complained about the conflicts with their parents on mobile phone use). We excluded the participant if the doctor considered them unsuitable for the study or the mobile phone use was not salient enough. We also excluded participants with schizophrenia, major depression associated with suicidal thoughts and behaviors, and encephalitis and other organic diseases accompanied by mental disorders.

**Data Collection**

After completing the consent form, participants were interviewed, followed by a formal psychotherapy 1 to 2 days later. Individual interviews were conducted using a structured guide, and consensus was obtained for each interview [30]. The guide was designed by the corresponding authors (BG and ZL) using the Delphi methods (see Multimedia Appendix 1). All disagreements and conflicts were resolved by the involvement of third-party experts in psychiatry and qualitative research. In actual practice, questions were not entirely constrained by the guide and could be modified as needed. Interviewers are experienced psychological therapists who had training in conducting structured interviews.

All interviews were conducted in Mandarin and each lasted about 45 minutes. After the interview, the researchers transcribed the interview into verbatim transcripts immediately with necessary notes of facial expressions, movements, and emotional reactions that may assist the analysis. Parents accompanying participants were also interviewed, and their statements were recorded as supplementary data. After each verbatim script was...
analyzed, the next interview was adjusted accordingly to reach thematic saturation.

**Data Analysis**

Data analysis was initiated as soon as the first verbatim transcription was completed to avoid recalling bias. The first authors (ZS and Y Zhou) completed initial line-by-line coding of interview transcripts using gerunds to identify facial expressions and other body languages of interviewees noted by the doctors (eg, crying or wiping tears). Two separate researchers (ZS and Y Zhang) completed the open coding, selective coding, and theoretical coding under the supervision of the corresponding authors (BG and ZL) to ensure rigor and interconnectedness among concepts, themes, and categories [31]. From there, we were able to develop a robust description of categories with nuanced properties (See Figure 1 and Textbox 1).

**Figure 1.** Depiction of the grades-ranking-first mentality system.

**Textbox 1.** Categories and themes of the participants with mobile phone use issues.

**Grades-ranking-first mentality**
- Emotional bonding defect (both parents and children)
  - Limited communication centered on academic performance
  - Significant family investment in education
  - Childhood trauma like neglect and negation
- Peer influence (children)
  - Lower threshold for a sense of achievement
  - Tougher lessons and fiercer competition
  - Distorted extracurricular comparisons
  - Mobile phone endowed with special meanings
- Comforting tool (children)
  - Escape from academic study
  - Lower threshold for a sense of achievement
  - Challenges on adapting to online learning
- Other (mixed, see below)
  - Tense family relationship (both parents and children)
  - Reforming ego (children)
Results

Participant Demographics
We had a sample of 37 participants, all living in Dalian City (see Table 1). All reported problems in emotion control or difficulty in an academic study recently and thus are seeking counseling and psychotherapy. Most participants were female (n=28, 76%), and the average age was 14.86 years, with nearly 90% coming from middle or high school.
Table 1. Demographic characteristics of participants.

<table>
<thead>
<tr>
<th></th>
<th>Participants (N=37)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9 (24)</td>
</tr>
<tr>
<td>Female</td>
<td>28 (76)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>14.86 (1.77)</td>
</tr>
<tr>
<td><strong>Grade, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Middle 1</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Middle 2</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Middle 3</td>
<td>9 (24)</td>
</tr>
<tr>
<td>Senior 1</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Senior 2</td>
<td>7 (19)</td>
</tr>
<tr>
<td>Senior 3</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Freshman</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Sophomore</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Drop out*</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Reference to the clinic, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Myself</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Mother</td>
<td>21 (57)</td>
</tr>
<tr>
<td>Father</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Teacher</td>
<td>6 (16)</td>
</tr>
<tr>
<td>Grandma</td>
<td>1 (11)</td>
</tr>
<tr>
<td><strong>Symptom duration/month, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;12 months</td>
<td>13 (35)</td>
</tr>
<tr>
<td>12-24 months</td>
<td>11 (30)</td>
</tr>
<tr>
<td>24-36 months</td>
<td>4 (11)</td>
</tr>
<tr>
<td>&gt;36 months</td>
<td>9 (24)</td>
</tr>
<tr>
<td><strong>Long-term absence of parent, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>26 (70)</td>
</tr>
<tr>
<td>No</td>
<td>11 (30)</td>
</tr>
<tr>
<td><strong>Only child, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>25 (68)</td>
</tr>
<tr>
<td>No</td>
<td>12 (32)</td>
</tr>
<tr>
<td><strong>School bullying, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22 (59)</td>
</tr>
<tr>
<td>No</td>
<td>15 (41)</td>
</tr>
<tr>
<td><strong>Corporal punishment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>19 (51)</td>
</tr>
<tr>
<td>No</td>
<td>18 (49)</td>
</tr>
<tr>
<td><strong>Self-harm, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13 (35)</td>
</tr>
<tr>
<td>No</td>
<td>24 (65)</td>
</tr>
</tbody>
</table>
Core Category—Grades-Ranking-First Mentality
Mainstream cultural values and social environment have profoundly shaped the thoughts of parents and teachers, eventually influencing adolescents themselves. The idea of linking school performance with career and personal achievements forms an important part of Chinese traditional values. Every Chinese student is expected by their parents and teachers to get higher grades and superior rankings, as it is considered the only way for them to obtain higher education qualifications and seize more career development opportunities. Many Chinese adolescents are thus raised to study diligently and consider nothing but obtaining higher grades. However, when adolescents eventually encounter more real-life challenges, many became frustrated, self-doubted, and even developed mental disorders, which would bring them to counseling clinics.

Subcategory—Emotional Bonding Defect
We found that our participants have relatively weak bonding with their parents. There appeared to be little parental involvement during childhood for most of the participants, and some were taken care of entirely by their grandparents before school age, which leads to growing gaps in mutual understanding. Additionally, their neglect and frequent criticism during childhood diminished the children’s self-esteem and confidence, and continued to influence them throughout adolescence.

Limited Communication Centered on Academic Performance
We found that most participants have busy parents who spent the most time at work. When asked about why they spent so little time with their children, the parents usually responded that they were busy earning money to support their family and pay for their children’s education. A father said:

> It is only for this family that I have worked so hard. I have spent all my time making money to pay for her education! That’s why I’m so anxious when her grades drop.

Another father said:

> When I come home, he is usually asleep, or ready to go to sleep, so we barely talk. I don’t know him well, so the only thing I can ask about is his school life.

On the other hand, the adolescents found that communication with their parents to be difficult. A senior high school boy said:

> When I get home, I just want to relax by myself, yet my parents wouldn’t leave me alone. I am really sick of them asking “how was school today!”

Significant Family Investment in Education
Another factor that further exacerbates the bonding defect is a considerable financial investment in education. Chinese parents consider investing in education one of the best ways to help their children improve their academic performance and take financial investment as an indicator of how much they value their children’s education and care for the children. A father complained:

> I have paid enough for her study. One 60-minute class of math costs 600 RMB, and she takes it weekly.

A mother said:

> We never hesitate to spend money on his study. We try our best to provide for him.

However, for teenagers, such investments add to their pressure rather than signifying parental love. A senior high girl sobbed:

> They signed up so many tutoring classes for me, but they wouldn’t take me out to travel or buy me a new cellphone. I don’t think they love me.

Childhood Trauma Like Neglect and Negation
Low self-esteem is a typical characteristic for many participants. We believe it stems from specific childhood experiences, namely, neglect and negation of their value by their parents. For their parents, those children are more like “tools” that can bring them honor and pride with their grades than real human beings. A middle school boy said:

> He said that getting good grades is my only mission. If I failed, I would be a loser and do not deserve to be his son...

A middle school girl complained about her father:

> He cares nothing but my grades. He often said that “Successful as I am, how did I give birth to such a fool like you.” It hurt me so much!

Subcategory—Peer Influence
Since school life gradually takes a larger proportion of their daily life, our participants were influenced by their peer groups profoundly. Apart from peer pressure on academic performance, peer comparisons have expanded to extracurricular areas like hobbies and mobile phone use freedom. Additionally, mobile phones have been given extra value and symbolism that goes far beyond their original functions and significance.

Tougher Lessons and Fiercer Competition
A number of changes take place in adolescence, pushing the participants into an ever more challenging and competitive environment. As high school is not part of compulsory education in China, there is naturally more peer pressure and more effort required, as most senior high school students are determined to enter university through the College Entrance Exam. Categorizing students according to their grades and rankings, and even adjusting the seats according to test scores have been common practices in many high schools and are used as an encouragement mechanism for students. Most participants have to study intensively in an atmosphere full of pressure and surrounded by hundreds of competitors. Complained by a senior high school girl:

> Frankly speaking, I was the top student in middle school with very little effort, but I can’t do that in high school. I have a lot of classmates who are smarter...
and more hard-working, so I struggled to keep my rankings not dropping.

Another senior high school student said:

Physics exam is too difficult. Even our teacher can't explain all of them. There is a question he tried to explain for half an hour, and became confused himself. Then the best student in our class went upstage to explain it to us.

Distorted Extracurricular Comparisons

Narrow-minded focus on academic study finally results in parents’ restrictions on children pursuing hobbies that do not contribute to academic study and college recruitment. Some participants were encouraged by their parents to play specific sports or practice music instruments only because these skills will allow them to access special college or high school recruitment channels as athletes or art students. In contrast, parents would strictly prohibit hobbies that would not benefit their children with more advantaged positions in school recruitment. We describe these comparisons as “distorted” since these extracurricular comparisons were targeted as means to compete. A senior high school girl said:

I loved dancing when I was a kid, but then my parents stopped me because they asked me to do sports to enter high school as an athlete. Now it’s clear that I won’t be going to college as an athlete, but my parents still don’t let me dance. They ask me to focus on my study.

Complained by a middle school boy:

When I read the extra-curricular books, they scolded me for doing useless things. But I need to read novels and magazines to catch up with the trends and to fit in with classmates.

Such comparisons led the adolescents to compare themselves with their peers in other aspects, such as expecting more freedom to manage their free time, more pocket money, or better at playing mobile phone games. A senior high school girl said:

I envy her (a childhood friend) so much. She can go wherever she wants and buy whatever she needs without restrictions.

Said by a middle school boy:

In fact, I sometimes play mobile phones just to prove that I can play games better than they do. If I can’t be better than them in studying, I have to be better somewhere else.

Mobile Phone Endowed With Special Meanings

The mobile phone has become an important part of peer comparison. Although parents consider it a distraction for study, the adolescents consider it recognition from parents that they have sufficient self-control and permission of grown-up rights. On the other hand, it is prevalent for students to compare the brand and price of the mobile phone among their peers.

Sobbed by a senior high school girl:

All my classmates had cell phones in middle school or even earlier, so by now, they’ve surely played enough. But I didn’t have a phone back then, I am just making up for the time I lost, but my parents still do not let me. It is not fair! They promised to compensate me with the latest iPhone, but they only bought me an ordinary brand of mobile phone.

Subcategory—Comforting Tool

With the heavy burden of school life that they are unwilling to face and impaired family relationships that failed to support them emotionally, adolescents seek to escape from study to the virtual world as an easier pathway to attain a sense of achievement.

Escape From Academic Study

To get higher grades, most students need to complete extra work at home, usually assigned by tutors of after school classes or directly from parents. Some started doing extra work as early as in primary school and thus become tired and resistant to such work. Indulging in the virtual world thus becomes an escape from academic study for them. A middle school boy said:

I don’t want to do extra exercises assigned by my mom. They are a waste of time. As long as I procrastinate schoolwork a bit later, she would not let me do extra work, so I would deliberately slow down to avoid that.

A middle school boy said:

I do not write my homework immediately when I go home. I usually watch some funny videos for a while and start my homework when I am happy because studying is too boring.

A middle school girl said:

(What do you play with your phone?) Nothing specific, anything that attracts my interests. Just want to run away from studying.

Lower Threshold for Senses of Achievement

The majority of participants are characterized by their incapability to derive a sense of achievement through academic study while at the same time being obsessed with making accomplishments or achieving goals. Consequently, we found most of them addicted to mobile games and entertain themselves with winning a game or passing all levels of a game. A middle school boy said:

Playing games is much easier than getting good rankings. I am quite good at that, maybe I can become a professional player.

A middle school boy said proudly:

My technique is the best among my classmates. They always ask me to team them up and guide them in games.

Challenges on Adapting to Online Learning

Online learning was not a major part of Chinese education, but under the influences of the COVID-19 pandemic, it has become
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routine for many students. However, not all students can easily adapt to online learning, which requires self-discipline for students to pay attention to the online videos and understand the studying materials by themselves at home. A middle school girl said:

*I’m used to the traditional way of teaching, where teachers give us homework. There are regular tests so that I know my ranking, which gives me a target to fight for. But online learning has made some homework impossible to check, and tests much less frequent.*

A senior high school girl said:

*When I took the online class, I knew it was not my type. As soon as the online classes end and the new semester started, my ranking dropped dramatically.*

**Tense Family Relationship Due to Parents’ Expectation and Increased Time Together**

Some participants reported a tenser family relationship as the parents would wish their children to study instead of doing anything else, which usually leads to frequent reminders and even warnings. The situation was manageable as several hours at home on school days is insufficient for further conflict since high school students often spend over 12 hours at school. School teachers normally have weaker behavior control and monitoring of students than parents as well. However, home quarantine and online learning forced both the students and the parents to spend a much longer time at home. Parents’ expectation for their children to be constantly studying manifests as monitoring the children’s phone use and frequently checking on the children, especially when the children need to use a cell phone and other electronic devices to study. This leads to growing conflicts between parents and children about cell phone use time. A senior high school boy said:

*My father stayed at home and supervised my study daily. He forbade me to play my cellphone and relax between classes. We fought over it several times.*

A middle school girl complained:

*When I took online classes in my room, my mother often came in to see if I am behaving well. She always suspects me of secretly playing mobile games, which makes me feel very uncomfortable.*

**Reforming Ego**

To some extent, parents show understanding for their children’s unusual behaviors and take them as normal changes of adolescence. Some expressed frustration at the adolescents’ unwillingness to communicate with them and to defy their wishes, while others expressed anger. The mother of a senior high school girl said:

*She was quite an obedient girl, but she has become rebellious since middle school. We understand it was due to the adolescence stage, so we tried not to fight with her and satisfied many of her requests, including her smartphone.*

The participants, however, expressed a strong preference for independence and cell phone ownership. A senior high school girl shouted:

*Why should I listen to them? They don’t understand me at all, I have my own feelings and thoughts and they should respect that.*

A middle school girl complained:

*Mobile phone is a necessity for modern people, so I should have a mobile phone of my own. They have no right to decide how I use it, let alone checking my chatting history.*

**Discussion**

**Summary of Findings**

This study used qualitative methodology to explore underlying connections between mobile phone use and mental disorders of adolescents, and to develop a theory to better understand adolescents with mobile phone use issues based on both parent and adolescent perspectives. We found that adolescents’ mobile phone use issues were strongly related to the current academic evaluation system of the grade-ranking-only judgment for Chinese teenagers, which manifested in the defective bonding with family members and overfierce competition among peers. Under this competitive and undeniable environment, adolescents turn to the virtual world to seek comfort, mainly via their mobile phones. Thus, we theorize that the grades-ranking-first mentality is one of the main factors contributing to mobile phone use problems of adolescents with mental disorders.

Our study found that the grades-ranking-first mentality may serve as an important reason for mobile phone use in China. Initial researches conducted in other eastern and southeastern countries and regions have indicated causes like loneliness, low self-esteem, and low family functions [32,33], while later studies have noticed the roles of life satisfaction [34], family attachment, and peer influence [35]. These studies, which have all used scale measurements, revealed important insights on teenager mobile phone use. However, as quantitative studies, they are limited in demonstrating the deeper root causes and reflecting individual perspectives. As family interactions and school life emerged from the data, we are able to explain the phenomenon more comprehensively. Our discovery connected multi-aspects of the mobile phone use issues of the Chinese adolescents and qualitative exploration on the relationships between mobile phone use and mental problems of adolescents. It is not only inspiring for psychological counseling and therapy but also beneficial for school educators and parents to better understand the problems of adolescents.

The findings of the study are also particularly noteworthy during the current period. Recent studies have indicated the negative effects of COVID-19 quarantine on school performance among children and adolescents [36,37]. They proposed possible contributing factors like financial strains and the anxiety of parents [38,39]. Thus, we added related questions into the interview guide to further explore the contributing factors of the intensified parent-child conflicts during the pandemic.
Though no direct financial-related problems were discovered in our study, we did find evidence in parents’ statements that income decline due to quarantine has caused anxiety. We found that the prolonged time spent together with children could make parents unconsciously pass their stress and anxiety to adolescents through increasing negative family interactions like scolding and corporal punishments. These mechanisms were also proposed by similar studies [40,41]. Other latest studies have shown the impact of COVID-19 and lockdown on the mental health of children and adolescents through increased family interaction time. Although there may be an initial increase of conflicts between parents and children, the situation can be improved by having open discussions and communications [42], and establishing a routine schedule like the one in school [43]. From this, we suggest that parents whose works are substantially affected by the pandemic and the quarantine should try to build a relaxing and cozy atmosphere at home to reduce the negative psychological impact on their children.

**Limitations of This Study**

Our study benefited from the inclusion of a larger sample than other studies, and we collected statements from both adolescents and their parents, which gave us a broader analytical perspective. However, some outside factors limited the time frame of participant recruitment. The clinic opens only on weekdays, so adolescents with strict school attendance policies, such as seniors who are under great pressure with exams, may take up a smaller proportion of the sample than estimated. Despite our efforts to expand the opening time of the clinic to obtain a more comprehensive sample, there is still unavoidable selection bias. Besides, the study may also have self-selection bias, as many teenagers were brought to the clinic by concerned parents who might be more willing to solve problems for their children in the first place.

**Implication for Practice**

The findings of the study are also reusable after the COVID-19 pandemic, as the pandemic is merely an environmental factor that exacerbates the problem of mental disorders caused by mobile phone use. Mediating factors of family conflict intensified by the pandemic (eg, reduced time of physical exercise or decrease in family income) can also be caused by other incidents in life, including unemployment, divorce [44,45], and sometimes natural disasters [46].

**Implication for Research**

We noticed that mobile phone use is simply one entry point to study adolescents with mental problems, as we found a series of other situations such as school bullying and corporal punishment that some of our participants were going through. The theory we developed may also help study adolescents with similar cultural and educational backgrounds in Asian countries like Korea and Singapore, where adolescents were also reported to have noticeable mobile phone use addiction and a high prevalence of mental disorders. Further qualitative studies could benefit from including more statements of family members and conducting more in-depth interviews with adolescents themselves, especially in Asian countries like China, where adolescents are sometimes too introverted to express their true feelings and opinions in time.
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Abstract

Background: Traditional primary care is characterized by patient consultations via phone and physical visits. However, the current development in Swedish primary care is to blend digital solutions with traditional solutions. This paper addresses this development by examining the normalization of embedding and integrating a digital health care platform into everyday care routines in a primary care clinic. The digital health care platform enables both synchronous (video calls) and asynchronous (chat) communication, as well as self-registration of patient data using automated questions and forms requiring the patient’s input.

Objective: This study aims to explore the work that health care professionals (HCPs) have to undertake to implement and sustain a digital health care platform as part of their everyday work practice.

Methods: HCPs were observed and interviewed to assess their individual and collective engagement and the mechanisms involved in the implementation of the digital platform and its effects on everyday work routines. The normalization process theory (NPT) was used to frame the data analysis.

Results: The analysis identified several themes related to the four NPT constructs: coherence, cognitive participation, collective action, and reflexive monitoring. The use of these constructs enabled the analysis to identify ways of supporting implementation. For example, it showed the benefits of having implementation champions and scheduling work hours for HCPs to use the platform. The analysis also revealed a theme of materiality that deviated from the NPT constructs, as NPT gives ontological priority to human actors and social structures.

Conclusions: Digital health care platform implementation is a complex process. Our findings provide insights into how individual and collective actions can be supported to embed and integrate a digital platform into everyday care routines. Primary health care organizations need to involve HCPs throughout the implementation process by reorganizing work and providing frequent feedback loops. HCPs are more likely to engage with and commit to changing practices if they perceive the digital platform to be beneficial compared with the current practice. However, they also need resources (eg, time, training, and continuous support) to put the platform into practice. Patient engagement and appraisal are important elements in implementation. Unless patients are willing to use the platform, there is no motivation for HCPs to embed the digital platform into everyday care practice.

(JMIR Form Res 2022;6(2):e30527) doi:10.2196/30527
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Introduction

Background

Sweden, similar to many other countries, is undergoing demographic changes, resulting in an increasing older population and a shortage of health care professionals (HCPs). Thus, the Swedish health care system is in transition, aiming to move from reactive to proactive care, with a strong focus on preventive care that is aimed at keeping people out of hospitals. The change from inpatient care to outpatient care means that the locus of care is increasingly shifting toward primary care and patients’ homes.

Enhanced digitalization in primary care is seen as a way of meeting current and future challenges [1,2]. The digital transformation of health care is associated with the promise of an improved public sector, with self-care and greater self-management of the health of individuals, resulting in increased cost efficiency. Digitalization in primary care entails converting parts of the care process from analog to digital to meet the needs of citizens, patients, decision-makers, HCPs, and clinics. In Sweden, the digital transformation of primary care has involved several different kinds of digital solutions, including web-based physicians (general practitioners performing digital consultations) [3], self-monitoring mobile apps [4], patient access to their electronic medical records (OpenNotes) [5], digital reminders for medication [6], and digital platforms for patient management [7,8]. This paper concerns the normalization process of a digital platform for patient management. The platform, which will be referred to as Wolf in this paper, was developed by a Swedish company and is procured and used by both private and publicly run primary health care centers and other primary care operations. In Sweden, all types of primary care are tax funded. Both public and private primary care providers enjoy a large degree of economic autonomy. This means that capital investment decisions, such as the one studied here, are made by the owners of the primary care providers, who also finance the investments. Such investments have no direct effect on user fees and are made in the hopes of providing more efficient and less costly services.

The same digital platforms as studied in this paper have been studied in different primary care settings [7-9]. However, the findings show diverse results and have not explicitly focused on the normalization process. For example, Entezarjou et al [9] investigated how family medicine physicians and nurses at primary care centers experienced the implementation and use of digital communication in the form of automated patient interviewing software and chat-based patient-provider communication. Their findings indicated that the use of the digital platform streamlined consultations with patients and improved interdisciplinary communication. The study also found that digitalization was perceived as essential because of the expectations of patients and HCPs. However, their interviewees acknowledged that digital communication did not suit all patients and all kinds of patient requests, and thus, they perceived the platform as only a partial solution [9]. Cajander et al [7] studied a digital platform, which they called a digitalized and automated patient-centric service, in their research on how it affected work engagement among nurses in a national telephone nursing service. They found that nurses felt stressed by having to deal with many patients in parallel, knowing that patients were waiting in the queue to chat with them. As the chat function offered asynchronous communication, the nurses spent time waiting for patients to respond and checking over and over to see whether any patients in parallel, ongoing conversations had responded while, at the same time, a queue of new patients was piling up. Another disadvantage highlighted by the nurses was the lack of feedback from physicians and patients. This finding contrasts with the findings of Entezarjou et al [9], who indicated that the digital platform increased interdisciplinary communication and streamlined patient consultations. However, it is not clear whether the lack of feedback was because of the use of the digital platform or whether this was also common in the ordinary care routine before the implementation of the platform [7]. Another study [8] of the same platform, conducted at primary care centers, indicated that written communication with patients was perceived as more time consuming than communication by phone. It also produced large amounts of text, which made it more difficult to quickly scan information to get an overview of patient concerns. These findings are also somewhat at odds with the finding of Cajander et al [7] that nurses felt that written communication with patients was less emotionally demanding. The prime advantage of using the digital platform, according to Eldh et al [8], was the possibility for patients to upload photos, which reduced physical patient visits. Their findings indicated that the system of automated triage facilitated response and consultation with patients. They conclude that the HCPs in the study lacked the resources needed to benefit from the platform and settled upon different routines themselves, with varied results [8].

The findings of the aforementioned studies indicate that several intertwined factors rather than just the digital platform per se affect the outcome in care practice. Thus, technology adaption and implementation in primary care are not straightforward; rather, it is a complex process that is affected by multiple factors (technological, social, structural, historical, economic, and political), different actors (HCPs, patients, next-of-kin, management, and politicians), organizations, ecologies of technologies, and core ideas (eg, patient safety, patient access, and efficiency). These are interrelated and afford certain kinds of care and working conditions while restraining others [10-12]. Past research shows that the implementation of this type of digital platform is a complex process involving a wide range of actors who translate means, actions, and objectives into care practices in different ways [13] and do not always render the expected effects [7]. Furthermore, early research on digital implementation in health care has been accused of being rich in data but information poor [10]. However, several theoretical tools for comprehending and illuminating implementation failures or successes have been developed [10,13-16]. One such explanatory framework is the normalization process theory (NPT) [15]. NPT identifies and explains the important mechanisms that promote or inhibit the implementation process. It allows for a systematic exploration of how and why (or not) a digital health care platform becomes normalized and sustained.
in health care practice. NPT “characterizes and explains implementation processes as interactions between ‘emergent expressions of agency’ (i.e. the things that people do to make something happen, and the ways they work with different components of a complex intervention to do so); and as ‘dynamic elements of context’ (the social-structural and social-cognitive resources that people draw on to realize that agency)” [17]. Other theoretical frameworks that have been used to better understand the implementation processes concerned with digital technologies in health care are the Rogers [18,19] diffusion of innovations theory and the technology acceptance model [20,21]. Although the latter is primarily concerned with the characteristics at the individual level that affect individuals’ intentions to use the technology, the former attempts to connect the macro level to the micro level or context of use. However, although the Rogers [18,19] diffusion of innovation theory considers the context, it does not account for the dynamics of the context in the way that NPT does.

**Aims and Objectives**

This paper adds to the growing body of research on digital platforms in primary care and the understanding of how to facilitate implementation. We seek to explore whether and how a digital platform becomes part of the everyday primary care practice and the mechanisms involved in its implementation. NPT pays attention to what work people do, or need to do, for complex interventions to become a normal part of everyday work [15,16]. Therefore, in this paper, we explore whether and how the constructs of NPT are visible in the implementation of a digital platform in Swedish primary care and whether the use of NPT offers additional insights into more inductive approaches.

**Methods**

**Overview**

This study is part of a large project on the impacts of digitalization on the working environment of primary HCPs when transforming traditional primary care practices into combined digital and physical care practices. As part of the project, this qualitative study explores, through interviews and observations, the implementation process of a digital patient management platform in regard to NPT [15].

**Theoretical Framework: NPT**

NPT [15,17] is a middle-range theory that goes beyond identifying barriers to and facilitators of a specific implementation and focuses on the means by which people, individually and together, act and try to configure an implementation process. NPT describes four constructs that shape an implementation process: coherence, which is the extent to which an innovation is understood as meaningful, desirable, and practicable; cognitive participation, which is the enrollment of key individuals to drive the implementation of the innovation; collective action, which is the work that operationalizes the innovation into practice; and reflexive monitoring, which is the ongoing process of adjusting and appraising the innovation to sustain routines [17].

Our motive for using NPT is that the theory offers a way of understanding how HCPs individually and mutually engage in or foresee engagement with a digital platform in primary care and how specific organizational and social norms and values are being invented or reinvented in the interactions with the digital platform and other people [17,22,23]. As such, it allows for the anticipation of and reflection on the implications of technology implementation in practice to ensure informed implementation, use, and the governance of digital primary care solutions.

**The Setting**

The provision of health care in Sweden is the responsibility of the 21 autonomous health care regions, the largest of which are the region of Stockholm, region of Västra Götaland (including the city of Gothenburg), and region of Skåne (including the city of Malmö). The regions ensure the universal provision of health care to the citizens of the regions through the direct ownership of clinics and hospitals or by means of contracting with private providers. Most hospitals are publicly owned by the regions, whereas approximately 40% of primary care providers are private. Most private primary care providers are owned by larger companies that run chains of primary care clinics.

In 2019, Sweden spent approximately 11% of the Gross Domestic Product on health care (compared with the Organization for Economic Cooperation and Development average of 8%). Health care is funded primarily by means of regional income taxes (approximately 82% of total health care expenditure). Approximately 15% of the overall spending is in the form of out-of-pocket expenditures, largely because of user fees for health care and cost sharing with respect to pharmaceuticals. Only a small, albeit increasing, portion of the total health care spending goes to private health insurance.

Our study focuses on HCPs employed at Albra, a primary health care center in Sweden (the health care center, the digital platform, the company, and interviewees are anonymized. The names Albra, Wolf, and company D are thus fictitious). It has approximately 40 employees representing different health care professions. These physicians, nurses, psychologists, rehabilitation coordinators, and health care administrators provide care to approximately 10,000 patients, which makes Albra an average-sized Swedish primary care center. Albra has a team-based approach with close collaboration between different HCPs. Similar to many other primary care centers in Sweden, Albra uses a nurse-based triage of patient errands. This means that the first point of contact is a nurse, who, during the telephone conversation, assesses whether the patient needs to see a physician or another HCP in the team. Primary care nurses in Sweden are both registered nurses and nurses with specialist competence in primary care (district nurses). District nurses can prescribe some medications, such as topical steroids and antihistamines, usually after an in-person assessment. In addition to a varying number of remote patient contacts (usually by phone) and other patient-related administrative tasks, physicians usually meet between 10 and 20 patients daily, with visits varying between 15 and 45 minutes depending on the type of visit (emergency or planned follow-up of chronic diseases). These patients are often triaged by the first-contact nurses before
The interviews averaged 40 minutes and were digitally recorded and transcribed in full for in-depth analysis. The interview questions were directed at eliciting the views and experiences of Wolf and its implementation. They were asked to describe the implementation process and their role in it, how they learned about the digital platform and how to use it, their expectations about how the platform would affect their everyday practice, and how they then experienced the digital platform and its effect on their work.

**Analysis**

Our analytical emphasis was on the meanings our interviewees gave to the digital platform, its implementation, and its perceived effect on their work. The constructs of NPT (ie, coherence, collective participation, collective action, and reflexive monitoring) served as a framework for identifying the work and meanings that the HCPs associated with the embedding and integration of the digital platform into everyday care practice [15]. According to NPT, an innovation is likely to become successfully integrated if (1) those affected by it and its implementation understand and agree on its adaption and usefulness in practice (coherence), (2) those affected by it and its implementation engage and commit to using the new innovation (cognitive participation), (3) operational work is done to enact the innovation as part of the practice (collective action), and (4) those affected by it and its implementation positively and continuously appraise the utility and usefulness of the platform (reflexive monitoring) [15,17].

We reviewed all transcripts and highlighted all texts that appeared to describe important issues related to the platform and its implementation. All highlighted text was then coded using an inductive approach [24] to identify themes. MM, GE, and SF each coded the material independently, and the identified themes were then discussed and scrutinized until consensus was reached. Fifteen themes were identified: beneficial for patients, assistance for nurses, as a supplement, close collaboration, implementation champions, patient engagement, familiarity, parallel work practices, new communication patterns, ease of use, enhancing teamwork, relief and less distress, flexibility, workarounds, and materiality.

After the coding, data for each theme were examined to determine whether the categories of NPT described by May et al [15,17] were present. Themes that could not be coded into one of these NPT categories were coded under another label that captured the essence of the platform ([15](page number not for citation purposes)).

Our analytical emphasis was on the meanings our interviewees gave to the digital platform, its implementation, and its perceived effect on their work. The constructs of NPT (ie, coherence, collective participation, collective action, and reflexive monitoring) served as a framework for identifying the work and meanings that the HCPs associated with the embedding and integration of the digital platform into everyday care practice [15]. According to NPT, an innovation is likely to become successfully integrated if (1) those affected by it and its implementation understand and agree on its adaption and usefulness in practice (coherence), (2) those affected by it and its implementation engage and commit to using the new innovation (cognitive participation), (3) operational work is done to enact the innovation as part of the practice (collective action), and (4) those affected by it and its implementation positively and continuously appraise the utility and usefulness of the platform (reflexive monitoring) [15,17].
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political opinion, religious conviction and the like, is considered as having a sensitive character.

In the study presented in this article, no ethical approval was required according to the Swedish Ethical Review Act (SFS 2003:460), as we did not ask interviewees about their own health or other sensitive topics (see above what is considered as sensitive data).

Participation was optional, and all participants provided written consent. The participants were informed that they could withdraw at any time, for any reason, or for no reason at all. To guarantee anonymity, no names or places are mentioned in the text. The researchers followed the guidelines on research ethics issued by the Swedish Research Council [26].

Results
Overview
The group of 11 interviewees comprised 1 of the main initiators and developers of the platform, 4 nurses, 3 physicians, 2 managers, 1 psychologist, and 1 rehabilitation coordinator from the health care center. All participants were female, except for 2 of the physicians and the developer. They all provided rich and often highly reflexive accounts of their experiences of, and views about, the digital platform and its implementation. To unpack these issues, we present their experiences and views through the four constructs (coherence, cognitive participation, collective action, and reflexive monitoring) described by May et al [15,17]. We also present the theme of materiality, which deviates from NPT constructs.

Coherence: Sense-Making Work HCPs Do When Implementing the Digital Platform
The first construct in NPT is coherence. Coherence or sense-making work refers to the process by which people give meaning and value to a new practice instigated by the utility of new technology and its implementation [15]. The sense-making process starts as soon as the ideas of a new implementation emerge. Thus, people not only make sense of an implementation based on their experience of it but also draw on promises, hopes, worries, and fears in regard to the new technology [27,28]. As a result, before the implementation starts, people already have ideas about what the technology is and how and whether it fits into their worldview, habits, and work. These ideas are not fixed and stable but are part of an iterative and collective sense-making process. The analysis revealed that the interviewees had a shared understanding of the aim of implementing the digital platform. Important coherence-related themes that emerged from the interview data were beneficial for patients, assistance for nurses, and as a supplement (Table 1).
<table>
<thead>
<tr>
<th>NPT constructs and subthemes</th>
<th>Excerpts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coherence</strong></td>
<td></td>
</tr>
<tr>
<td>Beneficial for patients</td>
<td>“That it becomes easily accessible for the patients, that they can contact us when it isn’t...when we aren’t open, but rather when it suits them...that it is a way for them to reach us” [rehab coordinator 1]</td>
</tr>
<tr>
<td>Assistance for nurses</td>
<td>“First, to make the nurses’ situation easier—it is onerous for them to sit long days on the phone dealing with a lot of tasks. So it was about giving them good tools for triage and more variety in their work team.” [physician 3]</td>
</tr>
<tr>
<td>As a supplement</td>
<td>“…the idea is that we should transfer as many tasks as possible, and those tasks that are appropriate...We would like to shift as many as possible over to Wolf, but not everyone can use digital contacts, not everyone has that option, for various reasons. So the telephone will always be with us, that’s the way it is.” [operations area manager]</td>
</tr>
<tr>
<td><strong>Cognitive participation</strong></td>
<td></td>
</tr>
<tr>
<td>Close collaboration</td>
<td>“I think that the staff from Wolf who come to us, it is very...it feels very positive. They are deeply engaged and able to answer questions and so on.” [psychologist 1]</td>
</tr>
<tr>
<td>Implementation champions</td>
<td>“We have had a physician here who has been positively disposed and sort of pulled us along. And I think that it has been much easier to get underway, given that it has actually been one of the physicians that has been the driving force.” [nurse 1]</td>
</tr>
<tr>
<td>Patient engagement</td>
<td>“I think it works really well. It’s actually been a positive surprise; I thought it would be much more difficult. But I think it has worked well. And the patients, sometimes they have doubts, but once they’re used it, they feel very comfortable with it, and often come back to that approach.” [nurse 3]</td>
</tr>
<tr>
<td>Familiarity</td>
<td>“I think it is very easy and very good. There are...the colours that are present are clear and good. And the dialogue boxes and how you should...one needs...It is easy to understand, it is easy to immerse yourself in it, so I think it’s great.” [nurse 2]</td>
</tr>
<tr>
<td><strong>Collective action</strong></td>
<td></td>
</tr>
<tr>
<td>Parallel work practices</td>
<td>“You have to set aside time for it. It takes time. As long as its entered in our time sheets, which we make sure to do, then it goes well...Yes, but it has gotten more enjoyable in that it’s a change from sitting talking on the phone.” [nurse 4]</td>
</tr>
<tr>
<td>New communication patterns</td>
<td>“There are fewer disturbances for both nurses and physicians, given that asking advice from a colleague involves a push of a button rather than having to run up two flights of stairs and knock on a door, and then they would be busy and you’d have to do it again later. And a ton of similar bother.” [physician 3]</td>
</tr>
<tr>
<td><strong>Reflexive monitoring</strong></td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>“Over the years I’ve been working, there have been good and bad digital systems, so to speak, and they don’t always make things easier, but I think that Wolf is one of the systems that actually facilitates the work.” [physician 1]</td>
</tr>
<tr>
<td>Enhancing teamwork</td>
<td>“Yes, but a little more collaboration, I would have to add. We collaborated very well among ourselves before as well, but it is a bit easier when you can write in the platform and you don’t have to hunt for one another physically” [physician 2]</td>
</tr>
<tr>
<td>Relief and less distress</td>
<td>“When you are sitting talking on the phone, then...Wolf is not...It is not as burdensome in that way, because you don’t have...You have the patients and patient contact, but you have it remotely. And in that way I find that my work environment has become easier, that we have days when you don’t have quite so much patient contact, and that is actually restorative. Having them remotely, to be able in some way...Even though it’s patient contact, it’s not direct patient contact, and that’s great for our recovery.” [nurse 2]</td>
</tr>
<tr>
<td>Flexibility</td>
<td>“It has gotten a little easier compared to otherwise, when I am at home. Then it is indeed...Then I have been able to do some of my job tasks from home rather than having to put them off until I am back in the workplace, so it has made things a little easier for me.” [psychologist 1]</td>
</tr>
<tr>
<td>Workarounds</td>
<td>“…we are accustomed to not being [laughs] synchronised with all the systems there are, but what happens is that we have to cope with this in a similar manner as we have done with certain systems before. So it’s not actually a surprise to us, but it is clear that it adds an extra work step.” [care manager]</td>
</tr>
<tr>
<td><strong>Deviation from NPT constructs</strong></td>
<td></td>
</tr>
<tr>
<td>Materiality</td>
<td>“Yes, I receive more data. Because in Wolf it is the patients who determine completely what they want to reveal...or what you have on this questionnaire that I assume they are given for various symptoms they have, that’s what I think. And then it’s guided by the questions you have, so to speak, while with telephone contact I am the one who guides the actual questioning and zeroes in on the problem as quickly as I can, naturally.” [nurse 3]</td>
</tr>
</tbody>
</table>
When asked about the expected benefits of using the digital platform, the interviewees commonly mentioned the possibilities of increased patient access, easier contact with and access to patients, less time spent on phone calls, and nurses spending less time trying to reach physicians for advice about patients and their symptoms. The physicians particularly highlighted the expected benefits for nurses: spending less time on the phone with patients, tools for triage, and increased flexibility. The nurses, on the other hand, particularly highlighted the expected benefits for patients—spending less time trying to reach the health care center by phone and having the option of contacting it through the digital platform. The interviewees also had very similar conceptualizations of how the digital platform and its utility differed from existing practices. NPT emphasizes that differentiation is part of the sense-making process, as it relates to understanding how an innovation and its use will produce a new practice and how the new practice differs from the existing practice [15]. The idea of new practices resulting from the use of the digital platform was welcomed by the interviewees. They perceived that the platform would enable them to relocate some of the work to patients, who would fill in their own symptoms and medical history, answer the follow-up questions provided automatically based on what the patients had filled in, and upload pictures. The envisaged benefits of using the digital platform include the digital platform collecting and providing detailed information about patients, thus providing a foundation for analysis and decision-making. This, together with the chat and video functionality, was seen as more efficient than current practices in which prospective patients generally contact the Albra primary care center by phone.

Although the value and benefits of using the digital platform were a positive fit with the interviewees’ worldview and mindset, it is clear from their responses that they perceived the platform as a supplement to the current practice, not as a replacement for it. Many commented that the digital platform provided new communication possibilities that suited some patients but not all.

Cognitive Participation: Relationship Work That HCPs Do to Build and Sustain a New Practice

It is not enough that people understand and have a coherent view of a new practice. Practice will not change until people take personal responsibility and are committed to implementation. May et al [15] referred to this second construct of NPT as cognitive participation. It concerns individual and shared commitments and engagements in innovation and its implementation [15]. We identified four themes that were prominent for individual and mutual engagement and commitment in the implementation: close collaboration, implementation champions, patient engagement, and familiarity, as shown in Table 1. It is clear from the data that the digital platform was implemented by the management in close collaboration with the HCPs employed at the health care center. The decision to implement it was taken by the management in close collaboration with one of the physicians and some of the nurses, who were all later trained to become implementation champions; that is, persons who drive the implementation and assist colleagues when they need help or encounter problems with the platform) [29]. Furthermore, the platform and its utility in practice were regularly discussed and scrutinized, both before and during the implementation, during formal meetings between the management and the employees, and during informal meetings between colleagues. Frequent meetings fostered commitment and engagement in the implementation. Moreover, the implementation was conducted in close collaboration with the platform provider. Initially, the platform provider presented a digital platform to the management and a small group of employees. Thereafter, the provider conducted half-day training sessions with the HCPs. Hence, implementation was not left to the management of the primary health care center or the HCPs themselves; instead, it was approached as a joint venture with the platform provider.

Interviewees commonly said that patient engagement with the platform was crucial. According to NPT, legitimization (ie, beliefs and ideas about whether HCPs feel that it is right for them to be involved and whether the new practice corresponds to their core values) is an important mechanism of cognitive participation. Another factor that affected the interviewees’ engagement in the use of the platform was familiarity. The familiarity of the user interface, as well as prior experience with chat and videoconferencing, affirmed commitment to the implementation as the interviewees had encountered synchronous (video calls) and asynchronous (chat and photo uploads) chats before. The interface and functionalities were thus perceived as familiar and easy to use.

The familiarity of the functionalities, as well as the willingness of HCPs and patients to use the platform, appear to have acted as facilitators for cognitive participation. The interviewees, both individually and together, engaged in the implementation by taking part in the discourse on the positive effects of the digitalization of health care and in feedback loops regarding the platform, which were scheduled at regular meetings. The act of articulating and rearticulating the benefits of using the platform seemed to be an important source of cognitive participation and a possible contributor to creating and maintaining commitment and engagement in implementation.

Collective Action (Enacting Work): Operational Work That People Do to Enact a New Practice

According to NPT, collective action is the third construct of NPT [15]. Collective action refers to how a practice operationalizes (or does not) an innovation. It includes the actual work people do together and in relation to the implementation and the confidence HCPs have as individuals and as a team in the new practice. It also includes how work is outlined and allocated and how innovation is incorporated into institutional and social structures. The dominant themes related to collective action were parallel work practices and new communication patterns (Table 1). When asked about how the digital platform was enacted in practice, the interviewees commonly said that there was time scheduled for nurses and physicians to work on the platform. During scheduled platform time, both nurses and physicians worked exclusively in the platform and did not take phone calls or meet patients in person. Thus, using the digital platform...
became a parallel new work routine alongside the existing routines; it became the supplement and enhancement to current practice mentioned during the sense-making work. In most cases, it was perceived as a change for the better. It enabled variation in work tasks and provided a source of respite while meeting the needs of patients at the same time.

Although the interviewees saw the benefits of the new working routines, some also highlighted the disadvantage of parallel work practices as the digital platform added to the complexity of work tasks. However, concerns about the additional complexity because of having one more system to attend to did not seem to have a major negative effect on the use of the platform. The data revealed that the interviewees felt confident in using the platform and in enacting new routines. They felt that they had received proper training and that they could receive help, if needed, from colleagues (implementation champions). Owing to the digital platform, they developed new patterns of communication, both between colleagues and with patients.

The interviewees felt that communication had become more efficient not only between different kinds of HCPs but also with patients. Some patient requests could now be handled through the digital platform, and automated triage, chat, video, and photo uploads enabled HCPs to help patients without having to book physical visits. The ability to use written communication challenged the HCPs’ habits, and they needed to develop or fine-tune their skills. This was a work in progress at the time of the interviews. Nevertheless, the interviews revealed that the platform had become embedded in everyday practice and ran in synergy with old routines. The different HCPs worked together with and through the platform. The transition from old routines to new routines using the platform was well-supported by the management, as the employees had scheduled time to use the platform. The HCPs had the same responsibilities as before (eg, the patient’s initial contact was with a nurse, who decided whether he or she could attend to the patient’s request or whether it should be forwarded to other HCPs). However, they perceived the new system as allowing more efficient communication with colleagues and patients.

**Reflexive Monitoring: Appraisal Work HCPs Do to Evaluate and Understand How a New Practice Affects Them and Others**

Reflexive monitoring refers to continuous judgments and beliefs regarding innovation and new practices, its impact on collaboration within the health care center, and its impact on service quality and value for individual HCPs and management. Reflexive monitoring also includes whether and how individuals alter or suggest changes to a digital platform to enhance its usefulness [15]. The dominant themes identified in the data that related to reflexive monitoring were ease of use, enhancing teamwork, relief and less distress, flexibility, and workarounds (Table 1).

Reflexive monitoring is an ongoing process of continuous interaction with other NPT constructs. It is not the last stage of the implementation but a continual process that reinforces sense making, commitment, and engagement, as well as how the implementation is operationalized. During the time we conducted the study, the interviewees had several positive appraisals of the digital platform and its effect on their working environment. A prominent theme was the ease of use. They did not need to invest much time to understand how to use the platform, which was perceived as easy to use with an intuitive interface. The interviewees not only perceived the platform as easy to use and understand but also praised it for enhancing teamwork. Several of them mentioned that the platform enabled and facilitated teamwork between different HCPs. The platform did not configure them or negatively alter professional relations with patients or other HCPs; it supported their professional work, social roles, and responsibilities. The narrative of relief and less stress was pervasive in nurses’ accounts of using the platform.

Another positive appraisal regarding the platform was that it allowed flexibility. It facilitates accessibility without geographical boundaries (eg, HCPs can work from home, and patients can see HCPs through video calls without physically visiting the health care center). This type of accessibility was important as the implementation was initiated early in the COVID-19 pandemic. The platform was also perceived as enabling flexibility in terms of which patients were requested to handle and when. Nurses could go through the list of patient requests and decide which ones needed urgent attention; which they could handle themselves; and which needed to be forwarded to a physician, psychologist, or other HCP. Another aspect regarding flexibility was that the HCPs did not have to get hold of the patients but could communicate via the platform at any time, whereas the patient could read the message at a time convenient for them. Thus, the platform extended accessibility across time and space.

Although the general view of the platform was positive, the interviewees also emphasized that the new routines required some workarounds. For example, the digital platform was not compatible with patients’ electronic health care records (EHRs). As a result, the nurses used two screens when working with the digital platform: 1 for the EHR and 1 for the digital platform. They needed to be able to see the patient’s medical history in the patient health care record and compare it with the data in the digital platform; they also needed to copy and paste data from the digital platform into the patient health care records. This, in turn, raised questions about how much data could just be copied and pasted from the digital platform or whether summaries were needed of the data that patients contributed by answering automated questions and filling in forms. At the time of our study, most of the interviewees said that they simply copied and pasted data from the digital platform directly into the EHRs. They noted that this approach resulted in the scattering of patient data within patient health care records. The alternative to copying and pasting would be to extract the data collected in the digital platform; however, this would require more work and thus reduce efficiency. However, the copy-and-paste procedure may result in extra time having to be spent comprehending the data in the EHRs and thus may have a negative effect on patient safety in the long run. This was not something that the interviewees mentioned; instead, the workarounds were discussed during frequent feedback loops with colleagues and the management. All were under the...
impression that this might be solved in the future or was something they would have to adjust to.

Materiality

The materiality (ie, the characteristics) of the platform and how it shaped and was shaped by the implementation cut across all NPT constructs. In our analysis, we decided to split the materiality theme from the NPT constructs as our understanding of NPT is that it gives ontological priority to humans and social structures (focusing on social mechanisms such as coherence, cognitive participation, enactment, and reflexive monitoring), whereas the materiality of the technology and the role and significance of the technology in the implementation are somewhat neglected. May et al [17] described the implementation process as follows:

Whenever some new way of thinking, acting, or organising is introduced into a social system of any kind, it is formed as a complex bundle—or better, an “ensemble”—of material and cognitive practices.

As described by May et al [17], the social and the material are intertwined during the implementation, and it is hard to untangle the bundle. In our analysis, the materiality of the platform did not fit seamlessly into any of the constructs of NPT. Verbeek [30] argues that human-technology relations expand beyond mere functionality and use. To understand how humans and technology coshape experiences and practices, one has to think in terms of hybrids [30]. Here, hybrid refers to the way human experience, perception, and practices result from elements of technology and contexts (ie, technology mediates human experience and practices). In our study, the HCPs communicated with each other and with patients through the digital platform, which mediated a different kind of communication (written instead of oral and asynchronous instead of synchronous). The platform was also used to collect data from the patient’s input, asking automated follow-up questions based on the patient’s answers. Consequently, the platform directed what kind of questions the patient was given, resulting in automated triage. Thus, the HCPs’ knowledge of the patients and what kind of care they need was mediated through the platform and its algorithms.

The materiality of the platform also affected how patients contacted the primary health care center. They were free to choose between different kinds of technologies. According to the interviewees, patients used different logic to achieve different goals; for example, patients with sexually transmitted diseases or mental illnesses preferred to seek help through the platform rather than by phone. Some patients made contact both by phone and via the digital platform, as the materiality of the technologies in practice enabled it. This, in turn, highlights that materiality is closely connected to usability and how design features are understood and used. However, Orlikowski [31] has shown in her work that the material and the social cannot be viewed separately as organizations, practices, people, social relations, power relations, digital systems, and so on and are interconnected [31]. In other words, materiality goes beyond focusing on material properties such as design features and interfaces. Furthermore, material properties are not stable entities but are subject to interpretations, reinterpretations, negotiations, and local adaptations [32]. Orlikowski [33] insists that it does not matter if a technology can do X, Y, or Z; if people do not perceive it as capable of doing X, Y, or Z, they will not use it, and as a result, the technology will not change the way they work [33].

What is interesting is that although the materiality of the digital platform supported certain actions while constraining others, the materiality of the platform and its mediating effect on practice was not questioned by the interviewees, as technological determinism reverberated in their accounts.

Discussion

Principal Findings

We used the constructs of NPT to make sense of our data and generalize the findings. The NPT constructs were visible in the data, and the theory helped us understand the important mechanisms involved while embedding and integrating the digital platform into everyday practice. NPT sheds light on the mechanisms and dynamics of the implementation process in a way that probably would not have been possible with frameworks such as the diffusion of innovations theory and the technology acceptance model or its derivatives [18,20,34]. Our findings indicate that the platform became normalized into everyday primary care routines. The work done before and during the implementation involved several actors and actions. The platform developers, who were clinicians, developed a platform to solve problems they faced when managing patients in everyday care practice. The development of the platform was iterative and involved HCPs throughout the development process. Thus, the problem and potential solutions were anchored in health care practices and easily translated by HCPs. Furthermore, the problem of inefficient patient management that the platform was expected to solve is well-known, both to HCPs and in society. As a result, it was readily accepted by patients as well.

Throughout the implementation, the management involved their employees, the HCPs (1) by initial presentations on and discussion about the digital platform and its potential in practice; (2) after the decision was made to implement the platform, training sessions were run by the platform provider; (3) key individuals were trained as implementation champions; (4) the HCPs had scheduled hours when they could work uninterrupted using the platform; and (5) there was ongoing discussion and reflection on the platform at formal meetings.

The HCPs had an equally important role in embedding the platform into everyday practice: (1) they interpreted digital communication with patients as a meaningful addition to current practice; (2) some took on the role of implementation champions and fostered the involvement and engagement of their colleagues by supporting them in their use of the platform and by an informal discussion of the platform; (3) they enacted the platform in current practice and communicated through the platform with colleagues and patients; (4) they reinforced organizational and social norms and values by praising the use of the platform, and by reflecting on the platform in informal meetings.
and being a source of respite; and (5) they found workarounds to fit the platform into practice.

We perceived NPT and its constructs as beneficial as it helped to deepen the analysis and move away from identifying barriers to and facilitators of understanding general means for supporting implementations. However, a problem we encountered with using the constructs of NPT was related to presenting the data. As the findings are presented sequentially, one can obtain the impression that the implementation is a clear-cut, linear process. However, it is an ongoing complex process, as pointed out by Nilsen [10]. The constructs of NPT are intertwined and interrelated, and the implementation is a continuous process that reinforces sense making, commitment and engagement, and operationalization and appraisal or configuration [15,17]. Translation studies show that translations are never completed but continuously negotiated and renegotiated. Thus, an initially successful implementation may turn into a failed or abandoned implementation [35]. As the study presented in this paper concerns only the first 6 months of the implementation, it is difficult to know whether the actors will sustain their involvement and engagement with the platform and whether the system will become a sustainable part of everyday care practice.

A perceived drawback with NPT, as we understand it, is that it gives ontological priority to humans and social structures while the materiality of the technology is relegated to the background. However, the materiality of technology should not be neglected as every digital health care innovation designs certain kinds of care and working conditions or at least certain ways of providing care [36]. In our study, the materiality of the platform enabled communication between HCPs and both patients and colleagues across time and space (asynchronous communication without geographical boundaries). The platform required patient input, and the patient was guided through automated questions and forms. As a result, the platform not only stores and transmits information but also transforms the patient data process by automated triaging. Consequently, the patient’s experiences of health and sickness are enacted and reproduced through the platform and its algorithms. As such, the platform has performativity and affects the HCPs’ understanding of the patient’s medical status and, in turn, the care given. Thus, the platform, the patients, the HCPs, and the social contexts they are part of are entangled and coconstitutive of each other [31,37]. In other words, the platform and its materiality (eg, which actions and decisions it enables vs constrains) affect knowledge and power dynamics in primary care and, as a result, shape and mediate relations among HCPs, patients, and the health care center. This, in turn, raises ethical questions such as which norms and values are embedded in the platform and its algorithms. Further research is needed on the ethical dimensions of the platform and the effects of the platform’s performativity.

Limitations of the Study
It is difficult to generalize about digital platform implementations in primary care and their effects on HCPs’ working conditions from a small-scale exploratory study such as this. However, as the constructs of NPT were used to make sense of our data, we identified reasons why the digital platform became embedded and integrated into the practice we studied and what health care organizations can do to support the implementation of digital health care platforms. Long-term research at multiple sites may be valuable to test and validate our findings, as well as to identify mechanisms promoting or inhibiting sustainable implementation.

As the data collection and analysis were guided by the theoretical framework of NPT, we may have been blinded by the theory and thus failed to identify aspects of implementation that are not described by NPT. In an attempt to avoid this, we first analyzed the data using an inductive approach, searching for themes emerging from the data. After that, we deductively tested whether the NPT constructs were visible in the data.

Conclusions
Changing primary care practices from patient consultations by phone and physical visits to digital communication and automated patient assessments allows for increased patient accessibility across time and space. At the same time, digital solutions in primary care challenge current care practices and affect the working routines of HCPs. In this paper, we have shown how a digital health care platform became embedded and integrated into care practice as the HCPs perceived it as beneficial. They were also actively involved in the implementation, had scheduled hours for working with patients through the platform, and had ongoing support from management and implementation champions. Furthermore, the platform and its materiality (eg, which actions and decisions it enables vs constrains) shaped and mediated relations among HCPs, patients, and the health care center. The findings imply that implementation outcomes for changing work practices do not rely only on microlevel actions and engagements, as shown by the NPT analysis. Implementations also depend on interrelations with macrolevel conditions such as the current COVID-19 pandemic (eg, physical distancing) and the dominant discourse on digitalization as a prerequisite for efficiency and accessibility. This, in turn, circles back and influences microlevel actions and engagements.

Acknowledgments
AFA Insurance has provided funding for the research. The authors would like to thank the individuals and primary health care centers who generously shared their time and experience for this study.
Conflicts of Interest
The research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

References


Abbreviations

EHR: electronic health care record
HCP: health care professional
NPT: normalization process theory
Importance of Getting Enough Sleep and Daily Activity Data to Assess Variability: Longitudinal Observational Study

María Öskarsdóttir1,2*, PhD; Anna Sigridur Islind1,2*, PhD; Elias August2,3, PhD; Erna Sif Arnardóttir1,2,3,4, PhD; François Patou5,6, PhD; Anja M Maier5,7, PhD

1Department of Computer Science, Reykjavík University, Reykjavík, Iceland
2Reykjavík University Sleep Institute, School of Technology, Reykjavík University, Reykjavík, Iceland
3Department of Engineering, Reykjavík University, Reykjavík, Iceland
4Internal Medicine Services, Landspitali University Hospital, Reykjavík, Iceland
5Department of Technology, Management and Economics, DTU-Technical University of Denmark, Copenhagen, Denmark
6Oticon Medical, Copenhagen, Denmark
7Department of Design, Manufacturing and Engineering Management, Faculty of Engineering, University of Strathclyde, Glasgow, United Kingdom
*these authors contributed equally

Corresponding Author:
María Óskarsdóttir, PhD
Department of Computer Science
Reykjavík University
Menntavegur 1
Reykjavík, 102
Iceland
Phone: 354 5996326
Email: mariaoskars@ru.is

Abstract

Background: The gold standard measurement for recording sleep is polysomnography performed in a hospital environment for 1 night. This requires individuals to sleep with a device and several sensors attached to their face, scalp, and body, which is both cumbersome and expensive. Self-trackers, such as wearable sensors (eg, smartwatch) and nearable sensors (eg, sleep mattress), can measure a broad range of physiological parameters related to free-living sleep conditions; however, the optimal duration of such a self-tracker measurement is not known. For such free-living sleep studies with actigraphy, 3 to 14 days of data collection are typically used.

Objective: The primary goal of this study is to investigate if 3 to 14 days of sleep data collection is sufficient while using self-trackers. The secondary goal is to investigate whether there is a relationship among sleep quality, physical activity, and heart rate. Specifically, we study whether individuals who exhibit similar activity can be clustered together and to what extent the sleep patterns of individuals in relation to seasonality vary.

Methods: Data on sleep, physical activity, and heart rate were collected over 6 months from 54 individuals aged 52 to 86 years. The Withings Aura sleep mattress (nearable; Withings Inc) and Withings Steel HR smartwatch (wearable; Withings Inc) were used. At the individual level, we investigated the consistency of various physical activities and sleep metrics over different time spans to illustrate how sensor data from self-trackers can be used to illuminate trends. We used exploratory data analysis and unsupervised machine learning at both the cohort and individual levels.

Results: Significant variability in standard metrics of sleep quality was found between different periods throughout the study. We showed specifically that to obtain more robust individual assessments of sleep and physical activity patterns through self-trackers, an evaluation period of >3 to 14 days is necessary. In addition, we found seasonal patterns in sleep data related to the changing of the clock for daylight saving time.

Conclusions: We demonstrate that >2 months’ worth of self-tracking data are needed to provide a representative summary of daily activity and sleep patterns. By doing so, we challenge the current standard of 3 to 14 days for sleep quality assessment and call for the rethinking of standards when collecting data for research purposes. Seasonal patterns and daylight saving time clock change are also important aspects that need to be taken into consideration when choosing a period for collecting data and designing
studies on sleep. Furthermore, we suggest using self-trackers (wearable and nearable ones) to support longer-term evaluations of sleep and physical activity for research purposes and, possibly, clinical purposes in the future.
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wearable technology; nearable technology; internet of health care things; sleep; Withings; study duration; establishing standards; seasonality; mHealth; digital health

**Introduction**

**Background**

Sleep disorders and short sleep durations are some of the main health challenges in current times. Obstructive sleep apnea is one such disorder and is estimated to affect 1 billion adults worldwide [1]. Insomnia, defined as difficulties in initiating or maintaining sleep, outlines another common sleep disorder [2,3]. Short sleep duration, although not a sleep disorder, is also a major risk factor for adverse health effects and death [3-5]. The gold standard measurement setting for clinical assessment of sleep quality and sleep disturbances is the use of polysomnography for 1 night, typically performed in a hospital environment [6]. Polysomnography is expensive and requires individuals to sleep with several sensors attached to their face, scalp, and body, which is cumbersome [7,8]. Furthermore, data from such a study gives no indication on important routine aspects of sleep quality such as the average total sleep time (TST) of individuals, when they normally go to bed and wake up, whether they are affected by seasonal changes, or whether they have insomnia [9]. Instead, to assess free-living sleep conditions, multiple night recordings in the home environment need to be performed [9]. In the medical field, this is typically accomplished by using wrist actigraphy, which involves a small watch-like device with an embedded accelerometer that often also records ambient light conditions and skin temperature [9]. The use of actigraphy is accompanied by a subjective sleep log or a sleep diary. Clinical guidelines recommend that the individual wears the actigraphy for 7 to 14 days; however, 72 hours of recording is generally sufficient for bill for testing in the United States [9]. For research purposes, 5 to 7 days of actigraphy measurements are often used to assess sleep behavior [10]. These data are used to assess, for example, average sleep duration, chronotype (morningness vs eveningness, commonly referred to as A-type vs B-type), and similar sleep parameters of interest. This type of data can also be used to facilitate the analysis of individual sleep patterns and for clustering purposes to show trends at the group level [11].

**Consumer-Grade Self-Tracking Technologies**

More recently, consumer-grade self-tracking technologies that facilitate sleep data collection over longer periods have emerged [12]. Wearable technology (wearables) is an umbrella term for body-worn connected sensors [8]. Smartwatches are an example of such wearables and can capture information similar to actigraphy. Often, they collect even a wider range of physiological signals, such as heart rate, skin temperature, and oxygen saturation [13-15]. Other self-tracking technologies are nearable technologies (nearables), which can also be used to monitor physiological signals by close approximation to the body. These are increasingly used in conjunction with wearables in health-related research studies [14-16]. For instance, and relevant to our study, they include connected mattresses to monitor sleep patterns in more detail [17]. In most cases, consumer-grade self-trackers are designed for the general purpose of activity tracking. However, their ability to monitor a broad range of physiological parameters means that they are now seriously being considered as alternatives to medical-grade technology for the monitoring of various clinical conditions [18,19]. In addition, the portability and affordability of these trackers open up opportunities for pursuing clinical research on larger cohorts of participants and for rethinking the implementation of remote monitoring care models in specific patient populations [20].

Recent years have seen a surge of research on sleep with consumer-grade self-trackers. Most of these studies focus on relating measurement from the wearable device to either mental or physical health and sometimes both [21,22]. In a few cases, the duration of data collection varies from days and weeks [23-26] to months and years [27,28]. In addition, large sample sizes obtained from the vast number of people who wear self-trackers in the general population have been leveraged to study and compare sleep patterns by age, gender, and BMI worldwide, as in the work presented by Jonasdottir et al [12]. In terms of duration of data collection, a similar study associated shorter sleep duration and greater variability of sleep duration with increased BMI [28]. Furthermore, the large amount of data collected with self-trackers has encouraged the use of advanced machine learning techniques and deep learning to predict clinical outcomes more robustly [29,31]. Although some studies have taken on the task of observing participants over a longer time span than the gold standard for clinical assessment of sleep quality and sleep disturbances, to our knowledge, only a single study has compared data collected over 1 week with data collected over 2 weeks, concluding that the shorter period is sufficient [24]. Although the sleep research community acknowledges the need for longer periods of data collection with wearable and nearable (nonwearable that is placed near the body) self-trackers, the question of whether the participants should wear self-trackers for a longer time than the gold standard to generate a more insightful portrait of their sleep patterns remains unanswered [11,31].

**Aims and Overview**

The primary goal of this paper is to investigate whether the time span of 3 to 14 days is sufficient for data collection when performing sleep measurements at home using wearable and nearable sensors. We address the primary goal through the following research question: is 3 to 14 days of data collection sufficient to capture the sleep habits and fluctuations in sleep...
patterns of an individual in a reliable way for research purposes? Our secondary goals are to investigate whether there is a relationship between sleep quality, physical activity, and heart rate and whether individuals who exhibit similar activity and sleep patterns in general and in relation to seasonality can be clustered together. We address the secondary goals through the following three research questions:

1. Is there a relationship between sleep quality, physical activity, and heart rate?
2. Can individuals who exhibit similar activity be clustered together in an insightful manner?
3. Are there significant differences between sleep patterns of individuals that are affected by seasonality and daylight saving time (DST) clock changes?

Our a priori hypothesis is that 3 to 14 days’ worth of data are neither sufficient to capture a person’s sleep habits nor sufficient to observe fluctuations in sleep patterns that might be important for research purposes.

Methods
Data Collection

This study was proposed in the context of the Stanford Medicine X–Digital Health Challenge [32]. It was executed under an ethical waiver from the central Danish National Committee on Health Research Ethics. The participants were recruited through advertisements in 2 local newspapers (Søndagsavisen Vestegnen and Villabyerne) distributed within Greater Copenhagen in Denmark. A total of 82 adults aged >50 years were screened. The first screening was conducted over the phone. Candidates were then scheduled for a home visit, during which the Montreal Cognitive Assessment test was administered by a trained neuropsychologist. The Montreal Cognitive Assessment scores were collected but are not reported in this paper as it was outside the scope of this study (see [33] for details). Of the 82 individuals, 54 (66%) (aged 52-86 years; male: 35/54, 65%; female: 19/54, 35%) fulfilled the inclusion criteria of the study. All participants signed informed consent to join the study and agreed to share their data. At a second home visit, the participants were equipped with the wearable Withings Steel HR smartwatch (Withings Inc), tracking the number of steps and heart rate on a per-minute basis. Participants were also equipped with the nearable Withings Aura sleep mattress (Withings Inc), tracking the various phases of sleep (sleep onset latency, wake, light sleep, deep sleep, rapid eye movement [REM] sleep, and waking up times) on a per-minute basis [34]. The first day of data logging for the participants spanned from June 7, 2017, to September 25, 2017. Data logging stopped for all participants on December 28, 2017. Figure 1 shows an overview of the days for which data were acquired for all participants in the study. In addition, the participants’ age, height, weight, and gender were noted upon entry into the study.

The study is based on data from the abovementioned devices—smartwatch (wearable) and sleep mattress (nearable)—and specifically the variables listed in Table 1. Most of the variables in Table 1 are either measured directly or calculated by the smartwatch during the day or sleep mattress during the night. In addition to those, we derived 2 commonly used variables in sleep research, namely, TST, which is the time in hours from falling asleep until final wake up, and sleep midtime, which is the midtime between falling asleep and final wake up.
Figure 1. Overview of data collection for the participants in the study. The dots indicate dates with measurements. Blue represents periods with complete data from the smartwatch during the day, and red represents data from the sleep mattress during the night.

Table 1. Overview and definitions of the variables used in our analysis and the self-trackers used to collect them.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily step count</td>
<td>Number of steps during the day</td>
<td>Smartwatch</td>
</tr>
<tr>
<td>Diurnal heart rate–average</td>
<td>Mean heart rate during the day</td>
<td>Smartwatch</td>
</tr>
<tr>
<td>Nocturnal heart rate–average</td>
<td>Mean heart rate during the night</td>
<td>Sleep mattress</td>
</tr>
<tr>
<td>Total duration in bed</td>
<td>Time in hours from going to bed until getting out of bed</td>
<td>Sleep mattress</td>
</tr>
<tr>
<td>Total sleep time</td>
<td>Time in hours from falling asleep until final wake up</td>
<td>Sleep mattress</td>
</tr>
<tr>
<td>Sleep onset latency</td>
<td>Time in minutes from going to bed until falling asleep</td>
<td>Sleep mattress</td>
</tr>
<tr>
<td>Number of times awake</td>
<td>Count of how often the individual woke up during the night</td>
<td>Sleep mattress</td>
</tr>
<tr>
<td>Deep sleep duration</td>
<td>Time in hours spent in deep sleep</td>
<td>Sleep mattress</td>
</tr>
<tr>
<td>REM&lt;sup&gt;a&lt;/sup&gt; sleep duration</td>
<td>Time in hours spent in REM sleep</td>
<td>Sleep mattress</td>
</tr>
<tr>
<td>Light sleep duration</td>
<td>Time in hours spent in light sleep</td>
<td>Sleep mattress</td>
</tr>
<tr>
<td>Sleep midtime</td>
<td>Midtime between falling asleep and final wake up</td>
<td>Sleep mattress</td>
</tr>
</tbody>
</table>

<sup>a</sup>REM: rapid eye movement.

**Group-Level Analyses**

To inspect long-term changes and variability at the cohort level, we considered the participants for whom data were collected the longest, starting in June 2017 until December 2017. For this part of the cohort (25/54, 46%), we calculated the daily means and SDs of the measurements.
To inspect whether there are discernable patterns in the day-to-day activities of the participants, we used $K$-means clustering that aims to group together similar numerical data, where similarity is defined through the Euclidean distance, particularly, to partition $N$ observations into $K$ clusters [35]. First, we applied the method using only data from the last week of the trial and then from the last 2 weeks and so on. We decided to do so because of the different starting points and to avoid seasonality effects.

**Figure 2.** Elbow test.

To determine the number of clusters, we used the elbow method [36]. The number of clusters was chosen such that adding an additional one does not increase (much) the information gained. Specifically, we recorded the ratio of within-cluster distances of all clusters to distances between cluster centers and used Figure 2 to determine when it ceases to change (much). This created an elbow in the graph at $K=3$, after which not much change occurs. Note that to investigate which variables differed with statistical significance between clusters, we used the 2-sampled Student 2-tailed $t$ test with $P<.05$ significance level.

### Individual-Level Analyses

To demonstrate the variability in sleep and daily activity at the individual level, 7% (4/54) of the participants were selected at random and studied in depth. Following the selection, their values were compared with those of other participants. Figure 3 shows the variable distributions of these four participants, which fell within the same range as that of the entire population. These participants were not meant to be a representative sample of the cohort, and the rationale behind our choice to show only data from 7% (4/54) of participants was to clearly demonstrate the variety in measurement patterns among participants without compromising the readability of the figures.

We considered 3 perspectives in the individual-level analyses. First, we assessed the day-to-day values for variables associated with sleep quality for a span of 1 week. The week was chosen at random. Subsequently, we calculated the weekly mean and SD for the different variables for a span of 10 weeks for the same 4 participants, where we normalized variable values for each participant by dividing by the largest value measured in the collection period. These values showed how sleep and daily activity changed from day to day and week to week.

Second, we looked at the evolution of the SD of sleep and activity measurements. We calculated a rolling SD over 7 days with a 1-day moving window from the first week of October 2017 until the end of December 2017. Moreover, starting with the first 3 days of October 2017, we calculated the SD of each participant’s measurements. Then, we added the next day and performed the calculation again. We repeated the procedure until 80 days had been added to the original 3 days. Thus, we obtained a sequence of SD values that described the variability in each participant’s measurement.

Finally, to investigate seasonal effects and, in particular, the impact of the DST clock change on October 29, 2017, we used a 2-tailed $t$ test to evaluate whether differences in the values of each of the 11 variables before and after the DST clock change were significant using a .05 significance level. For this, we considered 3 periods: (1) short-term: 15 days before and 15 days after October 29, 2017; (2) midterm: 30 days before and 30 days after October 29, 2017; and (3) long-term: 60 days before and 60 days after October 29, 2017.
Figure 3. Boxplots showing the distributions for the variables considered (daily step count, diurnal heart rate–average, nocturnal heart rate–average, total duration in bed, total sleep time, sleep onset latency, number of times awake, deep sleep duration, rapid eye movement sleep duration, and light sleep duration) for the four participants and the whole population. As sleep midtime is a circular variable, it is not considered in this figure. bpm: beats per minute; REM: rapid eye movement.

Results

Group-Level Analyses

Some of the participants in the study wore self-trackers for 6 months. This allowed us to look at trends over a longer period and assess seasonal patterns. Figure 4 shows daily means and SDs for TST, total duration in bed, sleep onset latency, sleep midtime, and daily step count. These variables showed the most evidence of seasonal effects. Major trends in the data indicate that total duration in bed increased, albeit the TST remained similar. The sleep onset latency leaped at the end of October 2017, when DST stops in Europe and the clock is set back by 1 hour. Clearly, the participants in this study were affected by this change, as shown by the increased time they took to fall asleep in the weeks after the change of the clock. We also saw a downward trend in the number of steps throughout the 6-month period and fluctuations in the sleep midtime.

Clustering analysis resulted in the suggestion of 2 distinct cohorts of approximately the same size (25 participants each) and a third one that we neglected for its small size when >4 weeks of data were used (Figure 5); the third cluster with 6 participants was omitted. Table 2 shows the mean and SD of all the variables in the two cohorts. The 2-tailed \( t \) test results showed that only differences in number of times awake were statistically significant. On average, the difference between the cohorts in the number of times awake was 1 time. On average, most participants woke up <4 times per night, whereas 6% (3/54) of study participants woke up >5 times per night. We did not find statistically significant differences in gender, age, or BMI between the two clusters.
Figure 4. Seasonal differences in (A) daily step count, (B) total duration in bed, (C) total sleep time, (D) sleep onset latency, and (E) sleep midtime. The blue line indicates the local polynomial regression fit, and the red dashed line indicates the start of daylight saving time on October 29, 2017.
Figure 5. Cluster analysis revealed 2 cohorts (red and blue in the figure). The figure shows a difference in the variable number of times awake between the 2 cohorts. Other variables were less distinctive. REM: rapid eye movement.

Table 2. Mean and SD of the 11 variables in the 2 cohorts.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cohort 1, mean (SD)</th>
<th>Cohort 2, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily step count (count)</td>
<td>4895.97 (2772.25)</td>
<td>4996.31 (2230.61)</td>
</tr>
<tr>
<td>Diurnal heart rate–average (bpm)</td>
<td>58.89 (5.91)</td>
<td>61.85 (6.67)</td>
</tr>
<tr>
<td>Nocturnal heart rate–average (bpm)</td>
<td>61.10 (6.02)</td>
<td>62.66 (6.85)</td>
</tr>
<tr>
<td>Total duration in bed (h)</td>
<td>7.81 (0.82)</td>
<td>8.06 (1.24)</td>
</tr>
<tr>
<td>Total sleep time (h)</td>
<td>6.86 (0.99)</td>
<td>7.08 (1.29)</td>
</tr>
<tr>
<td>Sleep onset latency (min)</td>
<td>3.06 (1.27)</td>
<td>2.03 (0.93)</td>
</tr>
<tr>
<td>Number of times awake (count)</td>
<td>1.53 (0.34)</td>
<td>1.54 (0.34)</td>
</tr>
<tr>
<td>Duration of REM sleep (h)</td>
<td>2.18 (0.68)</td>
<td>2.18 (0.68)</td>
</tr>
<tr>
<td>Duration of deep sleep (h)</td>
<td>3.13 (0.56)</td>
<td>3.13 (0.56)</td>
</tr>
<tr>
<td>Sleep midtime (time)</td>
<td>11.249.91 (2645.61)</td>
<td>11.493.10 (3465.17)</td>
</tr>
</tbody>
</table>

*a*Indicates that the difference was statistically significant at the .05 confidence level.

REM: rapid eye movement.

**Individual-Level Analyses**

Figure 6 shows time-series data for 6 variables (total duration in bed, TST, sleep onset latency, sleep midtime, deep sleep duration, and REM sleep duration) collected for 1 week for 7% (4/54) of participants on a night-to-night basis. The remaining 5 variables (daily step count, diurnal heart rate–average, nocturnal heart rate–average, number of times awake, and light sleep duration) can be seen in Figure S1 in Multimedia Appendix 1. The figures show a clear difference for each participant on a day-to-day basis and among the four of them. The relationship between the duration of REM and deep sleep differed for the participants considered here. For participant 34, they were in sync, but not for the remaining participants. Finally, sleep onset latency appeared regular for all 4 participants, and of them, 2 (50%) had days where it peaked.

Figure 7 shows weekly averages over a period of 10 weeks for the same 7% (4/54) of participants and 6 of the variables (total duration in bed, TST, sleep onset latency, sleep midtime, deep sleep duration, and REM sleep duration). The remaining 5
variables (daily step count, diurnal heart rate–average, nocturnal heart rate–average, number of times awake, and light sleep duration) can be seen in Figure S2 in Multimedia Appendix 1. Here, we see that the variation in measurements was even greater. For example, the sleep onset latency of participant 10 was gradually increasing, a pattern that can also be discerned in the total duration in bed and sleep midtime plots. In some weeks, the SD was large, which indicated that the values in those weeks spanned a wide range. The measurements of participant 53 showed stark fluctuation during the 10-week period.

**Figure 6.** Daily parameters over a period of 1 week for the 4 participants. Each column and color represent one of the participants. REM: rapid eye movement.

**Figure 8** shows the correlation between the weekly averages in Figure 7 for the 7% (4/54) of participants, which varied greatly. Participants 10, 15, and 34 had some positive and negative correlations between their variables. For example, for participant 10, there was a positive correlation between light sleep duration and TST and a negative correlation between light sleep duration and sleep onset latency. In contrast, for participant 53, most of the correlations were strongly positive or negative, showing great synergy. Only sleep onset latency showed little correlation with the other variables.
Figure 7. Average activity by week over a 10-week period for the 4 participants. The bars denote the SD within each week. REM: rapid eye movement.
Next, we investigated the variability in different variables by focusing on the changes in SD over time. Firstly, Figure 9 shows the rolling SD computed over 1 week with a rolling window of 1 day for 6 of the variables (TST, total duration in bed, sleep midtime, deep sleep duration, REM sleep duration, and sleep onset latency). The remaining 5 variables (daily step count, diurnal heart rate–average, nocturnal heart rate–average, number of times awake, and light sleep duration) can be seen in Figure S3 in Multimedia Appendix 1. From the figure, we see that the SD changed greatly throughout time for all participants and for all measurements. Participant 34 had little variation in measurements. The SD of TST and total duration in bed remains within 1 hour. However, in the first weeks, the SD of the sleep onset latency went up to 60 minutes. The other participants had greater fluctuations throughout the period, with SD of TST reaching 3 hours for participants 10 and 53. In addition, the variability in deep and REM sleep duration decreased over time. The data also shows that the variability in sleep onset latency had an increasing trend in the 10-week period.

Finally, Figure 10 shows the cumulative SD of the 7% (4/54) of participants for the same 6 variables. The remaining 5 variables can be seen in Figure S4 in Multimedia Appendix 1. These plots give a sense of the participants’ overall variability over time and how it stabilized as more days were added to the data collection. The plots show that 1 week is not representative of someone’s sleep behavior as it can change drastically from week to week.

We now assessed the effects of seasonality on sleep and sleep quality. More precisely, we investigated which, if any, of the variables were significantly different before and after the DST clock change when looking at short-term (15 days before and after October 29, 2017), midterm (30 days before and after October 29, 2017), and long-term (60 days before and after October 29, 2017) periods for the 7% (4/54) of participants. Table 3 and Figure 11 show which variables had a significant difference before and after October 29, 2017. The difference in sleep midtime was almost always significant. Also, long-term changes were the most statistically significant, and before the changing of the clock, the participants spent more time in REM sleep, the midtime of their sleep was earlier, and they fell asleep faster.
Figure 9. Rolling SDs over a 10-week period. These were calculated over 7 days with a 1-day rolling window. REM: rapid eye movement.
Figure 10. Cumulative SD over a 10-week period, adding 1 day at a time. REM: rapid eye movement.
Table 3. Statistical significance of the difference in variables before and after October 29, 2017, for each of the four participants during the three periods.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Short term</th>
<th>Midterm</th>
<th>Long term</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ID 10</td>
<td>ID 15</td>
<td>ID 34</td>
</tr>
<tr>
<td>Daily step count</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Diurnal heart rate–average</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Nocturnal heart rate–average</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Total duration in bed</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Total sleep time</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sleep onset latency</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Number of times awake</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>REM&lt;sup&gt;b&lt;/sup&gt; sleep duration</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Deep sleep duration</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Light sleep duration</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sleep midtime</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

<sup>a</sup>Indicates a statistical significance at the .05 confidence level.
<sup>b</sup>REM: rapid eye movement.

**Figure 11.** Mean values for the variables before and after October 29, 2017. Top row: long-term patterns for participants 15 and 53. Bottom row: short-term, midterm, and long-term patterns, which represent 15, 30, and 60 days before and after October 29, 2017, respectively, for participant 10. Both participants 15 (<i>P</i> < .0001) and 53 (<i>P</i> < .001) had significantly longer REM sleep before the change. Participant 10 fell asleep sooner, slept longer, and spent more time in light sleep before the change. REM sleep duration also changed from short term to long term. REM: rapid eye movement.
Discussion

Principal Findings

Although the sleep research community welcomes the advancement of consumer-grade self-trackers, including wearables and nearables, they are also widely aware of the numerous challenges that remain, especially regarding the need to validate the devices to ensure their accuracy and reliability [8]. Although many of these barriers are for wearable and nearable technology companies to solve, it is the responsibility of the sleep research community and the medical informatics community to make a collective effort and decide upon necessary and sufficient requirements for validating the devices [31]. As we show in this paper, the duration of the validation period is an essential but grossly overlooked factor. Guillodo et al [11] acknowledged the need for long-term sleep studies, which could help identify connections between sleep quality and health outcomes. However, few attempts have been made with data from wearables and nearables. Although data collected over a longer period is essential, it is also important to make a clear distinction between group-level and individual-level approaches when it comes to research goals, clinical value, and data analysis. Although data collected over an extended period in a large cohort can reveal interesting insights about sleep patterns of the general population [10], there is much potential in using wearables and nearable devices for individualized medicine approaches as well. The approach used in this paper, where we studied individual patterns, has been fruitful for understanding sleep patterns over time.

Another shortcoming in the sleep literature is that it views and analyzes individual nights instead of analyzing time series, where trends, seasonality, and other long-term patterns can be discovered. On that basis, we showed that sleep patterns vary highly from person to person, and, because of that, an individualized approach may be more appropriate than pooling the data per night for several individuals, as is common in the literature. Moreover, we can see that the type of wearable or nearable is not the main value; instead, the main value is in analyzing individual nights instead of analyzing time series, where trends, seasonality, and other long-term patterns can be discovered. On that basis, we showed that sleep patterns vary highly from person to person, and, because of that, an individualized approach may be more appropriate than pooling the data per night for several individuals, as is common in the literature. Moreover, we can see that the type of wearable or nearable is not the main value; instead, the main value is in analyzing individual nights instead of analyzing time series, where trends, seasonality, and other long-term patterns can be discovered.

In this paper, our primary research goal was to investigate whether the gold standard, the traditional time span of up to 2 weeks, is sufficient for obtaining reliable data to assess sleep duration and sleep quality of an individual when performing sleep measurements at home using wearable and nearable sensors. Our answer to this question is no. Specifically, we showed that there is much variability in the self-tracker measurements for individual participants across time.

Furthermore, in our cohort analysis, we observed a clear distinction in the empirical data only when using sufficient data (>30 days) and could show the emergence of clusters that are robust to changes in the amount of data and the specific dates chosen for the analysis. However, when following individual behavior, an even longer period is needed, and we recommend >2 months.

The secondary research goal of this paper was to investigate whether there was a relationship among sleep quality, physical activity, and heart rate and whether within-group patterns in clusters of individuals exhibit similar activity and sleep patterns, both in general and in relation to seasonality. Our results show a seasonal effect on sleep patterns is related to the changing of the clock. This could both be because of overall seasonal changes and affected by the DST change, which has a significant effect on sleep patterns. This has been acknowledged previously, for instance, by international sleep and biological rhythm societies [38]. We show that there is much variability in the self-tracker measurements and apparent correlation between variables among participants [38].

Conclusions

In conclusion, analysis and exploration of time-series data have given new insights about collecting and analyzing data from self-trackers. The findings in this paper show that it is important to get enough sleep data when attempting to understand sleep patterns from self-trackers in depth. First, the gold standard is less useful as there is much variation in the measures, both on a day-to-day basis and a week-to-week basis. This means that when collecting data on individuals, we recommend a longer period to capture as much of this variability as possible. Second, the variation in the patterns in the data is high from person to person. Although cluster analysis indicates that some patterns seem common among groups of people, our individual observations indicate that the analysis should be conducted on a person-by-person basis by training algorithms to learn individual patterns. Thus, further analysis is needed to investigate the number of days suitable for data collection with self-trackers and whether these patterns and correlations observed are common among groups of people, particularly as our analyses were only based on data from self-trackers and additional information such as illnesses, exercise plans, medication, or medical history were not included. Further limitations of the study include recruitment bias as participants were not randomly selected but were included from a homogeneous sample, and the sample size of 54 individuals affects robust conclusions. The novel finding and call to action of this paper is to reconsider the gold standard in sleep research from 14 days to >3 months. The proposition of this paper is that wearables and nearables make this possible and appear promising for clinical research under free-living sleep conditions, such as at home.
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Abstract

Background: Although previous studies have highlighted the impact of interactions on the web in the context of patient–health care professional (HCP) dyads, this paper extends that context to a triad that includes the role of employers and associated settings with social groups.

Objective: This study aims to evaluate how the interactions between individuals and the social use of the platform affect individuals’ use of persuasive technology and, in turn, their work environment actions and responses, by implementing a persuasive technology health and wellness platform in a work environment.

Methods: For 8 months, we deployed a persuasive technology platform with different combinations of health-related features and content in 1 embedded case design with 8 fire stations for a small Canadian city (total number of participant firefighters, n=141) assigned to 1 of 2 treatments—interactive or static webpages. We used text-based content analysis techniques for outcome measures, drawn from a total of 29 participant exit interviews. In addition, medical assessments were conducted at baseline, midpoint, and end point by 7 HCPs and 1 researcher (BM), who also served as the data steward and managed the study.

Results: Our results reveal that group, social, and work influences introduce new elements to the use of persuasive technology, which interact to foster higher levels of individual success. The platform in our study served as part of a larger social system, providing information that facilitated new behaviors at work and home. The 8-month group programs centered on exercise, nutrition, and smoking cessation. Groups of participants coached by certified professionals showed significant increases in sodium awareness, levels of actual exercise, and consistency of activities. As a result of the study, of 141 people, 15 (10.6%) were notified of serious medical health issues and 29 (20.6%) underwent blood work assessments and a privacy shield (protected by federal law) was enacted to protect employees from losing their employment based on any health concerns disclosed.

Conclusions: The persuasive technology platform, in combination with self-management and professional management and social interactions, significantly altered work management behaviors. Interactions among individual outcomes, group influences, and social situations strongly influenced individuals’ behaviors in their work and home environments. Three things further improved the positive results that we observed: privacy shields (which allowed employees to reveal health concerns without fear of professional consequences), individual private activities aligned with group activities, and integration between HCP work with localized, organizational work roles.

(JMIR Form Res 2022;6(2):e32613) doi:10.2196/32613)
Introduction

Background

A wide array of health initiatives rely on the use of information technology to improve health outcomes [1-4]. One area where these technologies show continued promise is facilitating self-monitoring and feedback at work and home with the use of social systems.

Although individual use of persuasive technology platforms has been extensively explored in a health care setting and well summarized in a recent exemplar study [1], far less is known about the use of persuasive technology (1) within a broader work context and (2) in integration with social and professional medical care teams [1,5-8].

Persuasive systems and technologies are generally designed to aid and motivate people to adopt good behaviors [5], while avoiding behaviors that are detrimental to themselves or their community [6]. Other related work can be seen in a recent literature review [9] where many define persuasive systems and technologies as the set of “information technology systems and services developed to change [these] users’ attitudes and behaviours or both” [10] for people to use better in organizations. In order for persuasive technology [9] to be most effective and foster healthy lifestyles, users must be in the right mood, time, and place to receive feedback [11].

In outlining underlying principles of their framework for designing persuasive systems, Oinas-Kukkonen and Harjumaa [10] introduced a social component, as well as individual use elements that organizations implement in practice. Similar to Oinas-Kukkonen and Harjumaa [10], we suggest that groups and social interactions play a key role in creating this ideal context for persuasive systems within work practices [12,13].

However, research continues and still focuses mainly on the individual [1]. Accordingly, we aim to address this gap in the literature by expanding the underexplored social aspect of persuasive technology. To do so, we rely on social cognitive theory [14,15] and a sociotechnical perspective to discuss the interconnections between social and technical aspects of improving users’ health with persuasive technology in organizational practice [11,16].

A recent publication with experiences from the field of practice [17] notes that people generally perceive benefits and costs when setting specific, measurable, attainable, realistic, and time-bound (SMART) goals in the context of home, work, and social influences. People equate individual level with better health outcomes, where some goals get aligned, and some goals do not. According to Burton-Jones and Grange [18], using a tool or system effectively requires cycling through the concepts of actions, consequences, disturbances, perceptions, goals, comparisons, and feedback, which is consistent with SMART goals; however, it provides more concepts in the iterations to help explain different patterns [19].

Previous research has primarily considered dyads of technology-mediated interactions within practice settings between patients and health care professionals (HCPs) [1]. There are other relevant interactions at play beyond the traditional patient–HCP dyad, notably when a platform is introduced within work environments. In such a context, the patient is interacting not only with HCPs but also with a range of other stakeholders, including insurers, supervisors, colleagues, family, friends, and mentors, where, arguably, platform use can influence all these interactions. We know that information technology can change how people interact at work [20], and when everyone in a work environment can access the same persuasive technology platform [9], it can generate conversations beyond the traditional dyads. The influence of these interactions can either reinforce or discourage system use in practice. We anticipate that these work-related factors will be especially salient when good health is an employment requirement.

Setting

A prime example of a work environment that prioritizes good health is a fire station, which is a practical setting. We use this environment as our research setting for several reasons. First, firefighting requires good physical and mental health, and one might assume that firefighters are generally in excellent health to meet these demands of the work. Firefighters’ individual perceptions of benefits and effective use are well described in the literature [18]. However, cardiac deaths account for the largest proportion of deaths of firefighters each year [21], and rates of mental health problems are elevated for Canadian firefighters [22]. Moreover, although fitness and wellness standards have been recommended, only 30% of the US fire departments implement programs targeting these standards. Within a Canadian context, firefighters have higher than average body strength but are comparable with the general population in terms of aerobic capacity [23]. As such, firefighters would likely benefit significantly from using a health platform to improve their aerobic capacity. Perhaps most startling is the fact that firefighters have a 50% chance of developing cancer in their lifetime, possibly because of compounds within the smoke they breathe [19]. Thus, within these work environments, there is a strong need to focus on wellness that is integrated with medical care, family, work, and social systems, which we do in this paper.

Methods

Ethics Approval

The study was approved by the National Research Council – Industrial Research Assistance Program - Research Ethics Board.

Recruitment

We collected data using an embedded qualitative case study design. The embedded case study facilitates the simultaneous consideration for multiple subunits of analysis, which for our
purposes were the individual, group, and organizational. Specifically, we considered 8 fire station organizations, each composed of groups and individuals. Stations were randomly assigned to 2 treatment groups of either interactive webpages or static webpages [24,25]. Data consisted of document review and interview data presented with quotes [24,25]. We gained participation from 94.6% (141/149) of the firefighters.

Firefighters from a small Canadian city were selected because, in an initial meeting, they confirmed their need for increased physical activity and general health improvements, would participate in the study, and would help tailor content to their firefighter terminology; these met our selection criteria. Participation in the study required completion of wellness interventions at various points, willingness to use the platform, and openness to exploring collaborative relationships between leaders (eg, fire chiefs, human resource (HR) managers, union representatives, and mentors) and workers using the persuasive technology platform.

Site Selection

The 1 embedded case study in a city with 8 fire stations allowed assignment of the stations to 2 treatment conditions, which were interactive persuasive technology webpages or static webpages, with half the stations (A, B, C, and D) randomly given interactive pages and the other half the stations (E, F, G, and H) given static pages. Fire stations received different combinations of nutrition, exercise, lifestyle, and medical goal-setting and advice on the persuasive technology platform over the 8-month study period. The research design data shown in Table 1 are best practices seen in the stations using interactive pages and absent in the stations using static pages.

<table>
<thead>
<tr>
<th>Description</th>
<th>Fire stations A, B, C, and D</th>
<th>Fire stations E, F, G, and H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information sessions, account setup, and chili kickoff meeting (N=149)</td>
<td>77</td>
<td>72</td>
</tr>
<tr>
<td>Study treatment</td>
<td>Interactive webpages condition</td>
<td>Static webpages condition</td>
</tr>
<tr>
<td>Start baseline medical assessments (n=141)</td>
<td>73</td>
<td>68</td>
</tr>
<tr>
<td>End medical assessments (N=110)</td>
<td>57 using the webpages</td>
<td>53 using the webpages</td>
</tr>
<tr>
<td>If requested, received baseline prescription (N=53)</td>
<td>26 entered trackers at the beginning</td>
<td>27 entered trackers at the beginning</td>
</tr>
<tr>
<td>Interactive dashboard on webpages (N=73)</td>
<td>Interactive SMART(^a) goals, to-do action items, encouragement, blogs, RSS(^b) latest information feed, individual self-management, and extended access to HCPs(^c)</td>
<td>None</td>
</tr>
<tr>
<td>Noninteractive dashboards on webpages (N=68)</td>
<td>None</td>
<td>Basic static content, basic self-tracking on paper, and basic information about interacting with persuasive technology platform</td>
</tr>
<tr>
<td>Nutrition and sodium awareness(^d)</td>
<td>Interactive</td>
<td>Basic</td>
</tr>
<tr>
<td>Exercise step(^d) (N=19)</td>
<td>Interactive</td>
<td>Basic</td>
</tr>
<tr>
<td>Exercise bike(^d) (N=19)</td>
<td>Interactive</td>
<td>Basic</td>
</tr>
<tr>
<td>Dietitian(^d)</td>
<td>Interactive—Canada Food Guide and DASH(^e) diet and salt-reduced diet</td>
<td>Basic—Canada Food Guide and DASH diet and salt-reduced diet</td>
</tr>
<tr>
<td>Behavior change</td>
<td>Interactive</td>
<td>Basic</td>
</tr>
<tr>
<td>Smoking cessation(^d) (N=21)</td>
<td>Interactive</td>
<td>Basic</td>
</tr>
<tr>
<td>Weight management</td>
<td>Interactive</td>
<td>Basic</td>
</tr>
<tr>
<td>Exit interviews (N=29)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(^a\)SMART: specific, measurable, attainable, realistic, and time-bound.
\(^b\)RSS: Really Simple Syndication (web-based XML feed).
\(^c\)HCP: health care professional.
\(^d\)Group activity.
\(^e\)DASH: Dietary Approaches to Stop Hypertension (for diabetics; reduced-sodium).

Timeline and Procedures

The entire study period of 8 months was divided as follows. First, the phase I setup took 4 months, and phase II rollout proceeded over 4 months. It was followed by a maintenance (phase III) for 2 years after the study. As shown in Figure 1, the phase I setup had adaptable planning and approval for clinical practice guidelines that occurred in training and rehearsal of the framework proposed by Oinas-Kukkonen and Harjumaa [10]. The nature of firefighters’ tasks allowed us to apply the design...
principles identified by Oinas-Kukkonen and Harjumaa [10] to the professionals’ tasks in professional roles, which included HCPs, organizational HR professional, firefighters’ health expert, firefighters exercise expert, privacy officer, and stop smoking expert. The reduction of concepts (principle 1) fit because professional judgments were reduced to key points and directions based on pretesting, then the tunneling of points was strengthened to focus on ignoring other messages and tunneling to messages that professionals gave (principle 2), and the tailoring (principle 3) and personalization (principle 4) of messages for patients allowed professionals the freedom to be responsible for their decisions, to adapt the content and to create draft program page or pages, documents for weekly issue management, and frequently asked question help sheets in development [10]. The research team participated in pretesting of instruments in a formal rehearsal and reviewed the stations assigned to experimental study combinations.

**Figure 1.** Timeline of research design events. FF: firefighter; HCP: health care professional; HE: healthy eating; HM: health management; PA: physical activity; PT: persuasive technology; RQ: research question.

The kickoff event for firefighters and HCPs had a 94.6% (141/149 firefighters participated) participation rate and engaged all participants from all 8 fire stations to follow at least one of the persuasive technology platform activities.

Medical assessments generally involved the physician overseeing the nurse capturing medical baselines for all participants, the other HCPs interacting with the firefighters, and the technology team (3/8, 38% to 3/15, 20%) answering questions and getting firefighters signed into their platform accounts.

To conduct the study, in addition to recruiting research participants, we recruited a 25- to 36-person **study team** that included 7 HCPs: 1 emergency room physician, 1 heart program nurse, 2 dietitians, 2 certified personal trainers, and 1 lifestyle mentor. Some of the other professional roles on the study team fell under an organization team (N=10-14), which included 1 union representative, 1 HR representative, and 8 to 12 organizational governance authorities, depending on the volume of activities with firefighters. The study team further included a technology team (N=8-15) of 5 to 12 technology development roles (depending on program pages being loaded), 1 data steward, and 2 HR consultants qualified to deliver the smoking cessation, stress, and general wellness guidelines.

All 141 participating firefighters were offered possible individual goals on a private webpage that individuals would only see if they chose to use the individual page through the persuasive technology platform. Half the stations (4/8, 50%) had interactive pages (A, B, C and D), and half (4/8, 50%) had static basic pages (E, F, G, and H). In the interactive rollout, goals followed the SMART guidelines (ie, they were specific, measurable, attainable, realistic, and time-bound) [22] that were designed to increase behavior change for both individuals and groups. Nutrition information was based on either the reduced-sodium Dietary Approaches to Stop Hypertension (DASH) diet for hypertension [26–28] or the Canada Food Guide. The DASH diet is popular for sodium awareness given by the dietitian and heart disease advice given by the nurse. The static basic pages had general messages to stay healthy and eat well. **Figure 2** illustrates the order of activities in the study.
All participants (N=141 at the beginning of the study and N=110 at the end of the study, using the webpages) were also offered possible group goals for group exercise step challenges, group exercise bike challenges, general nutrition (e.g., reducing sugary drink intake), group sodium awareness, dietitian-recommended meal plans, weight management, and smoking cessation programs. The HCPs and organizational professionals helped firefighters establish overall group goal targets and group weekly wellness tasks via ongoing monitoring and blogging on webpages.

**Analysis Framework**

We used qualitative case-based analysis [24,25], which included simple tallies in addition to thematic analysis. The data analysis generated evidence about complex interactions among individuals, groups, and work and social settings alongside HCPs, systems experts, and health measures using fun activities.

Thematic coding was implemented using NVivo software (QSR International) [29] to develop themes and identify patterns. The qualitative analysis involved multiple iterations of coding and comparing and compiling results. We created tallies and tables to demonstrate changes. Coding was done by 1 systems researcher and then checked by the technology and organization teams.

Ultimately, we compiled transcribed notes, compared patterns, and determined how many participants had succeeded (or failed) in reaching goals. We used the 11 factors identified by Orji and Moffatt [6] in their persuasive technology classification and analysis coding scheme to structure analysis, as shown in Table 2. Other persuasive technology studies presented these types of evidence.

**Table 2.** Persuasive technology classification scheme by Orji and Moffatt [6].

<table>
<thead>
<tr>
<th>Factor</th>
<th>Identification</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Targeted (health) domain</td>
<td>Outcome changes for physical activity, healthy eating, medical issues, sleep, and hydration</td>
</tr>
<tr>
<td>2</td>
<td>Technology platform</td>
<td>Persuasive technology platform integrated web, mobile phone, weight scales, wearables, sensors, and watches</td>
</tr>
<tr>
<td>3</td>
<td>Duration of evaluation</td>
<td>Hours, days, weeks, months, and 2 years (a few people)</td>
</tr>
<tr>
<td>4</td>
<td>Behavior theories</td>
<td>Social cognitive theories with confidence and ability to do work tasks, goal-setting theory with interventions, self-management theory, performance evaluation theories, and processes improvement change theories</td>
</tr>
<tr>
<td>5</td>
<td>Motivation strategies</td>
<td>SMART goals, professional protocols, and intervention strategies; start anywhere, make changes for life, and any improvement matters</td>
</tr>
<tr>
<td>6</td>
<td>Evaluation method</td>
<td>Mixed methods comparing qualitative text-based, quantitative small sample size, log analysis, website feature use, and interviews</td>
</tr>
<tr>
<td>7</td>
<td>Targeted age group</td>
<td>≥18 years</td>
</tr>
<tr>
<td>8</td>
<td>Number of participants</td>
<td>8 fire stations with 141 people</td>
</tr>
<tr>
<td>9</td>
<td>Study country</td>
<td>East Coast, Canada</td>
</tr>
<tr>
<td>10</td>
<td>Targeted behavioral or psychological outcome</td>
<td>Integration of social cognitive abilities, behaviors, attitudes, adherence, mentoring behaviors, and social interactions</td>
</tr>
<tr>
<td>11</td>
<td>Findings or results</td>
<td>Whether successful overall and smaller changes during the paths that the users took</td>
</tr>
</tbody>
</table>

aSMART: specific, measurable, attainable, realistic, and time-bound.

Given that this research study relied on health assessments (taken by health professionals) and interview data from participants, we used appropriate methods to analyze the data, notably the qualitative data [30]. Specifically, we used analytic induction, reflexivity, triangulation, and member checks to convey aspects of trustworthiness of the research in terms of dependability, credibility, confirmability, and transferability as ways to assess the quality of qualitative research [31]. As shown in Figure 3, the dependability of the study is based on the logical, traceable, and documented nature of the embedded case design. The credibility of the research is based on using a multidisciplinary research team, drawing on multiple data sources and methods to triangulate the findings, while reaching theoretical saturation for our key themes. We also used member...
checks with participants to reflect our interpretations of the situation and whether they were reasonable assessments of what happened. The conformability is an indication of the link between the findings and interpretations to the data, which we have synthesized in Tables 3-6, whereby researcher reflexivity was used to identify themes and relationships among the themes and demonstrate better design principles and practices in persuasive systems and technology, adding to a growing body of related work. The transferability is illustrated by demonstrating similarities and differences between this study and previous work and theoretical and practical contributions made.

Figure 3. Mechanisms implemented to ensure research quality of data and analysis. HCP: health care professional.
<table>
<thead>
<tr>
<th>Design principle</th>
<th>Implementation of design principle in this study</th>
</tr>
</thead>
</table>
| **Reduction**: a system that reduces complex behavior into simple tasks helps users perform the target behavior, and it may increase the benefit-cost ratio of a behavior (principle 1). | - Goal-setting for a wide range of key goals, including nutrition, exercise, and lifestyle changes (sleep, hydration, smoking cessation, weight loss, etc).  
- Overall project outcomes set at the beginning to have fun, manage medical benefits costs better, improve health and wellness, manage cancer risks from exposure to fires, and gather evidence for work safety.  
- Provide a private environment for personal discussions to occur.  
- Access to resources and interactions that firefighters cannot easily coordinate themselves, such as interactive advice with HCPs. |
| **Tunneling**: using the system to guide users through a process or experience provides opportunities to persuade along the way (principle 2). | - Care plans developed as a result of a medical assessment by a physician and nurse and embedded in the persuasive technology platform to ensure the firefighters received appropriate care plans according to their medical conditions.  
- The nurse identified firefighters with heart stents and updated the platform and coaches to alter the exercise suggestions. |
| **Tailoring**: information provided by the system will be more persuasive if it is tailored to the potential needs, interests, personality, use context, or other factors relevant to a user group (principle 3). | - The programs were tailored by HCPs and other organizational professionals to fit firefighter needs. |
| **Personalization**: a system that offers personalized content or services has a greater capability for persuasion (principle 4). | - A comprehensive set of measures were included for individuals to select exercise, nutrition, medical, and lifestyle trackers. The personalized measures could be chosen from exercise (light, moderate, and vigorous converted by the platform), walking, steps, running, strength training (sets, reps, and weight), fruits and vegetables, grain products, meat and alternatives, milk products, total sodium, total fiber, water, sleep, cigarettes per day, blood pressure, 4 cholesterol groups (total cholesterol, LDL, HDL, and ratio of TC/HDL) and triglycerides, blood glucose, hip and waist measurements, height, weight, and a few other trackers that were not used in this paper (well-being, positive attitude, and medications taken).  
- Any personalized measure could be refused or turned on at any time.  
- The platform offered personalized advice based on their specific situation and progress.  
- Individuals could release their trackers on their individual private webpage or release their trackers into a group challenge through a release feature. Users released with anonymous numbers or full names and could hide or rerelease data at any time in the future when they wanted. They had individual control. |
| **Self-monitoring**: a system that helps track one's own performance or status supports in achieving goals (principle 5). | - Self-management controlled by individual firefighters with their own unique username and password; they had individual pages with personal summary information of their trackers (measures), goals set with medical or persuasive technology staff, group challenges to join, or lifestyle changes to make. Individuals could enter data at any time and choose to share their data or keep it private. |
| **Simulation**: systems that provide simulations can persuade by enabling them to observe immediately the link between the cause and its effect (principle 6). | - None. |
| **Rehearsal**: a system providing means to rehearse a behavior can enable people to change their attitudes or behavior in the real world (principle 7). | - Rehearsal with experts within the firefighters' organizations (eg, union representatives, station mentors, and chiefs) ensured approval and quality before the start, as well as consistency and thoroughness. The researcher prepared and pretested protocols with the professional team to prove the accuracy of the platform operation.  
- Rehearsal for firefighters occurred with account log-in demonstrations and privacy options during the first interaction—the medical assessment day. |

*aHCP: health care professional.  
bLDL: low-density lipoprotein.  
cHDL: high-density lipoprotein.  
dTC: total cholesterol.*
Table 4. Exemplars: operationalization of constructs for dialogue support (design principles 8 to 14).

<table>
<thead>
<tr>
<th>Design principle</th>
<th>Implementation of design principle in this study</th>
</tr>
</thead>
</table>
| Praise: by offering praise, a system can make users more open to persuasion (principle 8). | • There were weekly check-ins via the persuasive technology platform with HCPs and other organizational professionals who offered praise for accomplishments and encouragement to increase goals.  
• The platform facilitated “walking buddies” (pairs) who could encourage regular walks and wellness discussions. |
| Rewards: systems that reward targets may have great persuasive powers (principle 9). | • The platform gave digital rewards, such as trophy icons, on the fly through HCPs (eg, chats and email). Winning teams were listed on leaderboards.  
• Learning from 1 healthy breakfast offered through the platform to persuade other stations. Dietitians offered improvements around healthy pancake breakfast for a first station and went to stations to illustrate the changes in their cupboards, fridges, and group breakfasts. |
| Reminders: if a system reminds users of their target behavior, the users will more likely achieve their goals (principle 10). | • To their individual private webpage, users received weekly results and reminders of their individual trackers (measures), goals, and interactions (summarized from users’ primary tasks, which they were given by HCPs).  
• The platform presented group averages, which individual firefighters could review whenever they wanted. |
| Suggestion: systems offering suggestions at opportune moments will have greater persuasive powers (principle 11). | • The platform produced a professional dashboard with graphs where HCPs reviewed graphs to identify which users needed new suggestions (eg, a personal trainer could post new tailored exercises).  
• Other suggestions were planned for firefighters who plateaued and stopped progressing as suggested in care plans. In weekly reviews, the HCPs devised new suggestions at the exact time they saw an issue on dashboard graphs. Hence, interventions happened quickly.  
• HCPs also watched for gaps in the evidence and the absence of questions from firefighters to offer more suggestions. A lack of questions could indicate plateauing, and advisers watched to probe if firefighters wanted more suggestions. |
| Similarity: people are more readily persuaded through systems that remind (them of) themselves in some meaningful way (principle 12). | • Content tailored to the firefighters’ wellness documents, their union’s wellness terminology, and experts’ suggestions. HCPs and other organizational experts connected terminology to other national standards (eg, hypertension and privacy standards) to the content on webpages. |
| Liking: a system that is visually attractive for its users is likely to be more persuasive (principle 13). | • The look and feel of the platform were designed to be visually appealing and easy to navigate and used gamification principles where possible. |
| Social role: if a system adopts a social role, users will more likely use it for persuasive purposes (principle 14). | • Stations mentors, coaches, personal trainers, persuasive technology account helpers, and HCPs took on social roles (principle 14) to advise other firefighters and begin dialogues. Once dialogues started, then the social dialogue management moved into suggesting principle 11. |

aHCP: health care professional.
### Table 5. Exemplars: operationalization of constructs for system credibility support (design principles 15 to 21).

<table>
<thead>
<tr>
<th>Design principle</th>
<th>Implementation of design principle in this study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trustworthiness: a system that is viewed as trustworthy (truthful, fair, and unbiased) will have increased powers of persuasion (principle 15).</td>
<td>- Curated content was written by professionals to fit national protocols and approved by firefighter-sanctioned expert groups (ie, nutrition, exercise, and union wellness standards).</td>
</tr>
</tbody>
</table>
| Expertise: a system that is viewed as incorporating expertise (knowledge, experience, and competence) will have increased powers of persuasion (principle 16). | - Professional certifications were important to ensure firefighters followed the advice and engaged in the activities. The HCPs\(^a\) also worked primary jobs that lent credibility to their expertise, which included the physician who worked in the local hospital emergency room, the nurse who worked in heart program clinics, the personal trainers who owned popular local gyms, and the dietitians who worked in local health system practices.  
- The platform was built by the technology company, primarily led by the research director who designed pleasing interfaces, and the persuasive technology was then managed by the developers for back-end technical infrastructure, database, and security. Privacy and confidentiality were managed by the research director. The professionals’ content was given to the tech company, which staged the content, rehearsed with professionals, and integrated with study wellness goals. The physician and nurse medical protocols were demonstrated in development-type use cases to be compliant with Health Level 7 tracker and terminology standards. |
| Surface credibility: people make initial assessments of the system credibility based on a firsthand inspection (principle 17). | - The platform pages were designed to allow trials and demonstrations. The interface, flow, and navigation shown in the initial information session received positive feedback. |
| Real-world feel: a system that highlights people or organizations behind its content or services will have more credibility (principle 18). | - The platform connected trackers for work and home lifestyle changes to manage the more difficult behavior changes (eg, lack of sleep, overeating, substance abuse, and mental health issues). The platform adapted to requests for individuals or groups to work on something, which included trying to foster family lifestyle changes. |
| Authority: a system that leverages roles of authority will have enhanced powers of persuasion (principle 19). | - All content and pages were approved by station chiefs, union, city government, and sponsors for funding of the study. Sponsors only received aggregated results and had no access to individual trackers (measures), groups, or comments. Reports were summarized into anonymous personas or group averages. |
| Third-party endorsements: third-party endorsements, especially from well-known and respected sources, boost perceptions of system credibility (principle 20). | - Platform trackers (measures) and group challenges fit the union representative’s expectations, and specific sections in the international standard wellness document were noted on the bottom of webpages. |
| Verifiability: credibility perceptions will be enhanced if a system makes it easy to verify the accuracy of site content via outside sources (principle 21). | - Present comparable information to the Canada Food Guide for general nutrition advice and DASH\(^b\) salt-reduced diet suggestions for reduced-sodium diets when required (eg, for patients with heart disease or high-risk participants). |

\(^a\)HCP: health care professional.  
\(^b\)DASH: Dietary Approaches to Stop Hypertension (for diabetics; reduced-sodium).
Table 6. Exemplars: operationalization of constructs for social support (design principles 22 to 28).

<table>
<thead>
<tr>
<th>Design principle</th>
<th>Implementation of design principle in this study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social learning: a person will be more motivated to perform a target behavior if</td>
<td>• The persuasive technology platform presented chats on the landing page (eg, chat with a dietitian or whichever professional was logged in at the time). It also presented social walls such as Facebook functionality, which were optional and internal to the software that were used to create a social environment and friend one another, discuss similar interests, and get to know users and their family information.</td>
</tr>
<tr>
<td>he or she can use a system to observe others performing the behavior (principle 22).</td>
<td></td>
</tr>
<tr>
<td>Social comparison system: users will have a greater motivation to perform the target</td>
<td>• The platform presented group averages for step challenge and bike challenge, where comparisons could be made privately on individual viewing pages or shared in group challenge pages where users’ data would be visible under the name they chose (real full name, real short name, pseudonym fake name, or anonymous).</td>
</tr>
<tr>
<td>behavior if they can compare their performance with the performance of others (prin-</td>
<td></td>
</tr>
<tr>
<td>ciple 23).</td>
<td></td>
</tr>
<tr>
<td>Normative influence: a system can leverage normative influence or peer pressure to</td>
<td>• The platform presented national medical norms within a table on users’ individual page, where their personal individual medical assessment and trackers were compared with national norms (by age, gender, and race) for weight, blood pressure, cholesterol, and so on.</td>
</tr>
<tr>
<td>increase the likelihood that a person will adopt a target behavior (principle 24).</td>
<td>• Medical assessments were done at baseline and the middle and end of the study.</td>
</tr>
<tr>
<td></td>
<td>• Individuals could track their progress against averages for the entire sample.</td>
</tr>
<tr>
<td>Social facilitation: system users are more likely to perform target behavior if</td>
<td>• The platform presented a “trash talk” discussion board for the bike exercise challenge where firefighters exchanged fun discussion and egged each other on.</td>
</tr>
<tr>
<td>they discern via the system that others are performing the behavior along with them</td>
<td>• Group challenges were done with group workouts in stations.</td>
</tr>
<tr>
<td>(principle 25).</td>
<td></td>
</tr>
<tr>
<td>Cooperation: a system can motivate users to adopt a target attitude or behavior by</td>
<td>• All programs were designed to build social comparisons into them with friendly encouragement in cooperative ways and not too competitive. The smoking cessation program paired smokers with a nonsmoking buddy to alter at-work smoking behavior and offer social interaction when they wanted to smoke. This social support worked because smokers indicated they wanted social interaction at work; the evidence shows that smoking is not good for them, but many smoke, anyway.</td>
</tr>
<tr>
<td>leveraging human beings’ natural drive to cooperate (principle 26).</td>
<td></td>
</tr>
<tr>
<td>Competition: a system can motivate users to adopt a target attitude or behavior by</td>
<td>• Six challenges were offered (ie, step, bike, sodium awareness, nutrition generally, smoking cessation, and weight management).</td>
</tr>
<tr>
<td>leveraging human beings’ natural drive to compete (principle 27).</td>
<td></td>
</tr>
<tr>
<td>Recognition: by offering public recognition (for an individual or a group), a</td>
<td>• Group challenge winners were celebrated with digital rewards and persuasive technology platform webpage announcements.</td>
</tr>
<tr>
<td>system can increase the likelihood that a person or group will adopt a target atti-</td>
<td>• Kickoff celebration offered healthy chili recipe.</td>
</tr>
<tr>
<td>tude or behavior (principle 28).</td>
<td></td>
</tr>
</tbody>
</table>

Results

In this section, we review the results that interact across multiple levels, starting with a brief overview of individual results and then focusing on study results that extend the current understanding by examining groups of people using a platform (ie, examining social and work contexts).

Individual Integrated Self-management Behaviors

Our results for individuals achieved many positive health and wellness impacts similar to those of other studies [1], where individuals improved medical, exercise, nutrition, and lifestyle trackers. In the final interviews (N=29), 51% (15/29) of participants stated that they viewed the persuasive technology platform as a positive catalyst for their wellness behavior change and 37% (11/29) individuals lost an average of 7.3 kg. Although many stated they already had good wellness behaviors, it was unclear what that meant in practice. Notably, the platform had a stronger influence on those who did not have an established routine (ie, an average of 60% score on behavior change measure; N=29) compared with those who did (ie, an average of 44% score on behavior change measure; N=29).

User Journeys

Overview

For each user story, results are generally organized by level of analysis, starting with the individual, then the group, and finally the organization level. Within each level, we first consider key themes and link those to important outcomes that each user story illustrates.

Patterns began to emerge that illustrated differences in individuals’ holistic outcomes—that is, outcomes captured at every level of an individual’s life (N=141 at the beginning of the study and N=110 at the end of the study, using the webpages). For example, it cannot be considered a positive move if someone stops smoking at work only to take up drinking to manage the stress of quitting cigarettes. Thus, we sought to capture combinations that accounted for such possibilities. In order to convey those fast and flexible combinations, we mapped the 28 design principles identified by Oinas-Kukkonen and Harjumaa [10] onto our constructs, as shown in Tables 3-6.

Among these various user journeys, several achieved better patterns using interactive webpages but also showed that integrated change compared with the design principles needs...
to be made carefully with much adaptability to local situations (N=141 at the beginning of the study and N=110 at the end of the study, using the webpages). Qualitative case evidence shown in Tables 3-6 provide data to support these claims that demonstrate the better practices seen under interactive webpages (ie, stations A, B, C, and D), which were absent when compared with patterns under static webpages (ie, stations E, F, G, and H). The evidence data are exemplars of better design principles; they are not exhaustive. Overall, our results showed that systems and platforms yield far better results when integrated with support from society, families, colleagues, social settings, and organizations, which begins some evidence of this integration.

In the user journeys, evaluation of platform use patterns (along the principles described in Tables 3-6) are presented along with outcome evaluations by professionals. All evaluations were performed on a none, poor, fair, good, great, or excellent scale. These show linkages between use of features following the design principles of persuasive technology and outcomes.

**Individual User Journey 1: Tom (Poor Platform Use Pattern, Leading to Fair Health Outcomes; Influencers: Vague Wellness Objectives and Few Good Success Concepts; Orthotics Barriers)**

One person that the persuasive technology platform helped was Tom, a firefighter in his mid-40s, paid by the city, who had been dealing with some physical ailments that created challenges with exercise. Tom was a prime example of a user who set vague wellness objectives, not as specific as other firefighters who set SMART goals and who achieved higher outcomes. Tom had high computer skills but did not push himself very hard to improve. Sleep apnea was preventing him from getting the proper rest he needed to fuel his 2-job lifestyle (he had a second job in construction on weekends). Time was also a barrier for exercise; however, he remained active at least three days a week.

Tom used his pedometer to diligently track and record his own steps, deliberately challenging himself. He watched the group challenge, without actively participating, by logging in to the system as a spectator but was hesitant to join the actual activities. Tom needed new orthotics, and to him, that was a substantial barrier to lower body training and his exercise goal of gaining muscle; this made it impossible for him to track substantial barrier to lower body training and his exercise goal identified by Oinas-Kukkonen and Harjumaa [10] because he did not reduce the concepts well, had little pathway tunneling, had little tailoring (general vague wellness objectives, not specific as SMART goals suggest), had little personalization (focused on broader, general program pages), had some self-monitoring for his own steps but little else (eg, step challenge, sodium reduction, and strength exercises), had no simulation or trying new things, and had little rehearsal with others in the group [10].

Hence, overall, Tom underperformed, even though any positive change could be viewed as a success and was celebrated with him, when comparing across patterns, he missed these many behaviors that others adopted to reach higher or better outcomes as seen in the next journeys.

**Group Follower User Journey 2: Harvey (Lurker Not a Participant, Fair Platform Use Pattern, Leading to Fair Health Outcomes: Typical Individual Wellness Patterns but Lacking Significant Improvement; Influencers: Avoiding Group Platform Activities)**

The persuasive technology platform also helped Harvey, a user who typified those who followed groups but never participated in group activities. The introduction of groups allowed individuals to join organizational groups or to ask work friends to join them. In this study, they chose to place themselves together in groups (eg, firefighters, union representatives, chiefs, and HR department) [32]. These emergent groups could then challenge other groups and join other groups.

Similar to many other participants, Harvey had a great general nutrition and exercise regime, wanted to get blood work done, and addressed a previous high cholesterol issue. His nutrition had improved before the program when a family member discovered they were hypertensive and was maintained in the average range throughout the program. He was concerned about family wellness and lack of time.

Harvey followed the bike challenge by monitoring the group results on the program page but did not participate. However, he reported not being able to find his medical results, which were on the same program page. Harvey was also looking for additional ways to destress. He had a good grasp on his balanced lifestyle but wanted new ways to incrementally improve his approach. He achieved this by making a small shift in his nutrition, exercise, and sodium awareness, hence leading to minor improvements. He confirmed that his cholesterol levels had shifted within the normal range. We coded the user journey of Harvey overall as fair according to the primary task support principles (principles 1 to 7) around broader, general wellness goals identified by Oinas-Kukkonen and Harjumaa [10] because he was only watching the social activities, not participating in or performing the other behaviors, which was principle 22 (social learning), and was mostly not well engaged in activities such as the others were.

**Group Challenge User Journey 3: Allen (Excellent Platform Use Pattern, Leading to Excellent Health Outcomes; Influencers: Joined Many Groups, but Fun Groups Were His Organizing Mechanism)**

Fun group challenges available through the persuasive technology platform included excellent participants such as Allen in the sodium reduction, steps, bike exercise, and general nutrition programs (Table 6; all principles 22-28). Allen did the many group activities described here, as the exemplar excellent group participant. He liked to access HCPs’ chats and blogs,
which were well received (Table 5; principles expertise and surface credibility). The group challenges were appreciated because they delivered integrated engaging social, group pages, while allowing individualized medical advice to be seen only on individual private screens (Table 3, primary task [all]; Table 4, rewards; Table 5, real-world feel, not a demo; and Table 6, normative influence and recognition). The personalized individual timing (Table 3; personalization) kept pace with public and fun group activities (Table 3; tailoring) [9].

The overall results reveal an immediate change in shopping behaviors and a 73% change in sodium awareness (N=29), as well as a 59% change in overall nutrition awareness which Allen achieved. Actual nutrition intake improved by 22% on average (N=29 interviewed of 94.6% (141/149) using webpages at the beginning and 73.8% (110/149) using webpages at the end. We purposely combined individual, group, and social concepts that fit the setting to capture the complex work and home interactions that existed.

The program further motivated firefighters such as Allen with a fun kickoff event game called guess the salt, which included access to content and features on the persuasive technology platform through direct knowledge from experts and appealing interactive pages. This approach was used to manage the user patterns systematically without too much drill-down that becomes fatiguing for HCPs. The firefighters indicated in the final interviews (N=29) that the game’s well-designed graphics helped them change their behaviors and achieve their excellent results. After the kickoff event, the program in parallel conducted tailored and personalized baseline assessments for individuals (Table 3; tailoring and personalization) [33,34] in a private setting close to work activities (N=141 at the beginning of the study and N=110 at the end of the study, using the webpages). This approach helped employed, employers, and professionals improve more easily [7,9].

Group programs [35] were offered around achievable social challenges [3,14,16] chosen by firefighters such as Allen, who showed excellent platform use patterns (eg, exercise, nutrition, sodium awareness, and smoking cessation and led by certified professionals). These groups combined two or more people in to (1) engage the power of group check-in and persuasion, (2) identify a wellness challenge goal or objective that all group members wanted to meet [32-34,36], and (3) pick specific measures [33,36] that participants could record on paper and in the persuasive technology platform, which was then converted into the shared effort on the platform.

The program also had weekly behaviors [35] that firefighters, including Allen, recorded for weekly group results charting, chatting between people or leader competitions. It set end points 6-8 weeks from the start to give closure and motivation. End celebrations [36] included digital rewards or physical prizes from the organization. The maintenance phase III continued for 2 years to identify sustainable behaviors for life beyond from the organization. The maintenance phase III continued for 6-8 weeks from the start to give closure and motivation. End celebrations [36] included digital rewards or physical prizes from the organization. The maintenance phase III continued for 2 years to identify sustainable behaviors for life beyond from the organization. The maintenance phase III continued for 6-8 weeks from the start to give closure and motivation. End celebrations [36] included digital rewards or physical prizes from the organization. The maintenance phase III continued for 6-8 weeks from the start to give closure and motivation. End celebrations [36] included digital rewards or physical prizes from the organization.

Group nutrition behaviors were shaped by program design options such as the fun sodium and nutrition challenges, which involved all of the participants attending a dietician-led interactive sodium awareness lecture that Allen enjoyed (N=149), followed by discussion, label reading introduction, and 2 months with features on the persuasive technology platform (N=141 at the beginning of the study and N=110 at the end of the study, using the webpages). The dietitians advised compliance with the Canada Food Guide (69/141, 48.9%) and Dietary Approach to Stop Hypertension low-sodium diet (72/141, 51.1%; numbers provided by a dietician) with identified actionable behaviors such as your next trip to the grocery store and immediate ways to remove unwanted sodium.

In general, group exercise awareness increased by 55% (average 5.5/10 ratings for 19/29, 63%), and the most frequent comment from participants such as Allen was that they were “more consistent in filling the periods of inactivity with exercise” (quote from the interview). Among those who participated in the group step and bike challenges, 65% (19/29) of the individuals reported results from their participation [23].

We observed evidence of exercise avoidance among the moderate to low exercisers who did investigate exercise and nutrition information via the platform but did not push themselves hard or consistently. We defined low to moderate exercisers as those who exercised, on average, 3 days a week, for 1.10 hours at a time, at a 4.46 intensity level (lower), and within more general workouts. These are much lower than the intense exercisers, who we defined as those who exercised, on average, 4.23 days per week, for 1.09 hours at a time, and at a 7.32 intensity level (high). Our findings suggest that persuasive technology platforms should offer a wide variety of choices to sway moderate to low exercisers.

Distrusted Organization User Journey 4: David (Good Platform Use Pattern—Once Trust Issues Were Addressed and There Were Good Health Outcomes, He Stopped Smoking; Influencers: Required Privacy Shield to Continue in the Smoking Cessation Program Group Because He Distrusted the Organization Work Environment for Demonstrated Reasons; Well Organized by Nonsmoking Buddy at His Fire Station Work Environment)

Overview

The stop smoking program enlisted 21 firefighters, including David, at the initial assessment (evidence counted), which resulted in good outcomes for David but tempered by distrust of the work organization. These participants chose to conduct the programs on the platform as a group social challenge. However, when it came time to participate in the stop smoking program, only 62% (13/21) of the firefighters confirmed their participation. David was one of the participants who might have backed out, so we use him as an example of distrust toward the organization and to explore what it took to get him through.
Distrust in the Work Environment

Many firefighters, including David, hesitated to use employer wellness resources and medical benefits that would reveal that they smoked, as they believed that would allow their employer to classify them as individuals who engaged in unhealthy behaviors and even fire them. The firefighters reported stories about other firefighters losing a promotion or being let go for smoking.

As related evidence, no firefighter took up the offer from the HR manager to cover CAD $150 (US $118.5) of nicotine patches as a medical benefits payment. The distrust of HR by David resulted in concealing unhealthy behaviors from his employer, as he believed, such as many of the firefighters, that this exposure would threaten his career. Thus, one perceived downside of incorporating health platforms at work is a worry that health conditions could be misinterpreted by employers as weaknesses on the job, hindering or halting career development.

Privacy Shield Design Element

The technology company quickly developed a privacy shield to address the distrust by David and to allow all firefighters confidential access to the smoking cessation resources. The firefighters also confirmed the need for anonymity as important.

Credible Book or Information Source

As a consequence of all these forces, the smoking cessation program needed credible content behind the privacy shield to be successful (Table 5; principle of surface credibility), which David appreciated. The first component was the Easy Way to Stop Smoking book, chosen by a third-party consultant to ensure it was appropriate for an organizational environment. The persuasive technology platform anonymously averaged the number of cigarettes not smoked for the group.

Nonsmoking Social Buddy System

The other component that contributed to the success of the smoking cessation program was introducing each user to a nonsmoking coworker (ie, social nonsmoking buddy), which we propose further reinforced the social group effect and a displacement effect with healthier wellness behaviors. Several firefighters reported they stopped smoking on their own or with the help of the family physician after discussions that took place in the program. Notably, however, they went directly to a physician, not using the patch offered by HR—an indication of their ongoing distrust of the organizational work environment.

Valued Discussions in the Workplace User Journey 5: Jack (Fair Platform Use Pattern, Leading to Great Health Outcomes; Influencers: Access to HCP Advice but Not Group Activities)

Overview

Rich and complex work-related discussions occurred that highlighted the challenges associated with the pursuit of health initiatives in work environments (N=141 at the beginning of the study and N=110 at the end of the study, using the webpages; N=29 interviewed at the end of the study). In some cases, when health issues are directly related to the work environment, even the narrow use of the platform can lead to significant improvements. One particular work-integrated medical assessment outcome discussion between the nurse and one of the firefighters, Jack, is used as an illustration. We use the term great work-related discussion to encompass those rich settings beyond the initial, typical discussions between the HCPs and participants (detailed further in the next section). In this way, the persuasive technology platform and program had the potential to reveal information or behaviors unknown to the organization, which entailed work implications beyond other influences such as the details provided in the next section.

Effective Work-Integrated Assessment Outcomes

Firefighters considered the blood work screenings to be work-related activities because of their aforementioned increased occupational risk of cancer. This danger motivated many firefighters, including Jack, to undertake the platform challenges and individual activities to get markers of clean blood or evidence of contaminated blood. To them, tasks such as blood work represented long-term, effective, work-related evidence for occupational hazards and a way to manage their work-related health concerns.

For Jack, the middle and end medical assessments showed improved medical outcomes, where he specifically valued medical outcomes evaluated in the professional work context that improved for him and many others. Firefighters such Jack felt that it was improved workplace access to HCPs (such as the nurse), who were more aware of specific work-related options available to the firefighters, that motivated them to achieve these great results, which were comparable with recommended national norms (N=141 at the beginning of the study and N=110 at the end of the study, using the webpages).

Work-Related Professional User Journey 6: Nurse (Excellent at the Start but Failing Toward the End, Platform Use Pattern; Influencers: Excellent HCP Work but Fell Back to Silos)

Although firefighters perceived medical assessments as meaningful for individual medical outcomes or group averages, HCPs perceive medical assessments as a normal, typical part of professional health care work [5]; this created different perceptions that influenced the integrated persuasive technology platform use. Hence, we examine how HCP work roles fall back into silos if they are not reworked into holistic team-based care along with the principles (Table 5).

Excellent Work-Related Medical Assessment Process and Primary Tasks in the Work Setting of Practice (Nurse)

The nurse completed 53 blood work requisitions for the 141 people at the baseline assessment, which appear as typical HCP medical outcomes evaluated in the professional work context. However, she fell short of expectations for the integrated persuasive technology platform use. In this way, we examine how HCP work roles fall back into silos if they are not reworked into holistic team-based care along with the principles (Table 5).

Slippage From Integrated Work Roles Back to Siloed Work Roles

The persuasive technology platform systematically delivered blood work results to each firefighter and provided an internal
email from the physician and nurse for medical assessment onto a private individual webpage.

The study integrated HCPs’ work well for the work setting where the physician’s and nurse’s approved protocols and prescriptions were coordinated and individualized blood work options, relevant to the medical history of Jack and clinical conditions that met both professions’ protocols [5].

Organization and Program Manager Results With Reasonable Costs

The user stories illustrate several interesting patterns, which suggest that everyone values the services that was done at a reasonable cost. Statements about values included “oversight of entire program progress gave greater comfort, ease of program setup eased the burden of preparing, consent and messages gave less to manage and destroy, engaging fun group activities, improving wellness overall” (ie, increase exercise, nutrition, and sodium awareness), and “implementing joint union-mandated wellness programs.” These quotes match social and technical concepts that build on and improve the quality of the persuasive technology platform.

The reasonable costs were achieved at a fraction of the cost of other technologies and activities. The persuasive technology wellness challenge was licensed at approximately CAD $12,000 (US $9480) in the first year to operate the challenge and avoided CAD $17,613 (US $13,914.27) in other general wellness and disease costs for this small municipal local government organization. The total cost savings include CAD $6913 (US $5461.27) of general wellness cost saving calculated by improvements for wellness program outcomes for the number of firefighters multiplied by savings per year identified in the literature. Outcomes for the increase in physical activity, smoking cessation, weight loss and maintenance, and improvements in nutrition were multiplied by appropriate cost numbers noted in literature and then added to form a total. The rest of the cost savings was CAD $10,700 (US $8453) for disease cost savings calculated in a similar way from acute conditions better managed (eg, high blood glucose, back pain, muscle pain, sleep apnea, hypothyroidism, stroke, high cholesterol, high blood pressure, gastrointestinal ailments, asthma, colitis, kidney issues, chronic obstructive pulmonary disease, and depression) [8,28].

Discussion

Principal Findings

The results of this study confirm recent findings [1] that persuasive technology can alter individuals’ outcomes and behaviors through frequent interaction beyond the initial contact points with the technology. By studying the use of a persuasive technology platform in a work environment, we found that the combined, integrated influences of work, group, social, and individual outcomes reinforce one another through this platform. In this way, we illustrate an interconnected social and technical system—but it is one that needs far more work to implement holistically in team-based care settings for life.

Individual Outcomes

As expected, the persuasive technology platform [1] improved firefighters’ individual outcomes on several fronts. There was dramatic improvement in sodium awareness (29/141, 20.6%) with a reported 73% improvement on our awareness scale. 37% (11/29) of individuals lost an average of 7.3 kg, and a medical baseline (N=141) was established with medical issues identified for blood pressure, total cholesterol, low-density lipoprotein cholesterol, blood glucose, and other conditions.

The firefighters in our study were motivated by these processes and perceived benefits. They interacted with programs as individuals and as colleagues in groups, whereas professionals created the material to make the program happen. Consistent with previous findings [24], we observed that using feedback to compare consequences with goals generally led to more effective use of the platform and perceived benefits. Individuals engaged more with the persuasive technology platform’s features when HCPs’ work tasks were integrated into the use of those features through the platform and the firefighters’ work and social networks (N=141 at the beginning of the study and N=110 at the end of the study, using the webpages). This finding was confirmed during final interviews. All design and execution elements of the study had to focus on benefits for successful behavior change to achieve the great number of improvements seen in the study.

Organizational Work Outcomes

The persuasive technology platform created an environment that motivated firefighters to have more health- and wellness-related conversations at their organizational work, even though it did not always lead to exercise-tracking behavior. We suggest that a repeatable persuasive technology platform with sustainable programs, deployed in an organizational work setting, produced these combined health improvements. The platform changed work behaviors, which station mentors observed as higher numbers of participants discussing exercise around the stations and asking more specific wellness questions. Work discussions with friends, coworkers, and HCPs increased greatly but had to fit within the organizational workplace certification requirements and be adapted to meet union guidelines. In some settings, peer and supervisor influences can prevent technology use if they do not like that technology. Given that firefighters eat together while on the job, there was much discussion with dietitians about how to change station group meals. Firefighters developed a stronger understanding of their own health through talking directly to dietitians at work.

The studied organizational work environment—such as any work environment—was not neutral, and this hindered participation. There was a level of distrust between the employer and employees in this organization and certain information that employees did not want shared with their employer. The smoking cessation program revealed the need for a secure privacy shield for these in-depth organizational health and wellness programs to succeed. The fact that some behaviors or conditions could eventually be made visible to the employer was a significant concern for participants.
At the same time, as there are many common elements in the individual participants’ conditions, the organizational work environment could be very well suited to offer support and well-targeted interventions by HCPs. In our study, professional assessments were adjusted to consider the unique features of the professional work environment. The study helped align multiple health care protocols and checked for possible work-related diseases. For some participants, significant medical issues were uncovered that would not have been detected as early without the program and without the persuasive technology platform in the organizational work setting (29/53, 55% of the prescriptions were out of range, where 15/29, 52% were serious medical issues). Firefighters were not visiting their physicians regularly, and this was made visible by the persuasive technology platform.

It is puzzling that even in an organizational work environment where poor health could lead to loss of employment, we still found that participants struggled to develop healthy behaviors and observed unproductive workplace wellness messages. In this sense, firefighters represent a critical case, and the observations from this environment can serve as important examples for other organizations.

Groups Offer Fun, Social Distractions at Work Around Confidential, Serious Work-Related Health Issues

Group components, which represented the HCPs’ tasks in the programs they ran, were designed to support participants’ work processes and became meaningful tasks for the individual firefighters. Goals were set for individuals and for groups, which increased motivation and changed behaviors. Individuals were motivated by the desire to not disappoint the group. This motivation was especially salient with the exercise, sodium reduction, and smoking components. Ultimately, the study’s comprehensive program achieved many outcomes around exercise improvements, smoking cessation, management of serious medical issues, and improvements in general nutrition (N=29 final interviews; N=141 at the beginning of the study and N=110 at the end of the study, using webpages).

In this way, group influence went beyond the motivational component to embed in individuals’ tasks and organizational work processes. Discussions with work colleagues around health are likely to contribute to a better understanding of the data presented in a persuasive system and of the expected consequences of actions. This increased understanding is likely to lead to appropriate action [18]. Evidence from the discussions among the participants supports this pattern. Hence, we argue that integrating social components of groups in organizations with persuasive technology and systems increases the potential benefits of these platforms.

Better Integrating the Social, Work, and Technical Environments

The interplay among these persuasive technology platforms, work, and personal interactions enabled the success of the programs and fostered the firefighters’ willingness to continue after the study ended: at the end of the 8-month study period, the firefighters asked the systems researcher to establish additional studies through the HR department and emergency room physician, which she designed and handed to the organization. These participants acknowledged that they could not have figured out the design or executed it at the high level that was achieved in the study.

Platform use helped users gain control over their health conditions throughout iterations, leading to improved health and wellness after several weeks. The persuasive technology platform made efforts visible to the group and reminded individuals that their respective efforts were contributing to a larger group or social goal. Seeing the progression of results helped participants persevere toward their goals with the added motivation, as noted, of not disappointing their peers. This result is consistent with research in other contexts where interfaces provided feedback about performance and led to increased group performance through social reinforcement [35].

The repeatable persuasive technology platform gave participants integrated, personalized medical advice and personalized intervention oversight on a large, systematic scale. The study’s professionals had to work within organizational settings, which included HCPs in team-based care that was facilitated by the technology, through fast and flexible approaches. The end result provided firefighters with a comprehensive approach that accounted for the complexity of the local situation, integrating individual, group, work, social, home, and professional influences.

Path Forward

This paper argues that health and wellness improvements occurred in this study because the organization and participants involved used a persuasive technology platform that was designed to reflect its use in work, group, home, and social systems beyond initial interactions. The persuasive technology platform enabled employees to reveal behaviors such as smoking, drinking, or reckless driving behind a privacy shield, which probably would not have occurred without this protection, and then change those behaviors. In alignment with the 28 principles identified by Oinas-Kukkonen and Harjumaa [10] for designing persuasive systems, we allowed people to disclose sensitive data to subsequently improve their situation. Tables 3-6 provide a useful illustration of how the features of an implementation reflect 96% (27/28) of the design principles [10].

We present a vision for personal health record platforms that considers the wider improvements that could be made in understanding health decisions, addressing participants’ motivation, and facilitating meaningful use of the technology in the individual users’ local work setting. These persuasive technology platforms fundamentally offer a different approach to encourage new social interaction through work and home environments beyond the initial interactions. Given that a significant portion of the provincial government budgets in Canada already pay for the health system and many people still lack primary health care [37-39], these holistic platforms and team-based HCP care at a reasonable cost should be embedded in many organizational work settings.
Limitations and Future Research

The fact that our data were drawn from 1 Canadian city limits our ability to directly compare our context with others with different characteristics. For instance, large urban areas may make it harder to create strong groups if the social fabric is not as tightly woven as it is in smaller communities. Because of data aggregation, we are unable to provide findings by smaller groupings, which limits our results. Furthermore, we intentionally conducted this study in a context where good health is an essential job requirement. However, it would be interesting to see whether these results are replicated in the same manner in settings where health is not seen as essential for the work performed; this could be a boundary condition for the findings observed. Our findings illustrate that workplace health and wellness are inextricably linked with what happens with the individual and the group both on and off the job. Any sustainable persuasive technology that links workers with professional care teams must navigate the work versus personal life combined with individual versus group dynamics.
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Abstract

Background: To achieve the World Health Organization targets for cervical cancer elimination, low- and middle-income countries will need to develop innovative strategies to provide human papillomavirus (HPV)–based screening at a population level. Although mobile health (mHealth) interventions may help realize these goals by filling gaps in electronic specimen tracking and patient education, effective implementation of mHealth interventions is dependent upon context-specific development that is acceptable and usable by the target population. Detailed feedback should be gathered at the design and development stages to yield final products that reflect the needs, desires, and capabilities of target users.

Objective: The aim of this study is to develop an mHealth app (mSaada) to support HPV-based cervical cancer screening in partnership with community health volunteers (CHVs) and program planners in western Kenya.

Methods: A team of student programmers developed a prototype to meet previously identified gaps in screening: patient education, protocol support, data capture, and specimen tracking. The prototype was iteratively developed through 2 waves of in-person working sessions with quantitative (survey) and qualitative (in-depth interview) feedback. Research staff engaged key stakeholders from both urban and rural locations and with varying levels of experience in delivering screening services. During the sessions, participants completed simulation exercises and role-play activities to become familiar with the platform. Once feedback was gathered and synthesized after each wave of in-person data collection, developers implemented changes to improve mSaada functionality.

Results: A total of 18 CHVs and clinicians participated in the in-person sessions. Participants found mSaada useful, easy to use, and would meet the needs of CHVs to provide HPV-based cervical cancer screening (electronic data capture, client education resources, and specimen tracking). They provided key feedback to enhance user experience, workflow, and sustainability. Key changes included altering the appearance of the wireframes, adding translation in additional local languages, changing potentially insensitive figures, alphabetizing lengthy dropdown menus, adding clinically relevant logic checks when entering data, and incorporating the ability to make real time edits to client records. They also made recommendations for additional features that might enhance mSaada’s impact at the facility and health system levels, specifically the inclusion of a report-generating tool consistent with the Ministry of Health standards.

Conclusions: Using a process of iterative feedback with key stakeholders and rapid response from developers, we have developed a mobile app ready for pilot testing in HPV-based screening programs led by CHVs.

(JMIR Form Res 2022;6(2):e27501) doi:10.2196/27501
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Introduction

Background

According to projections from the World Health Organization (WHO), incident cases of and annual deaths due to cervical cancer could increase by 37% and 47% to 777,000 and 459,000, respectively, by 2040 [1]. The vast majority of this disease burden is observed in low- and middle-income countries in sub-Saharan Africa and Southeast Asia [1,2]. To reduce rates of morbidity and mortality due to cervical cancer, screening and vaccination programs that target human papillomavirus (HPV), the causative agent in almost all cervical cancers, must be able to reach the target population in a cost-effective and culturally appropriate manner [3]. Such programs are nascent in many low- and middle-income countries and, despite the availability of simplified protocols, face infrastructural and financial challenges [4,5]. Kenya’s Ministry of Health has developed national guidelines for cervical cancer screening, which align with the WHO-endorsed framework for HPV-based screening and treatment. Although this may drive greater access to services throughout the country, there are significant barriers to implementation [3]. One such barrier is the use of nonformally trained lay providers, such as community health volunteers (CHVs), to deliver care. Although these individuals can reduce the clinical load on a trained health system, they require adequate supervision and support to carry out these services.

Poor adherence to clinical guidelines has been cited as a challenge to using CHV-led programs and a risk of delivering substandard care. An initiative to use lay health providers in Siaya district, Kenya, showed poor adherence to clinical guidelines by trained community health workers [6]. Further training, on-the-job supervision, and technical support have been shown to increase the quality of service delivery. A study conducted in the Morogoro region of Tanzania found that lay health workers “value supervision and appreciate the sense of legitimacy that arises when supervisors visit them in the village” [7]. However, it is important that when supervision is offered, it occurs in a respectful, nonjudgmental way, or it could lead to decreased self-efficacy and lowered desire to complete assigned tasks. The provision of job aids, such as pamphlets, flipcharts, mobile apps, and handbooks, has been cited as effective at increasing adherence and may provide a means to avoid overly critical supervision that still yields the necessary legitimacy that arises when supervisors visit them in the village” [7]. Even in this context.

Mobile health (mHealth) has been defined by the WHO as “medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants, and other wireless devices” [9]. mHealth approaches, which typically use information sharing, education, communication, or data collection strategies to meet specified goals [10], have been used to deliver service reminders, promote behavior change, enhance medication adherence, provide health education, and collect and store patient data [11-15]. There is a large body of evidence supporting the feasibility, acceptability, and usability of a variety of mHealth interventions that target a wide range of health conditions such as depression, diabetes, HIV/AIDS, and cancer [16-22]. Although many mHealth interventions are patient sided, there are a growing number of provider-sided apps that seek to support and improve the delivery of health services [10,16]. These novel approaches provide a platform for the effective delivery of evidence-based practices targeting a range of health outcomes in often unreached or hard-to-reach populations and can be used to support task shifting of health delivery to CHVs or other lay health workers [23].

Effective implementation of mHealth interventions is reliant upon context-specific development that is appropriate, useable by the target population, and reflective of mobile phone ownership and rates of use [24,25]. Such considerations must be incorporated in the design and development stages of mobile apps and other interventions to yield final products that reflect the needs, desires, and capabilities of target users [25]. Otherwise, poor development of mobile apps could result in low levels of usefulness and user uptake [26]. A recent study by Huchko et al [27] showed that CHVs delivering cervical cancer screening in community- and facility-based settings in western Kenya desired more protocol and decision support tools to effectively complete screening. In addition, the study identified a clear need for continued education regarding the cause, risk, transmission, and prevention of HPV [28-30]. On the basis of high reported mobile phone ownership within Kenya and past research documenting success with SMS text messaging–based delivery of screening results in western Kenya [31,32], the introduction of a mobile app–based intervention to address gaps in education and provider support appears feasible in this context.

Study Objective

The aim of this study is to iteratively develop and refine the mSaada mobile app in consultation with key stakeholders before small-scale pilot testing in health facilities in western Kenya.

Methods

Study Setting

This 2-wave qualitative study sought perspectives on the functionality of and user experience with a newly developed mobile phone app. Data collection was conducted in Migori and Kisumu, Kenya. Both locations, one rural and one urban, offer cervical cancer screening programs within local health facilities and were being considered for government-supported implementation of HPV-based screening. We chose these locations based on the target end user of the app, CHVs, who are commonly employed in both places.

App Platform

mSaada, meaning support in Swahili, is a counseling and decision support tool designed for use by CHVs. As an android-based mobile phone app developed by students as part of a computer science course at Duke University, mSaada was
designed to address logistical and educational gaps in HPV-based cervical cancer screening in western Kenya. The app features were developed based on prior research in Migori and Kisumu counties [27,28], and through web-based communication with Kenyan key stakeholders, who provided feedback on the overall functionality, wireframes, and pilot app. As described in Table 1, the app includes four main features to guide the CHVs through the entire process of screening, including counseling and decision-making, answers to frequently asked questions, data collection, and specimen tracking. Feature headings were defined based on stakeholder feedback and use more common, abbreviated language (Add New Client, Screening Info, Questions, and Search Client).

Table 1. Description of mSaada mobile app features.

<table>
<thead>
<tr>
<th>Feature heading and purpose</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add New Client</td>
<td>A 34-item clinical questionnaire collecting demographic and health history information</td>
</tr>
<tr>
<td>Collect relevant client data during screening</td>
<td>Barcode scanner for linkage of client records with laboratory specimens</td>
</tr>
<tr>
<td>Link client data to laboratory specimens for tracking and results notification</td>
<td>Cervical Cancer Education Module</td>
</tr>
<tr>
<td>Screening Info</td>
<td>Kenya Ministry of Health Cervical Cancer Prevention Protocol</td>
</tr>
<tr>
<td>Aid in education and counseling of clients</td>
<td>Exploratory figures and diagrams</td>
</tr>
<tr>
<td>Aid in explanation of self-collection steps of HPVa-based cervical cancer screening</td>
<td>A total of 65 questions and answers addressing myths and misperceptions of HPV and cervical cancer, grouped by relevant topics including screening, treatment, and transmission</td>
</tr>
<tr>
<td>Questions</td>
<td>Access, review, and edit client records</td>
</tr>
<tr>
<td>Search Client</td>
<td>Searchable client record database</td>
</tr>
<tr>
<td>Support client education</td>
<td></td>
</tr>
</tbody>
</table>

aHPV: human papillomavirus.

bComponent applies to both purposes.

Study Sample
To gather input and perspectives regarding mSaada and its features, we recruited individuals in three categories: experts (n=6), end users (n=6), and lay persons (n=6). Expert study participants were individuals with direct experience providing cervical cancer-related services, such as clinicians or study staff working in related research. End user study participants were individuals who had worked or were currently working as CHVs and had performed cervical cancer screening using HPV testing via self-collection. Lay person study participants were individuals who had no formal training or experience in cervical cancer screening. Research staff identified potential study participants based on prior engagement with the individuals or by recommendation from partner facility staff. Study staff recruited participants by phone or in-person before the beginning of the study period.

Study Design
The iterative development period lasted 8 weeks in total and consisted of alternating waves of data collection and integration of feedback into the mSaada platform. During data collection waves, participants attended day-long feedback sessions that were categorized by participant group (ie, experts, end users, and lay persons). To obtain a combination of novel and continuous feedback on mSaada, we asked 2 representative experts, end users, and lay persons (6/18, 33%) to participate in both waves of data collection activities, completing an in-depth interview during both waves. All other study participants (12/18, 67%) were asked to attend only 1 day of feedback sessions, completing only 1 in-depth interview. This resulted in 24 in-depth interviews among the 18 participants, with an average length of 45 minutes.

Feedback sessions (n=6) began with a description of study aims, intended methods of data collection, and completion of written informed consent. Following this discussion, researchers provided detailed, screen-by-screen explanations of the mSaada app and its features, allowing participants to follow along using study phones loaded with the platform during the demonstration. After initial hands-on familiarization in a group setting, participants completed simulation activities in pairs, including CHV and client role-plays and example scenarios to gain more experience with the platform [33]. Explanation, familiarization, and role-plays with mSaada lasted approximately 3 hours, on average. Thereafter, we conducted individual in-depth interviews to gather detailed feedback about the platform. Both the group exploration and familiarization sessions and individual in-depth interviews were conducted in English and audio-recorded for transcription. We completed transcription using Otter.ai, a free, open-source software. Study staff transcribed recordings using the software, and reviewed and edited resulting transcripts for accuracy. Researchers followed the same protocol for both waves of data collection. All study activities occurred within
the Kisumu Office of the Duke Center for Global Reproductive Health and the Migori County Hospital. Group feedback sessions were conducted within the conference area of the office, whereas individual in-depth interviews were conducted within private rooms. Research staff and app developers convened to discuss and integrate key participant feedback after it was gathered.

Communication With App Developers

Researchers consolidated data from the first wave of interviews into a master list of recommended changes and updates. The resulting 12-page document was shared with Kisumu- and Durham-based researchers to focus and prioritize revision efforts. Although most of the recommended changes were considered for integration before the second wave of interviews, some participants suggested changes that were not feasible to undertake between the 2 feedback waves. We addressed these changes, including a large expansion in capabilities of the existing Search Client feature, after the iterative development period.

After agreed-upon prioritization of changes on the master list, researchers provided participant feedback to the Nairobi-based app developer for integration. To track and discuss progress during the 3-week period of app refinement, the app developer supplied Kisumu-based researchers with intermittent versions of mSaada, which were downloaded to study phones and reviewed for accuracy. This back-and-forth process helped facilitate effective communication between team members and allowed for successful completion of app refinement.

Qualitative Analysis

We developed a 2-part interview guide that was used for all participants during both waves of data collection (Multimedia Appendix 1). First, we asked participants to reflect on each of the 4 features of the app. For each feature, participants were asked their opinion on usability, user control, aesthetics, comfort, ease of use, and any challenges they faced. The interview concluded with questions regarding overall impressions of the platform and thoughts about implementation and use of mSaada within a Kenyan context. We asked participants for any recommended changes or updates to the app’s layout and features, and any concerns they had about the app’s use within facilities.

We developed an initial codebook with deductive codes that mirrored the domains described above in the interview guide (usability, user control, aesthetics, comfort, and ease of use) and further refined it with inductive codes as participant feedback was gathered. We analyzed the qualitative data using thematic analysis and a 4-stage process [34]. Analysis was aided by NVivo (version 12). First, researchers reviewed all transcripts and created document memos to summarize key points from each participant and to get a strong sense of the collected data. Second, we identified deductive structural codes based on the two sections of the interview guide (ie, feature-specific feedback and overall impressions). Third, inductive thematic codes were identified via thorough review and rereview of participant transcripts. As thematic codes were identified, researchers added them to the codebook and recoded transcripts based on observed themes. Fourth, after completion of thematic coding, we wrote analytic memos for each identified theme detailing the similarities and differences in feedback between features of mSaada to broadly summarize the gathered information. Interim analysis, completed between waves 1 and 2 of data collection, used a similar process but was not aided by NVivo (version 12).

To accelerate the procedure, researchers completed a consolidated version of the aforementioned 4-stage process.

Ethics Approval

We obtained ethical approval from Duke University Campus Institutional Review Board (2019-0650) and the Kenya Medical Research Institute’s Scientific and Ethics Review Unit (2918). All participants provided written informed consent before initiation of study activities. Implementation of the study followed all local human participant research policies.

Results

Overview

Feedback resulted in changes to all 4 areas of the mSaada app functionality and appearance. Changes to the app focused on improving user experience and enhancing the visual appeal of the platform. Figure 1 depicts the wireframes of the final version of mSaada after iterative development. Table 2 outlines key updates made to each feature of mSaada. Qualitative data gathered during the iterative development process were classified into four categories: ease of use, accessibility of information, anticipated workflow considerations, and acceptability.
Figure 1. Example wireframes of mSaada: (A) home page depicting 4 main features; (B) page showing option to select language preference; (C) self-collection screening instructions within the Screening Info feature; (D) patient data entry page within the Add New Client feature; (E) searchable frequently asked questions with corresponding answer; and (F) Search Client feature illustrating client record lookup. The client-facing language used in wireframes C, D, and E is reflective of participant recommendations (see the Anticipated Workflow Considerations section). mSaada is a provider-sided app. DOB: date of birth; HPV: human papillomavirus; LU: last updated; SA: survey administrator; VIA/VILI: Visual Inspection with Acetic Acid and Lugol’s Iodine.
Table 2. Feature-specific feedback and the resulting revisions to mSaada.

<table>
<thead>
<tr>
<th>App feature and weakness identified</th>
<th>Changes or update made</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add New Client</td>
<td></td>
</tr>
<tr>
<td>Lack of clarity in questionnaire items</td>
<td>Refined phrasing in consultation with Kisumu-based staff</td>
</tr>
<tr>
<td>Lack of questionnaire items gathering administrative details</td>
<td>Added items regarding screening location and provider name</td>
</tr>
<tr>
<td>Questionnaire items presented only in English</td>
<td>Translated feature content into Swahili and Luo</td>
</tr>
<tr>
<td>Screening Info</td>
<td></td>
</tr>
<tr>
<td>Lack of sufficiently detailed graphics and instructions for self-collection</td>
<td>Updated step-by-step instructions to include more detail</td>
</tr>
<tr>
<td>Need for additional images or graphics to aid in counseling</td>
<td>Included Kenya Ministry of Health Cervical Cancer Prevention Protocol for additional support</td>
</tr>
<tr>
<td>Content presented only in English</td>
<td>Translated feature content into Swahili and Luo</td>
</tr>
<tr>
<td>Questions</td>
<td></td>
</tr>
<tr>
<td>Difficulty using built-in keyword search query</td>
<td>Broaden keyword search query to include synonymous terms</td>
</tr>
<tr>
<td>Educational content presented only in English</td>
<td>Translated into Swahili and Luo</td>
</tr>
<tr>
<td>Search Client</td>
<td></td>
</tr>
<tr>
<td>Unable to effectively edit client records</td>
<td>Incorporated editing capabilities within feature^a</td>
</tr>
<tr>
<td>Search fields of database query returning broad group of client records</td>
<td>Added additional search fields to aid in narrowing of client records</td>
</tr>
</tbody>
</table>

^aNot completed before pilot testing.

Ease of Use

Overall, participants were comfortable using the main features of mSaada. Participants cited previous mobile phone use, specifically smartphone use, as a main reason for their comfort with the app:

*The practitioners here in Kisumu, I think most of them are used to these phones, so I don’t think they will have many challenges, maybe it is just a matter of familiarizing with the app. It’s quite different, but almost everyone has smartphones, so they’re used to them.* [Expert 4]

When asked about their use of specific features of mSaada, participants reported ease with all features except the Questions feature. They liked the logical flow from screen to screen within each feature, allowing for overall easy use of the app. For example, participants liked the use of the Back and Next buttons for navigation within the app and felt the scrolling and swiping aspects of the platform were effective, responsive, and straightforward. Regarding the Questions feature, participants reported difficulty in identifying the correct keyword necessary to locate the needed information. When asked about their challenges with the Questions feature, participants believed this difficulty was due to a lack of familiarity and experience with mSaada, not a weakness in the design or functionality of the platform. Participants felt that the use of the Questions feature would improve with repeated exposure and did not recommend any changes:

*I think the feature helps a lot in replying to questions. All we have to do is master the concept, so that during the [keyword search] you already have an insight. That way when a client asks you a question, you know what to type and then get the correct information.* [End User 4]

Participants concluded that the most effective way to become well versed with the app was through role-play and other simulation activities. They recommended detailed and engaging trainings for CHVs to facilitate successful use before going to the field.

Accessibility of Information

Accessibility of information emerged as both a strength and weakness of mSaada. Overall, participants commended the use of very simple, direct, nonmedical jargon within the app. Participants suggested that this would likely increase the usefulness of mSaada, as CHVs would be able to effectively communicate necessary information with clients at a contextually appropriate level of understanding, regardless of their lack of formal medical training. In addition, the format of educational content, specifically within the Cervical Cancer Education Module, was well received, as participants found the scrollable nature of the electronic information easier to use in comparison with the bulky flip charts currently used within facilities.

Although strengths in the presentation of information were identified, all participants highly recommended translation of app content into Swahili, a national language of Kenya, as well as Luo, a local language in western Kenya, so that CHVs could effectively convey important information to clients of any language preference. It was mentioned that, by presenting only an English version of the app, CHVs were responsible for translation of information on the fly to non-English–speaking clients, which could allow for inconsistencies or inaccuracies in the transmission of information from app to CHV to client. Thus, to lower the burden of responsibility on CHVs, participants recommended that all information intended for...
client consumption be uniformly translated to both local languages.

In addition to the inclusion of local languages, participants highlighted sentences and phrases included within the app’s Add New Client and Screening Info features that were not well understood or did not appropriately convey the intended meaning of the statement within a Kenyan context. To ensure effective use of mSaada and reduce varied or unintended interpretation of information, participants placed emphasis on the need to assure that phrasing of statements was nuanced and reflective of the speech patterns of those in the target area.

Finally, participants were concerned with the lack of ability to access or edit completed client records once information was entered into the app. They felt it was important to include an editing aspect within the Search Client feature as well as a way of uniquely identifying client records to get “all of the info about [a] person.” Participants cited examples from past experience where small typos had been made or where there were questions about a certain client record that needed further evaluation.

**Anticipated Workflow Considerations**

Overall, participants believed that mSaada would help accelerate the screening and client data collection processes. Errors and inefficiencies within the app were highlighted, and changes were recommended, especially within the Add New Client feature. Participants emphasized the need for the incorporation of clinically relevant logic checks throughout the clinical questionnaire. Recommended checks included the following: age, to ensure clients are within the recommended target age range for screening; history of hysterectomy, to ensure no contraindication of screening; and pregnancy status, which is of clinical importance during the treatment of HPV infection or cervical cancer. In addition, participants recommended refinement of response options, specifically the alphabetizing of lengthy dropdown menus, within the clinical questionnaire to make the data collection process more efficient.

Participants also emphasized the need to cater the presentation of information within mSaada toward end users (CHVs) for successful and efficient use within facilities. Participants felt that the wording of items within the clinical questionnaire should be constructed so that CHVs could read the text directly from the app as if they were talking to a client, rather than having to reframe the question after reading. During role-play activities, participants often stumbled over questionnaire items not written in this way.

Finally, participants identified a data persistence issue within the Add New Client feature, which they felt would negatively impact the CHV workflow within clinical settings. The possibility of data loss and the need for re-entry of client data concerned participants.

The issue...was that when you go back [to a previous screen using the “Back” button], now you have to again key in the same set of information and this might be a problem if you have a number of patients who are on the line because we may make errors and we may also want to change [answers] without doing away with the whole information. [Lay Person 2]

**Acceptability**

Participants believed that mSaada included all components and features necessary to aid CHVs in the successful screening of clients. They found the Cervical Cancer Education Module within the Screening Info feature to be comprehensive but concise. In addition, although not exhaustive, participants found the Questions feature content to be extremely useful for client education and believed the information covered many of the main topics about which a client might inquire. Participants did, however, recommend that the 4 main features on the home screen be reordered. Participants believed that presenting the features in chronological order of a client’s screening visit would help reduce confusion of app users (CHVs) and help facilitate the visit.

The “Add New Client” is what we’ll be using mostly for our new clients. It [“Screening Info”] should be the second because after adding a patient is when you go to the “Screening Info” and the education module. And then you go to “Questions”. And lastly the “Search Client” should be the last because maybe you could use that later, after the interview. [End User 4]

Finally, participants recommended the addition of a fifth feature for administrative purposes. The additional feature, a report-generating tool, was recommended to enhance mSaada’s usefulness at the facility and health system levels. Participants cited a need for up-to-date records on clinical outcomes and services rendered, which is requested by the Ministry of Health.

**Discussion**

**Principal Findings**

To our knowledge, we are the first to describe the development of an app designed for health workers offering HPV-based cervical cancer screening services in Kenya. The iterative development process, whereby relevant stakeholders with a diversity of perspectives provided input in a cyclical manner, proved to be effective at creating a viable, functioning app for pilot testing. The stakeholder-engaged, iterative process, which has been used in many studies [18-20,35,36], yielded critical insight that could not have been gathered otherwise. For example, many of the word choices and sentence structures included within the platform were considered to be unclear and not likely to be understood by clients during use, even though this language originated from materials provided by Kenyan research staff. Although the app was designed to improve the quality of counseling, having end users test the app revealed additional concerns about the possibility of miscommunication. These lessons learned call to attention the need for highly engaged, locally driven processes of intervention development, even outside of mHealth approaches.

**Comparison With Prior Work**

Many mHealth interventions are developed with a singular intent and, therefore, use only 1 approach to achieve their purpose, through communication, education, data collection, or information sharing [10]. This method was countered in this study, as participants applauded mSaada’s multifaceted nature,
offering a comprehensive solution to many of the challenges experienced in the delivery of screening services. This stands as an example of the importance of multidimensional approaches for future mHealth interventions.

A key strength of this study is the feedback cycle. The mSaada platform underwent multiple rounds of testing and refinement in the 2-month study period, and this process involved a variety of individuals of varying engagement in cervical cancer screening. In addition, key stakeholder and end user feedback was integral to decision-making and revisions of the platform. A study by Fishbein et al [19] showed that the inclusion of a broad range of stakeholders and perspectives proved beneficial for the development of the app, and the sense of cocreation likely contributed to the resulting acceptability of the app. By striving to produce a product that was context specific and relevant to its target audience, those with the most firsthand knowledge and deepest insight into the success and failure of current screening efforts were able to drive mSaada’s development, likely resulting in a better and more useful final product. Another strength of this study was the use of qualitative methods to provide detailed feedback, opinions, and perspective on the app’s development and use. Qualitative methods, if executed well, can produce a plethora of actionable information for use in intervention development and further revision. Many usability testing frameworks emphasize the use of qualitative methods when developing and evaluating mHealth interventions [33].

Limitations
There were also a few limitations to this study. First, although we encouraged feedback from a variety of individuals, our small sample size could have missed important feedback. Given the novel nature of the app within this setting, this study was focused on feedback from app end users. However, feedback from women being screened by providers using the app is critical to its implementation and was missing from our study. In addition, although consulted informally, hospital and district health administrators were not included within our study sample, therefore, insight into how mSaada might integrate into facilities from a macro level was not gathered. Finally, participants were given only 3 hours, on average, to use the app before providing feedback. This limited interaction may not have provided sufficient time to fully explore and identify an issue with the platform, and functionality in clinical settings should be tested in a pilot study. Future mHealth development studies should strive to gather feedback from a sufficient number of stakeholders at all levels of the health system and provide ample interaction with their proposed platforms.

Conclusions
This study demonstrates the usefulness of iterative approaches to mHealth development. By engaging a variety of key stakeholders, we were able to quickly develop a mobile app that would be well received, have ownership among end users, and ensure readiness for small-scale pilot testing. In this study, we show a process for an iterative approach to app development that builds on context-specific preliminary work to further improve the functionality before introduction in a clinical setting.
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Abstract

Background: Lack of early risk detection, diagnosis, and treatment of pregnant women at high risk for pre-eclampsia can result in high maternal mortality and morbidity not only in Pakistan but also in other low- to middle-income countries (LMICs). A potential tool for supporting pregnant women at high risk for pre-eclampsia for early detection is telemonitoring (TM). However, there is a limited body of evidence on end-user needs and preferences to inform the design of the TM programs for pregnant women at high risk for pre-eclampsia, specifically in LMICs such as Pakistan.

Objective: This study aims to explore the needs of TM for pregnant women at high risk for pre-eclampsia in Karachi, Pakistan, to inform a potential future feasibility trial of a mobile phone–based TM program.

Methods: An interpretive qualitative description approach was used to conduct and analyze 36 semistructured interviews with 15 (42%) pregnant women and 21 (58%) key informants, including clinicians; nurses; maternal, neonatal, and child health specialists; and digital health experts to explore the perspectives, needs, and preferences of a mobile phone–based TM program to support pregnant women at high risk for pre-eclampsia. Pregnant women were identified through heterogeneous sampling, whereas key informants were selected through purposive sampling. The interview transcripts were analyzed using a conventional content analysis technique.

Results: The following four themes emerged from the analysis of the transcripts: poor use of antenatal care during pregnancy, the value of a TM program in high-risk pregnancy, barriers influencing the adoption of TM programs, and considerations for implementing TM programs. The pregnant women and health care providers were willing to use a TM program as they perceived many benefits, including early identification of pregnancy complications, prompt treatment, convenience, cost-effectiveness, increased sense of empowerment for one’s health care, improved care continuity, and reduced clinical workload. However, some providers and pregnant women mentioned some concerns regarding the adoption of a TM program, including malfunctioning and safety concerns, potential inaccuracy of blood pressure machines, increased clinical workload, and resistance to learning new technology. Our study recommends building the capacity of patients and providers on TM program use, sensitizing the community and family members on the usefulness of the TM program, using an approach incorporating user-centered design and phased implementation to determine the clinical workload and whether additional staff for the TM program is required, and ensuring greater levels of co-design and the engagement of consumer representatives.
Conclusions: Our findings highlight the perceived feasibility of a mobile phone–based TM program for pregnant women at high risk for pre-eclampsia and provide insights that can be directly used for the design of future TM programs with the aim of reducing mortality and morbidity from pre-eclampsia and eclampsia in LMICs.
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**Introduction**

**Background**

In Pakistan, approximately one-third (34%) of maternal mortality in tertiary-level facilities is attributable to pre-eclampsia and eclampsia [1]. High maternal mortality from pre-eclampsia and eclampsia results from the lack of early risk detection, diagnosis, and treatment of pregnant women at high risk for pre-eclampsia [1]. To meet the United Nations Sustainable Developmental Goal target of 3.1 (maternal mortality ratio <70/100,000 live births) by 2030 [2], innovations are required to help decrease pre-eclampsia and eclampsia related mortality. There is substantial empirical evidence on the use of telemonitoring (TM) to support pregnant women at high risk for pre-eclampsia by remotely monitoring their blood pressure readings at home [3-11]. TM is a promising tool in which individuals who are pregnant take blood pressure measurements and record symptoms at home, and these readings and self-reported symptoms are sent to their health care providers in real time [9]. Van Den Heuvel et al [10] found that pregnant women at high risk in the Netherlands could highly benefit from TM as it facilitates better blood pressure control, early risk identification and treatment, fewer hospital visits, and cost savings [10]. In Pakistan, TM has been implemented by community health workers as part of the Community-Level Interventions for Pre-eclampsia (CLIP) trial [9] and Control of Blood Pressure and Risk Attenuation–Bangladesh, Pakistan, and Sri Lanka studies [12]. In the CLIP trial, the Piers on the Move mobile health app directed community health workers to first observe women to rule out emergency conditions that would warrant immediate referral to a facility. The CLIP Piers on the Move tool facilitated the stratification of pregnant women by community health workers into 1 of 3 care pathways: usual antenatal and postnatal care, nonurgent referral, and urgent referral to a higher facility. The CLIP trial was well received by families; however, it did not have a significant impact on either the composite outcome of maternal, fetal, and newborn mortality and severe morbidity or individual components thereof [13].

Although the literature exploring the use of TM for supporting pregnancy care is expanding [10,14-16], there are limitations in the data collected from TM systems, such as monitoring of only a few gestation parameters, which makes it hard or impossible for health professionals to provide holistic assistance to the pregnant women and fetuses [16]. The review by Eysenbach et al [17] on the effectiveness of TM in obstetrics concluded that TM could be tentatively recommended for pregnant women at risk for preterm delivery, given the high methodological risk of bias among the included studies [18]. In addition, very few studies have focused on understanding patient needs for the design and development of TM platforms. The limited body of qualitative evidence on end user needs and preferences to inform the design of TM programs could be a barrier to the successful development and implementation of more applicable, effective, and user-centric TM platforms [19-22]. A qualitative study conducted at Vanderbilt University Medical Center explored the practices, health needs, and strategies related to pregnancy care for pregnant women and caregivers to inform the development and implementation of health information technologies [23]. Most expectant mothers in the study encountered everyday problems with mobility and household management and desired more assistance from caregivers, who often did not know how to help. The study identified technological innovations, including health-tracking watches to take basic vital measurements, virtual assistants, and cellular apps, to connect fellow pregnant women with others in their region to support expectant families [22].

Most reported TM programs had been implemented in high-income countries (eg, United Kingdom, Canada, United States, and Belgium) [6,7,9,10], with a paucity of evidence on the use of TM to support pregnant women at high risk in low- to middle-income countries (LMICs). In our scoping review on the use of digital health interventions for pregnant women at high risk for pre-eclampsia in LMICs, we identified only 9 unique digital health interventions from mainly South Asia and sub-Saharan Africa. Of these interventions, 2 served the purpose of predicting risk for adverse maternal health outcomes, whereas 7 focused on monitoring pregnant women at high risk, for managing pre-eclampsia and eclampsia (publication in review). The review identified only 1 TM intervention for monitoring pre-eclampsia and eclampsia in an LMIC. This was the Pre-eclampsia Integrated Estimate of RiSk on the Move app, which was used in the CLIP trials in India, Pakistan, and Mozambique, conducted from 2014 to 2017.

**Objective**

TM is a complex intervention and is sensitive to the context in which it is applied, including sociodemographic and sociocultural considerations, financial constraints, clinical workflows, and health system systems [24]. Thus, it cannot be assumed that the TM needs of pregnant women in high-income countries will necessarily apply to pregnant women in LMICs. We propose to assess the feasibility of a mobile phone–based TM program to support pregnant women at high risk for pre-eclampsia at Jinnah Post Graduate Medical Center (JPMC) in Karachi, which is the largest city in Pakistan. As the first step of this project, this study aims to explore the needs of TM for
pregnant women at high risk for pre-eclampsia in Karachi, Pakistan, to inform a potential future feasibility trial of a mobile phone–based TM.

**Methods**

**Research Design and Setting Overview**

Given our intention to understand the local context and needs of the intended users, an interpretive descriptive design was used [25] to explore the perspectives, needs, and preferences of pregnant women at high risk for pre-eclampsia for mobile phone–based TM through semistructured interviews with patient participants and key informants. Patient participants included pregnant women at high risk for pre-eclampsia who were the intended beneficiaries of the TM program, whereas key informants included the diverse group of stakeholders who provide or supply health care in different capacities, including nurses; clinicians; maternal, neonatal, and child health (MNCH) specialists; and digital health experts. This study was conducted at the JPMC, a 1650-bed tertiary-level public sector hospital in Karachi, which provides hospital care to >1 million people of low socioeconomic status coming from Karachi, Interior Sindh, Baluchistan, and other remote areas [1]. This research focused on the outpatient area of the JPMC obstetrics and gynecology (OB-GYN) department, which serves the vast majority of low-income women with high-risk pregnancies.

Further details about the study sites and protocol have been previously published [19]. The study was approved by the Aga Khan University (AKU) ethical review committee (2020-2153-8519), the JPMC institutional review board (44379), and the University of Toronto research ethics board (30635).

**Proposed Mobile Phone–Based TM Program**

During the interviews, patient participants were provided with an overview of the proposed mobile phone-based TM program. The proposed TM program includes the use of a Bluetooth-enabled home blood pressure device that is validated for use during pregnancy and a mobile app (in the Urdu language). The TM program will enable pregnant women to take their blood pressure reading every morning at home and answer symptom questions using the mobile app. All enrolled women would receive real-time automated instructions based on their readings, such as taking additional blood pressure readings, calling the medical officer (ie, a trained physician in Pakistan), or visiting the OB-GYN emergency department. The real-time automated instructions would be delivered in Urdu text on the mobile app. The medical officer would receive alerts from the TM system if their patient’s blood pressure values were out of the target range. The medical officer would act as a central point person to communicate with the patients (phone calls or using the asynchronous app chat feature) and with the rest of the participant’s care team as needed.

**Participant Recruitment and Eligibility Criteria**

The interpretive description approach used a maximum variation sampling technique [26,27] to purposively recruit a range of pregnant women at high risk for pre-eclampsia who had differing needs and preferences for the mobile phone–based TM program. **Textbox 1** provides the definition of pregnant women at high risk for pre-eclampsia as per the National Institute for Health and Care Excellence guidelines. Owing to the COVID-19 pandemic–related restrictions, nurses at the hospital were asked to support the identification and recruitment of eligible pregnant women at high risk for pre-eclampsia for in-person interviews. Nurses identified the eligible pregnant women from the JPMC outpatient department, where women wait for several hours to be seen by their health care providers. The nurses contacted the research staff once a potential participant was identified, and then, the research staff made an immediate visit to the clinic to conduct in-person patient interviews at the hospital. The key informants such as clinicians, including specialists in OB-GYN, nurses, MNCH specialists, and digital health experts, were purposively recruited from the JPMC OB-GYN department, AKU, and other leading health care institutions in Karachi, Pakistan. **Textbox 2** provides a list of the eligibility criteria for the patient participants and the key informants.
Textbox 1. Definition of pregnant women at high risk for pre-eclampsia as per the National Institute for Clinical Excellence guidelines.

**Definition**
National Institute for Health and Care Excellence guidelines define pregnant women at high risk for pre-eclampsia as those who have 1 high-risk factor or >1 moderate risk factor for pre-eclampsia.

**High-risk factors:**
- Hypertensive disease in a previous pregnancy
- Chronic kidney disease
- Autoimmune diseases, such as systemic lupus erythematosus or antiphospholipid syndrome
- Type 1 or type 2 diabetes
- Chronic hypertension

**Moderate risk factors:**
- First pregnancy
- Aged ≥40 years
- Pregnancy interval of >10 years
- BMI of ≥35 kg/m² at the first visit
- Family history of pre-eclampsia
- Multifetal pregnancy

Textbox 2. Eligibility criteria of patient participants and key informants.

**Pregnant women at high risk for pre-eclampsia**

**Inclusion criteria:**
- Pregnant women at high risk for pre-eclampsia who were visiting the Jinnah Post Graduate Medical Center outpatient department for antenatal visits
- Pregnant women at high risk for pre-eclampsia who met the National Institute for Health and Care Excellence guidelines [27] definition of high risk for pre-eclampsia
- Pregnant women who were diagnosed as high risk for pre-eclampsia for at least 3 weeks and have had time to reflect on the disease condition, associated difficulties, and needs for telemonitoring
- Pregnant women with the ability to speak English, Urdu, or Sindhi language

**Exclusion criteria:**
- Pregnant women at high risk for pre-eclampsia who were admitted to the inpatient wards and emergency care for treatment purposes
- Pregnant women at high risk for pre-eclampsia who refuse to consent for participating in the needs assessment study

**Key informants**

**Inclusion criteria:**
- Key informants must be clinicians; nurses; maternal, neonatal, and child health specialists; or digital health experts who were directly or indirectly involved in the care of pregnant women at high risk for pre-eclampsia
- Key informants with the ability to speak Urdu or English language

**Exclusion criteria:**
- Key informants who refuse to consent for participating in the needs assessment study

**Data Collection Methods**

Interviews were conducted between March 2020 and August 2020. The research team and study participants had access to all necessary personal protective equipment to help prevent the risk of spreading the COVID-19 virus during data collection.

Midwives and nurses at JPMC used the National Institute for Health and Care Excellence guidelines [28] to identify pregnant women at high risk for pre-eclampsia from the outpatient department of the JPMC hospital. The identified pregnant women were informed about the study’s purpose and procedures (including the recording of interviews), and their willingness...
to participate in the study was ascertained by the primary researcher (ASF). If the participant was unable to read the consent form, the primary researcher explained the consent form verbally in their local language. Pregnant women at high risk for preeclampsia who were unable to write their names were asked to provide a thumbprint to mark their consent to participate. The interviews were conducted on the same day by the primary researcher when eligible pregnant women were identified. To avoid any disruption during the interview and ensure confidentiality, the consenting pregnant women were asked to move to a separate private room for the interview. We anticipated conducting and recording 10 to 15 interviews with pregnant women at high risk, to reach data saturation. The intent was to allow caregivers (husband, mother-in-law, or any family member) to accompany the pregnant women during the interviews if preferred by the patient. However, caregiver involvement during the interview was not possible because of COVID-19–related restrictions. After the interviews, the patient participants were given a 10-minute illustrative presentation to provide them with an understanding of the pre-eclampsia condition, its consequences, and simple ways to manage the condition through regular follow-ups. Key informants such as clinicians, nurses, MNCH specialists, and digital health experts were interviewed to understand their perspectives, preferences, and needs regarding the use of TM for pregnant women at high risk for pre-eclampsia. The key informants were identified from AKU, JPMC, People’s Primary Healthcare Initiative, Sehat Kahani, Digital Care, eHealth Association of Pakistan, Commission on Science and Technology for Sustainable Development in the South, Shaheed Zulfikar Ali Bhutto Institute of Science and Technology, Tech4Life Enterprises, the Aga Khan Development Network Digital Health Resource Center, and other relevant institutions. All the key informants were invited to participate in the qualitative study via email, and key informants were requested to sign informed consent forms before the interview began. Most interviews with key informants were conducted through the web via Zoom (Zoom Video Communications, Inc) in either Urdu or English, whereas a few interviews with clinicians and nurses were conducted face to face at the JPMC OB-GYN department. We anticipated conducting 13 to 15 interviews with key informants to reach data saturation. The interviews lasted between 40 and 60 minutes.

The approach by Spradley [29] was used to design 2 semistructured interview guides for pregnant women at high risk for pre-eclampsia and key informants. This approach emphasizes the importance of having grand tour questions to allow for the free flow of rich and deep information. The interview guide for pregnant women at high risk for pre-eclampsia involved a general discussion about pre-eclampsia, causes of pre-eclampsia, perceptions toward the use of TM for pregnant women at high risk for pre-eclampsia, perceived benefits of TM, potential limitations or concerns related to TM for pre-eclampsia, and feasibility of smartphone-based TM. The interview guide for key informants included grand questions on causes of pre-eclampsia, routine obstetric care for pre-eclampsia, use of TM for supporting pregnant women at high risk for pre-eclampsia, and perceived facilitators of and barriers to the implementation of TM. The guide was pilot-tested with 2 pregnant women at high risk for pre-eclampsia and 2 key informants who shared the same traits as the study sample [30,31].

**Data Analysis**

The audio recordings from the interviews were professionally transcribed and translated into the English language, with no identifying characteristics included in the transcriptions. The anonymized transcripts were uploaded to NVivo (version 12 Plus; QSR International) to enable easy and organized retrieval of data for analysis. The conventional content analysis approach [32] was used to inductively analyze all the interview transcripts. The primary researcher (ASF) independently coded all the transcripts as the primary reviewer, whereas KDV and NDB independently coded key informants’ and patients’ interviews, respectively, as the second reviewers. The interviews of key informants and patient participants were analyzed separately by the researchers, and later, the codes and themes were compared across the 2 groups to identify overarching themes and subthemes. The main themes and subthemes were identified independently by the primary researcher and second reviewers for the 2 groups of respondents and then discussed in the larger research group until agreement on the themes was achieved. To gain a more complete understanding of the perspectives, preferences, and needs of TM for women at high risk for pre-eclampsia, the subthemes from all the interviews were compared and contrasted by multiple researchers (ASF, KDV, and NDB) to seek convergence and corroborate data triangulation between the patient and key informant interviews [27,33]. The four main themes, which were consistent between the patient and key informant groups, and subthemes were finalized once a consensus was achieved after a total of four meetings: 2 meetings with the group of reviewers who analyzed the transcripts and 2 meetings with the larger research group.

**Results**

**Overview**

A total of 36 semistructured interviews were conducted to explore the perspectives, needs, and preferences of a mobile phone–based TM program to support pregnant women at high risk for pre-eclampsia. Of the 36 interviews, 15 (42%) interviews were conducted with pregnant women at high risk for pre-eclampsia, whereas 21 (58%) were conducted with various key informants, including 8 (38%) clinicians, 3 (14%) nurses, 3 (14%) MNCH specialists, and 7 (33%) digital health experts. Each of the interviews lasted between 30 and 50 minutes. All the participants (36/36, 100%) who were approached by the study team agreed to participate. The demographic information for all the key informants and patient participants is illustrated in Tables 1 and 2, respectively.

On the basis of the inductive analysis, four overarching themes were identified: (1) poor use of antenatal care during pregnancy, (2) value of a TM program in high-risk pregnancy, (3) barriers influencing adoption of TM and potential strategies, and (4) considerations for implementing TM programs. These themes and their subthemes are summarized in Textbox 3.
Table 1. Characteristics of key informants (N=21).

<table>
<thead>
<tr>
<th>Characteristics and category</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>16 (76)</td>
</tr>
<tr>
<td>Male</td>
<td>5 (24)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>46.21 (11)</td>
</tr>
<tr>
<td>Values, median (range)</td>
<td>47 (28-65)</td>
</tr>
<tr>
<td><strong>Role, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Nurses</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Clinicians (OB-GYN&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>8 (38)</td>
</tr>
<tr>
<td>MNCH&lt;sup&gt;b&lt;/sup&gt; specialists and digital health experts</td>
<td>10 (48)</td>
</tr>
<tr>
<td><strong>Specialty, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>OB-GYN</td>
<td>11 (52)</td>
</tr>
<tr>
<td>MNCH</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Digital health</td>
<td>7 (33)</td>
</tr>
<tr>
<td><strong>Experience (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>16.52 (10)</td>
</tr>
<tr>
<td>Values, median (range)</td>
<td>20 (4-40)</td>
</tr>
</tbody>
</table>

<sup>a</sup>OB-GYN: obstetrics and gynecology.  
<sup>b</sup>MNCH: maternal, neonatal, and child health.
Table 2. Characteristics of patient participants (N=15).

<table>
<thead>
<tr>
<th>Characteristics of pregnant women at high risk for pre-eclampsia and category</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>15 (100)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>28.26 (5.284)</td>
</tr>
<tr>
<td>Values, median (range)</td>
<td>28 (20-38)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No education</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Less than high school</td>
<td>3 (20)</td>
</tr>
<tr>
<td>High school</td>
<td>8 (53)</td>
</tr>
<tr>
<td>College or university</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Housewife</td>
<td>11 (73)</td>
</tr>
<tr>
<td>Professional</td>
<td>4 (27)</td>
</tr>
<tr>
<td><strong>History of pre-eclampsia, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (60)</td>
</tr>
<tr>
<td>No</td>
<td>6 (40)</td>
</tr>
<tr>
<td><strong>Pregnancy (weeks)</strong></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>31.67 (6.06)</td>
</tr>
<tr>
<td>Values, median (range)</td>
<td>33 (12-37)</td>
</tr>
<tr>
<td><strong>Frequency of blood pressure measurement, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Once or twice a week</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Thrice a week</td>
<td>2 (13)</td>
</tr>
<tr>
<td>As per need</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Never</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Access to a personal home blood pressure machine, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2 (13)</td>
</tr>
<tr>
<td>No</td>
<td>13 (87)</td>
</tr>
<tr>
<td><strong>Gravida</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Primigravida</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Multigravida</td>
<td>11 (73)</td>
</tr>
<tr>
<td><strong>Parity</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Nulliparity</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Multiparity</td>
<td>9 (60)</td>
</tr>
<tr>
<td>Grand parity</td>
<td>2 (13)</td>
</tr>
<tr>
<td><strong>Access to a mobile phone, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Basic mobile phone</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Smartphone</td>
<td>11 (73)</td>
</tr>
<tr>
<td><strong>Personal or shared access to a mobile phone, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Individual access</td>
<td>9 (60)</td>
</tr>
<tr>
<td>Shared access</td>
<td>6 (40)</td>
</tr>
</tbody>
</table>
Characteristics of pregnant women at high risk for pre-eclampsia and category

<table>
<thead>
<tr>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access to the internet, n (%)</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
</tbody>
</table>

*Total number of pregnancies.

*Live births and stillbirths.

Textbox 3. Themes and categories.

**Poor use of antenatal care during pregnancy**
- Inadequate access to quality maternal health care services
- Poor awareness and self-management during a high-risk pregnancy

**Value of a telemonitoring (TM) program in high-risk pregnancy**
- Early identification of pregnancy complications and prompt treatment
- Impact on physician’s workload
- Convenient and cost-effective
- Sense of empowerment in own health care

**Barriers influencing adoption of TM and potential strategies**
- Lack of willingness by pregnant women and health care providers to use TM program
- Weak technological literacy to use TM program
- Lack of technological infrastructure to use TM program
- Sociocultural factors impacting TM program use

**Considerations for implementing the TM program**
- Features and ease of use of TM program
- Handling, maintenance, and sustainability of the TM program

---

**Poor Use of Antenatal Care During Pregnancy**

**Inadequate Access to Quality Maternal Health Care Services**

When asked about the use of antenatal care during current and previous pregnancies, some pregnant women described the accessibility issues they face in using antenatal care, such as the long commute to the public hospital. They reiterated that traveling is time consuming and costly, given that the public hospitals are few and quite far from their residential areas:

*Every time I had to spend Rs. 1000 for JPMC visit. Obviously, this [per visit costs for travel] is very hard for us to afford.* [Woman with pregnancy 03]

Most pregnant women at high risk for pre-eclampsia mentioned that they usually visit small private clinics near their residential areas to receive care in the first few months of their pregnancy. However, these clinics are not well-equipped and are capable of managing only normal pregnancies. For this reason, pregnant women at high risk are referred to a tertiary-level public hospital such as JPMC by these private clinics for management and hospital delivery:

*Before this [JPMC], I was going to a private hospital at Korangi's side for checkups. They [Doctor at the private hospital] told me that maybe there is some issue with the umbilical cord, so, maybe you would need to be operated...and referred me to Jinnah. So, I made my antenatal card over here [JPMC].* [Woman with pregnancy 12]

Most pregnant women at high risk described an unpleasant environment at the public hospital because of the excessive environmental noise, crowds, and long waiting times:

*Actually, we have to wait a lot here and the atmosphere is a little supportive...the people [pregnant women] who come here [for antenatal care] have to wait for most of the time...and the noise here [due to crowd] makes us go into more depression. So, this is a bit of an issue.* [Woman with pregnancy 05]

Key informants highlighted the impact of high physician workload on the quality of patient care and health education, especially in public sector hospitals. Owing to the increased volume of patients and time constraints, providers often found it difficult to educate pregnant women at high risk about self-management such as dietary advice, regular blood pressure...
monitoring, regular antenatal visits, and the importance of physical activity and exercise during pregnancy. In addition, the increased workload of health care workers was thought to not enable providers to counsel pregnant women about the adverse outcomes of the disease condition:

You know our physicians are overwhelmed, they do not have time or even the realization that they need to educate their patients. So, it begins from there. [Digital health expert 14]

**Poor Awareness and Self-management During a High-Risk Pregnancy**

The interviews with pregnant women and key informants revealed that pregnant women have poor awareness and knowledge about pre-eclampsia and eclampsia, its symptoms, and pregnancy care in general. A few pregnant women stated that they knew about the disease symptoms but only through their current and previous pregnancy experiences. Key informants highlighted that pregnant women generally do not understand their disease condition because of low literacy levels, and when they begin to realize and report the disease symptoms, they get tagged as normal pregnancy symptoms:

Women do not even know what their symptoms are, so they are generally not educated enough to understand what they are going through...So, lots of these women do not even know what is happening, and by the time they do start realizing, it is routinely discarded off just as the symptoms of the pregnancy, it is not investigated further. [Digital health expert 02]

The interviews revealed that inadequate awareness about the disease condition influences the self-care behaviors of pregnant women, such as dietary precautions, regular exercise, and blood pressure monitoring among pregnant women at high risk. When asked about self-care behaviors during pregnancy, most pregnant women described the different types of dietary precautions they take during pregnancy. However, none of them reported performing exercise and physical activity during pregnancy. In addition, pregnant women reported measuring their blood pressure during pregnancy either through a home blood pressure machine or visiting clinics. The frequency of blood pressure measurement varied among all pregnant women. A minority of pregnant women verbalized that daily blood pressure monitoring caused them stress, and therefore, they tend to avoid measuring blood pressure unless it is required.

In addition, pregnant women at high risk for pre-eclampsia and key informants described several sociocultural and financial factors leading to poor disease awareness and self-management. The pregnant women in the study received different levels of support from their husbands, in-laws, extended family members, and colleagues at the workplace for pregnancy care. Most pregnant women at high risk for pre-eclampsia acknowledged the support they received from their husbands and in-laws during pregnancy, whereas some pregnant women seemed to have trouble finding support for their responsibilities, especially childcare. Therefore, they did not have time to attend antenatal visits or get their blood pressure checked at a nearby clinic. Key informants further mentioned that women do not receive enough attention and care during the pregnancy period:

They [Pregnant women] have a great busy schedule at home. They cannot afford the luxury of enjoying downtime during their pregnancy they work really hard...their husbands and in-laws do not accept that these pregnant mothers need to have better hygiene, better nutrition, and rest hours. So, all of these factors contribute to poor pregnancy care and we all are aware of these factors, and there is nothing hidden. [Digital health expert 14]

Key informants believed that cultural norms influence the empowerment of pregnant women to make decisions about their pregnancy care. They stated that women do not consider their health as a priority over other things, largely because of cultural factors. One such instance that key informants highlighted was that pregnant women do not make use of the health card provided to them by the public sector hospital upon registration of their pregnancy. The intent of the health card is for them to receive antenatal services; instead, the women would only visit the hospital and use their health card at the time of delivery or if there was an emergency:

So, they only have the card with them, and if you see, then there is only one entry on it...and on it is mentioned that you have to get all these tests done regularly but they never come. They only come at the time of delivery. [Clinician 03]

Key informants described that pregnant women are empowered by health care workers during regular clinic visits to improve self-care behaviors. However, health care workers forget that the household decision-making power is with husbands and mothers-in-law. Thus, they suggested having husbands and family members be present along with pregnant women during health education sessions to have a significant impact on the uptake of maternal health services:

So, most of the time we try to empower the pregnant woman, and we forget that she does not have the decision-making power in that set. So, it is very important for us, to understand the dynamics, so the husband is very important. He needs to be on board and educated when it comes to the self-care of his wife. A mother-in-law is very important because in most cases she is the decision-maker. So, she needs to be very much aware of the situation and, also aware of what needs to be done and If that is not done, what will happen. [Digital health expert 11]

In terms of financial constraints, some women expressed that they could not afford to buy nutritious food, medicine for their pre-eclampsia condition, or equipment for the regular monitoring of blood pressure at home. Most pregnant women acknowledged the importance of regular blood pressure monitoring. However, they mentioned that they could not get regular blood pressure measurements during their pregnancy as their husbands had to accompany them to the clinic, which often required their husbands to take time off from work and for the pregnant women to work around their husbands’ schedules.
Value of a TM Program in High-Risk Pregnancy

Early Identification of Pregnancy Complications and Prompt Treatment

Approximately all key informants and most pregnant women at high risk for pre-eclampsia believed that the TM program would aid in the early identification of alarming signs through regular monitoring of blood pressure and disease symptoms. A few clinicians and MNCH specialists expressed that the TM program is highly valuable for reducing maternal and child morbidity and mortality rates:

Its benefit is that if even 90% of it is being done then it would be very beneficial. Meaning that the patients with us having eclampsia would not be dying. Because when they come to us in tertiary care. They come in bad to worse conditions...The mortality rate increases and morbidity itself is increased in those patients. And because of this our mortality and morbidity can be decreased. [Clinician 04]

Key informants further mentioned that the early identification of danger signs would help in the timely referral of pregnant women at high risk to secondary health care facilities where their condition could be managed through either medications or immediate delivery. Although some key informants expressed that TM should be complementary to antenatal visits as clinicians would like to see pregnant women at high risk in clinics to monitor signs that cannot be captured by TM programs, an expert described an emergency where health care providers could immediately intervene with the help of the TM program:

So, if there are no kicks [fetal movement] for the last eight hours or ten hours we [healthcare providers] can immediately intervene and have the patients come to the hospital, in an emergency, do the ultrasound and do some kind of intervention to save the life of the baby. So, that why it is important. It is very, very important, especially for precious pregnancies. [Digital health expert 14]

Pregnant women articulated that blood pressure readings would be more accurate when taken at home as they would not have to travel and wait for long hours in the stressful environment of JPMC to be seen by health care providers. In addition, pregnant women felt that there would be improved care continuity through this TM program as they will remain connected with their respective physicians through mobile phones without needing to go out of their homes:

There are many benefits like most doctors say that due to blood pressure anything can happen to the child and mother. Both can be saved. Through the TM program doctor will remain connected to us through the machine, phone message, or call...so it is much better. Then I would not have to go out of my home, I can stay at home and talk to my doctor. [Woman with pregnancy 02]

Impact on Physician’s Workload

Key informants, including clinicians and nurses, believed that the TM program could help in reducing physicians’ workload and crowds in public hospitals, given that face-to-face visits by pregnant women would be reduced to a large extent. Although some key informants thought that this is a potential benefit of implementing a TM program, others argued that it might also be detrimental to clinicians’ time as clinicians would need to remotely monitor and track the health conditions of pregnant women through the TM program. In addition, key informants stated that being able to remotely monitor the health conditions of pregnant women would empower health care providers and facilitate better clinical decision-making for managing high-risk pregnancies. The experts thought that the TM program would simplify their work as the blood pressure monitoring data will flow regularly to health providers through the smartphones of pregnant women, which would help in clinical decision-making:

It simplifies their (healthcare provider) work it facilitates in monitoring their women on regular basis...it becomes very, very important to give these devices to women so that the data can flow regularly to these health providers...to help them make a better decision about the patients or the women that they are taking care of. [Digital health expert 14]

Convenient and Cost-effective

Most pregnant women and key informants felt that the TM would be convenient as patients will be able to easily monitor their blood pressures at their homes. They further iterated that this would save them time and the costs they incur when visiting the public hospital to receive pregnancy care. Most importantly, pregnant women believed that there would be less disruption to their daily routine, and they would not have to depend on their husbands or in-laws for traveling to the hospital and for childcare responsibilities:

It would be quite beneficial as I have two children with me at home, whom I keep with someone when I come here (JPMC). Because my own mother cannot take care of them because she has a job, and my mother-in-law would not take care of them. So, for me, a blood pressure machine is beneficial in this way that I can give my record while staying at home and can be with my children too. [Woman with pregnancy 02]

Sense of Empowerment in Own Health Care

Pregnant women at high risk for pre-eclampsia felt that they would be more confident about their health through the use of the TM program and would gain a sense of empowerment in their own health care decisions. Several key informants also articulated that the TM program might prove essential for increasing personal health responsibility, given that the program would encourage self-care behaviors among pregnant women. The act of monitoring, reporting blood pressures via phone, and receiving alerts and messages on appropriate self-care behaviors during high-risk pregnancy would, in turn, empower pregnant women at high risk:

https://formative.jmir.org/2022/2/e32428
Most important is women’s empowerment. Anything that we do in the communities to have the women monitor their own health, send information about their own self or receive information about how to better care about themselves...do[es] empower them within the families and in the communities and I think that is really important as well. [Digital health expert 09]

Barriers Influencing Adoption of TM and Potential Strategies

Lack of Willingness of Pregnant Women and Health Care Professionals to Use the TM Program

Some health care providers, including clinicians and nurses, were unwilling to use the TM program, given that it would require providers to perform additional tasks, whereas other health care providers showed a willingness to use the TM program and suggested implementing TM to leverage the high adoption of virtual care during the pandemic. Key informants expressed that health care providers would not readily accept the TM program, given that it will require them to invest time and effort to learn and use it:

So, I think the biggest problem is going to be that it will increase work for all the nurses and doctors...they already have so much work on their hands...trying any new gadget will increase time and will increase monitoring as well. So, I think one barrier will be, that they will not accept it readily because of the time being consumed in doing this. [Digital health expert 02]

Although some key informants thought that implementing TM would lessen physician workload, most clinicians and nurses were reluctant to take complete responsibility for running the TM program at public sector hospitals, including regular and timely monitoring of blood pressure readings of pregnant women at high risk. Health care providers iterated that they are already overwhelmed with the substantial patient influx at the public hospital. Therefore, they suggested that the implementation of a new TM program would require the recruitment of separate staff to support TM program functioning:

Over here one thing is, that the patient burden is too much. So, maybe the doctor would not be able to see the daily readings or the data, which is received of the woman, or maybe she [the doctor] could not directly get in touch with the patient. Yes, but if there is someone specific [Clinician or Nurse], who will be overseeing these patients then that would be easier as they will have to see only those patients, who are already booked with them and with whom they would be doing telemedicine or this TM. [Clinician 04]

Key informants believed that the senior health care providers who are accustomed to seeing patients in clinics might resist change and show reluctance in learning new technology. A clinician highlighted that the health care providers who are comfortable in seeing patients during in-person visits might believe that the use of the TM program may cause issues in identifying important signs that could be monitored during physical examination:

Because they are so much used to the manual part and they are so much used to the physical presence of the patient that they will be reluctant to use new technology...they are used to seeing patients in their clinics; thus, they will think that the TM may miss the physical examination sorts of things of the patient. [Clinician 04]

Regarding willingness for TM program use among pregnant women, most pregnant women stated desire and trust in using the TM program to share their blood pressure readings with their providers regularly, whereas a few pregnant women were unable to recognize the usefulness of the TM program and showed a lack of willingness to use it because of anticipated trust issues and harms associated with the use of the TM program. Pregnant women were particularly concerned about the accuracy of blood pressure readings as the blood pressures would be measured using electric machines:

The disadvantage can be this that it is an electric thing and there is no reliability of it. It can give wrong readings...even if you take a new blood pressure machine. [Woman with pregnancy 06]

A few pregnant women showed a lack of willingness to use the TM program as they were concerned that blood pressure machines and smartphones might emit radiation that could be harmful to their fetus:

It [TM program] is a bit risky because the child might get rays...like the usage of microwaves. [Woman with pregnancy 05]

To address trust issues and safety concerns among pregnant women, key informants suggested that it is necessary to fully understand the needs and concerns of patients and providers before implementing a TM program. Furthermore, key informants suggested the provision of incentives to pregnant women and health care providers to promote and increase TM program use, such as paying for transportation costs:

In my opinion, in this, you shall need to give some incentive to pregnant women and providers at some stage. You need to give them some support to kick-start the project...Like the women be given some incentive like you place some transportation cost. [Digital health expert 13]

Weak Technological Literacy to Use TM Program

The interviews also revealed concerns regarding the technological literacy of pregnant women and health care providers in using the TM program. Key informants believed that senior health care providers might find it difficult to use the TM program, whereas many young health care providers may find it easy to use. A digital health expert mentioned that most health care providers usually wish to continue their regular conventional clinical practices and stay limited in terms of the scope of their work:

I think it is mainly the interests that they would have in such kind of a thing, many health providers here...
want to stay limited in what they are doing, they just want to do regular practice and that is it. [Digital health expert 09]

All study participants unanimously believed that the young, educated, and financially secure pregnant women would be more able to learn and use the TM program as opposed to older women who are uneducated and belong to a low socioeconomic class. Nonetheless, it was mentioned that such women would be able to receive help from immediate family members to participate in a TM program.

Those who would be educated would be able to use it, and those who would not be educated would not be able to use it. [Woman with pregnancy 01]

To address concerns related to technological illiteracy, key informants and pregnant women suggested building the capacity of health care providers and pregnant women through adequate training and demonstrations. In addition, key informants and pregnant women highlighted the need to train people in support networks such as husbands, in-laws, daughters, and sisters on the use of the TM program to increase TM adoption among older women:

I mean what you have told me right now; theoretically, the idea sounds doable, what resources it involves I do not really know, but one important factor that needs to be kept in mind is that women and their family members have to be trained and you need to make sure that they do it the right way. [Digital health expert 12]

**Lack of Technological Infrastructure for Implementation of TM Program**

Key informants mentioned that the weak technological infrastructure, including poor access to smartphones, the internet, and blood pressure machines, might hinder TM program implementation. On the other hand, some key informants verbalized that cell phone penetration has increased significantly as a growing number of pregnant women coming to public hospitals have either personal or shared access to basic mobile phones. To address concerns related to weak technological infrastructure, digital health experts highlighted the need to use basic mobile phones and their functions such as SMS text messaging and phone calls to engage and empower more women for TM program use. A digital health expert highlighted the importance of using the Global System for Mobile Communications to leverage basic mobile phones’ SMS text messaging function, given that the vast majority have access to basic mobile phones:

I think that GSM is still better. There are many people in our communities, who are still dependent on non-smartphones and that is where GSM plays a very important role. So, if that data can very simply be entered or directly transferred from the machine to your GSM device, I would say that is a better way. This is what we did in our monitor that the data is entered or directly transferred from the machine to your GSM device, I would say that is a better way. [Digital health expert 09]

because that is another limitation. Because I doubt, the most that they would be able to use the Bluetooth-enabled technologies and smartphones themselves. We have to make sure that it is very easy to use, very simple. [Digital health expert 09]

**Sociocultural Factors Affecting Program Use**

When asked about anticipated sociocultural factors influencing TM program use, most women expressed that they might face restrictions on the use of the TM program from mothers-in-law and husbands. Most women mentioned that they would require permission from their husbands and in-laws before opting into the TM program. This perception was echoed by some key informants, who also thought that family members might discourage pregnant women from using the TM program and buying blood pressure machines. An MNCH specialist expressed that women are not allowed to use phones because of cultural reasons, and, therefore, these women can be reached through their husbands’ phones:

We are getting some families who do not allow us to use phones because of cultural barriers. They [pregnant women] are not allowed to keep the mobile phones or use the internet and you know, messaging and everything on phones. So, their husbands had the phones, and these women are contacted through their husband’s phones. The women are not directly allowed to keep the phone. So, this is a challenge too, the cultural one. [MNCH specialist 10]

However, other pregnant women at high risk for pre-eclampsia and key informants verbalized that, in most cases, there would be no cultural restrictions, and women would be able to receive support from their immediate family members for TM program use. A digital health expert mentioned that it is only an assumption that the TM program will not be accepted in the community, and there will be cultural restrictions on the use of the TM program:

I am saying that it is an assumption that people are not going to acknowledge it in the communities, my experience is that they are extremely receptive if the person who is giving that technology is known to them. So, the nurse is familiar to them they will be excited, they will be interested. Everyone wants to try new gadgets it is a human phenomenon, and they are no different. I do not see a cultural barrier in trying a new instrument. [Digital health expert 02]

To respond to sociocultural factors associated with the use of the TM program, pregnant women and key informants, including clinicians, nurses, and digital health experts, suggested sensitizing the community and family members to encourage TM program use for supporting pregnant women at high risk. Digital health experts suggested having a team to work around the sensitization component. The main component of sensitization and advocacy was deemed to be the involvement of families in the decision-making process at the very onset of recruitment into the program for improving the uptake of the TM program among pregnant women as family members would be made responsible for sending the information to providers:
As I said that whatever these sorts of things need to be initiated. If at the first go it should be like the decision including the family, then acceptance will be very good. But if we just tell the woman and she goes back and tells, then I do not think there will be acceptance. They [family] may think that they are using machines maybe it will impact their privacy. And these sorts of things. So, I always include one of the family members and make them responsible, instead of the pregnant woman. So, that works. [Clinician 04]

**Considerations for Implementing the TM Program**

**Features and Ease of Use of TM Program**

Clinicians and pregnant women suggested that the TM program should be designed in the local languages (Urdu or Sindhi), keeping in mind that health care providers, pregnant women, and people from their support network are proficient in at least one of these two languages. In addition, pregnant women and clinicians suggested a range of relevant maternal and fetal parameters to be included in the TM program, including the weight, hemoglobin level, complete blood count, calcium and vitamin D levels, and pre-eclampsia disease symptoms of pregnant women, as well as fetus weight and heartbeat. Some digital health experts, clinicians, and a few pregnant women suggested establishing an algorithm in the TM program, which could serve as a reminder and warning sign alert system to empower pregnant women, facilitate the patient’s role in decision-making, and serve as a real-time clinical decision support system for health care providers:

*And I do not know how this device or instrument would look like or how it will monitor and give the results but if it is in the form of color...maybe it can show red, yellow, and green color bars. And that actually shows the mother, like she is okay, she is a bit in the not okay or maybe in danger.* [MNCH specialist 03]

Pregnant women and digital health experts emphasized the inclusion of an educational component in the TM program to address the issue of poor awareness and knowledge about disease conditions and their management. A digital health expert stressed that the educational component should serve the purpose of educating pregnant women through SMS text messages even if the device monitoring is stopped after the intervention period.

**Handling, Maintenance, and Sustainability of TM Program**

When asked about handling and maintenance of the TM program, pregnant women assured that blood pressure machines would be gently handled and safely stored. However, clinicians and nurses anticipated issues with the handling and maintenance of the machines. Clinicians and nurses at JPMC expressed that there might be issues with retrieving smartphones and blood pressure machines from pregnant women because of the high loss to follow-up rate among pregnant women. A clinician iterated that even if the equipment is retrieved, it may get damaged because of poor handling by pregnant women and family members. Through past experiences, JPMC nurses and clinicians suggested either charging a minimum fee for equipment use or keeping their official documents such as national identity cards and marriage certificates until equipment is returned to create accountability on the part of pregnant women:

*There should be something that can guarantee the equipment return from the patient. I would suggest keeping an ID card or marriage certificate.* [Clinician 01]

Key informants suggested that the sustainability of the TM program would require a substantial commitment from the public health department for integrating the TM program into existing workflows. A key informant suggested developing a sustainability plan with associated documentation at the provincial level to ensure TM program sustainability through the fiscal year budget:

*I think that monitoring would also be extremely important. I mean there is always the risk when you do such programs that the devices do not reach the right people. If it is made part of the system, right from the planners and their commitment down to the health providers, and the supervision level to make sure that these devices are used properly and goes to the right people.* [Digital health expert 09]

**Discussion**

**Principal Findings**

This study provides an in-depth investigation into the perspectives, needs, and preferences of a mobile phone-based TM program for pregnant women at high risk for pre-eclampsia in Karachi, Pakistan. The interviewed pregnant women at high risk, nurses, clinicians, MNCH specialists, and digital health experts perceived an opportunity to establish a TM program for early identification of pregnancy complications and prompt treatment, care continuity, self-management, and clinical decision-making. Although some providers thought that there were potential benefits of implementing a TM program, there was no consensus on whether it would increase or decrease the clinical workload. The study identified the need for having a dedicated clinician to help with the operationalization of the TM program. A cost–benefit evaluation could help determine whether the recruitment of additional staff is justified to support the implementation of a TM program. Pregnant women stated their willingness to use the TM program and thought that TM would be convenient and cost-effective and provide a sense of empowerment in their own health care. However, some pregnant women at high risk were apprehensive of TM program malfunctioning and safety concerns associated with the use of smartphones and automated blood pressure machines. The study data indicated varied capacity to learn and use new TM programs among pregnant women because of sociocultural and financial factors and technological illiteracy. The study identified the need to provide technological support for pregnant women and providers and sensitize the community and family members to address sociocultural barriers. Pregnant women and clinicians suggested the establishment of a warning sign alert system as part of the TM program and the inclusion of some
maternal and fetal parameters to be monitored in the TM program. To ensure that TM equipment would be returned, the key informants suggested creating accountability on the part of pregnant women by charging a minimum fee for equipment use.

**Comparison With Previous Research**

Previous research has informed the needs for TM programs, mainly in high-income countries [10,34-37]. This study was the first to provide unique insights into the needs of the TM program for pregnant women at high risk in an LMIC such as Pakistan. Our study supported some findings from previous studies conducted in high-income countries regarding the convenience associated with TM. For instance, the study by Van Den Heuvel et al [10] conducted in the Netherlands reported that compared with the experiences of hospital admission in high-risk pregnancy, TM allowed pregnant women to be in a comforting and private environment during an anxious time in their lives. Consistent with the perceptions voiced in our study, another study by Van Den Heuvel et al [34] on TM for complicated pregnancies in the Netherlands highlighted the advantages of monitoring from home, such as reduced stress, increased rest periods for patients, reduction of admission, and possible reduction of costs. Similar to our study, the Primer and Provider Selection Guide on telehealth (2013), a whitepaper developed by the LeadingAge Center for Aging Services Technologies in a high-income country, highlighted that TM is a useful tool for empowering pregnant women at high risk by encouraging them to identify and report symptoms of exacerbation of their condition [35]. In addition, consistent with our study, the Primer and Provider Selection Guide on telehealth also recognized the value of TM in terms of supporting clinician decision-making and providing prompt treatment [35].

Our study reported some caveats to the willingness of pregnant women living in LMICs to use the TM program, such as TM program malfunctions and safety concerns. Consistent with our findings, the Primer and Provider Selection Guide on telehealth emphasized the use of safe monitoring technologies to provide an enhanced sense of security, prolonged independence, and improved quality of life [35]. In our study, providers indicated reservations in using TM because of the anticipated increase in workload associated with responding to alerts generated through the TM program. This is consistent with the study by Anderson et al [35] on unpacking TM work, which confirmed that TM is time consuming and considered a burden on the clinical workload [36]. Their study highlighted that telephone calls have an important function in TM, such as supporting clinical decision-making and enabling the provision of patient-centric care. However, the telephone calls between patients and clinicians were found to increase the time spent in remote monitoring [36].

Digital health experts in our study highlighted the need to use basic mobile phones and SMS text messaging functions to address issues associated with weak technological infrastructure. The Centers for Disease Control and Prevention (health protection agency in the United States) Guide (2019) on using technologies for data collection and management also recommends that the choice of technology platforms should be driven by the existing technological infrastructure, goals of the investigation, and training and skills of available staff [37]. To address the issue of technological literacy for TM program use, our study findings suggested building the capacity of pregnant women and health care providers through training and demonstrations. This is consistent with the Primer and Provider Selection Guide, which emphasized the value of clearly defining the new model of care and preparing staff and end users through training and support plans before starting any new program [35].

In contrast to studies conducted in high-income countries, our study found some interesting findings on the sociocultural factors influencing TM program use in the LMIC context. Our study highlighted that pregnant women in LMICs might face restrictions from mothers-in-laws and husbands or require permission from them for using TM program. A similar finding was reported in the qualitative study by Qureshi et al [38] on health-seeking behaviors during pregnancy. The study concluded that maternal health care use is heavily influenced by social, economic, and cultural factors in rural Pakistani communities [38]. Their study revealed that principal decision makers for health care use are husbands and mothers-in-laws, and thus, women are expected to follow their decisions [38]. To respond to sociocultural factors associated with the use of the TM program in LMICs, our study identified the need to sensitize the community and family members on the usefulness of the TM program and to involve families in the decision-making process at the onset of recruitment into the TM program to help with its uptake.

**Recommendations**

Our findings suggest that TM could be successfully designed, implemented, and sustained in an LMIC such as Pakistan to support the early identification of pregnancy complications and prompt treatment. We offer the following recommendations for clinicians, MNCH specialists, digital health experts, and policy makers to consider in developing a TM program to address the needs of pregnant women at high risk with pre-eclampsia and eclampsia in LMICs:

1. **Building the capacity of pregnant women and health care providers through training and demonstrations could improve technological literacy for TM program use.**

2. **There is a need to sensitize the community and family members on the usefulness of the TM program to address sociocultural factors affecting TM program use.** This could be done at the very onset of recruitment into the TM program to improve its uptake.

3. **Clinicians and nurses are in a unique position to use the TM program; however, this might increase their clinical workload associated with the TM of pregnant women. Therefore, an approach using user-centered design and phased implementation could help to determine the impact of TM program use on current clinical workload and establish the need for additional staff to ensure adequate adoption of the TM program.**

4. **Future work should consider greater levels of co-design and the engagement of consumer representatives to ensure the development of a context-specific TM program.**
instance, given that the vast majority of the population in LMICs such as Pakistan have access to basic mobile phones, basic mobile phones and SMS text messaging functions instead of smartphones should be considered for use in a TM program.

**Strengths and Limitations**

A strength of the study is the use of multiple data sources (pregnant women, digital health experts, MNCH specialists, clinicians, and health care providers), which assisted researchers in data triangulation and identification of converging and diverging lines of inquiry. Another strength was that the primary researcher maintained a reflexive journal during all stages of the research to recognize and acknowledge biases during the research process.

Limitations to the study included that it was conducted with a focus on TM within a single setting (JPMC), which could limit the transferability of the findings to other settings [39]. However, this study may provide insights into other similar public hospitals across Pakistan and in other LMICs that are interested in supporting pregnant women at high risk through TM. Second, caregivers were not allowed to be present during interviews with pregnant women because of the COVID-19 pandemic, which may have limited the exploration of shared narratives on the needs of the TM program. Third, the researchers were unable to conduct member checking with study participants as it would have been exceedingly difficult to contact patient participants after the initial interview. However, at the end of each interview, the primary researcher restated and summarized the information obtained during the interview with the aid of interview notes to ensure that the study data resonated with the participant’s perspectives and experiences. Finally, some participants were interviewed via the web through Zoom technology. Hence, the researchers did not have the opportunity to build rapport with the respondents or obtain nonverbal cues during interviews.

**Conclusions**

The pregnant women at high risk for pre-eclampsia, clinicians, MNCH specialists, and digital health experts thought that a mobile phone–based TM program may be feasible to implement, largely as mobile phones are becoming increasingly pervasive in LMICs. The pregnant women and health care providers were willing to use a mobile phone–based TM program as they perceived many benefits, including early identification of pregnancy complications and prompt treatment, convenience, cost-effectiveness, increased sense of empowerment in their own health care, and improved care continuity. However, participants cited several caveats to their willingness to use the TM program: the monitoring system would have to be easy to use, the TM program must be safe, and the blood pressure measuring device must be reliable. Recommendations from this work include the following: (1) build the capacity of patients and providers on TM program use, (2) sensitize the community and family members on the usefulness of the TM program, (3) use an approach incorporating user-centered design and phased implementation to determine the clinical workload and establish the need for additional staff for TM program monitoring, and (4) ensure greater levels of co-design and the engagement of consumer representatives. The findings from this study highlight the perceived feasibility of a mobile phone–based TM program for pregnant women at high risk for pre-eclampsia and provide insights that can be directly used for the design of future TM programs with the aim of reducing mortality and morbidity from pre-eclampsia and eclampsia in LMICs. A future feasibility study will be conducted based on the findings of this study to determine if an effectiveness trial is warranted.
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Abstract

Background: Cardiovascular diseases, cancers, chronic respiratory diseases, and diabetes are the 4 main noncommunicable diseases. These noncommunicable diseases share 4 modifiable risk factors (tobacco use, harmful use of alcohol, physical inactivity, and unhealthy diet). Short smartphone surveys have the potential to identify modifiable risk factors for individuals to monitor trends.

Objective: We aimed to pilot a smartphone-based information communication technology solution to collect nationally representative data, annually, on 4 modifiable risk factors.

Methods: We developed an information communication technology solution with functionalities for capturing sensitive data from smartphones, receiving, and handling data in accordance with general data protection regulations. The main survey comprised 26 questions: 8 on socioeconomic factors, 17 on the 4 risk factors, and 1 about current or previous noncommunicable diseases. For answers to the continuous questions, a keyboard was displayed for entering numbers; there were preset upper and lower limits for acceptable response values. For categorical questions, pull-down menus with response options were displayed. The second survey comprised 9 yes-or-no questions. For both surveys, we used SMS text messaging. For the main survey, we invited 11,000 individuals, aged 16 to 69 years, selected randomly from the Norwegian National Population Registry (1000 from each of the 11 counties). For the second survey, we invited a random sample of 100 individuals from each county who had not responded to the main survey. All data, except county of residence, were self-reported. We calculated the distribution for socioeconomic background, tobacco use, diet, physical activity, and health condition factors overall and by sex.

Results: The response rate was 21.9% (2303/11,000; women: 1397/2263; 61.7%, men: 866/2263, 38.3%; missing: 40/2303, 1.7%). The median age for men was 52 years (IQR 40-61); the median age for women was 48 years (IQR 35-58). The main reported reason for nonparticipation in the main survey was that the sender of the initial SMS was unknown.

Conclusions: We successfully developed and piloted a smartphone-based information communication technology solution for collecting data on the 4 modifiable risk factors for the 4 main noncommunicable diseases. Approximately 1 in 5 invitees responded; thus, these data may not be nationally representative. The smartphone-based information communication technology solution should be further developed with the long-term goal to reduce premature mortality from the 4 main noncommunicable diseases.

(JMIR Form Res 2022;6(2):e33636) doi:10.2196/33636
Introduction

Cardiovascular diseases, cancers, chronic respiratory diseases, and diabetes are commonly grouped as the main noncommunicable diseases as they are the world’s biggest killers [1-3]. These noncommunicable diseases share 4 modifiable risk factors (tobacco use, harmful use of alcohol, physical inactivity, and unhealthy diet). An important part of the United Nation’s Sustainable Development Goal target 3.4 is to reduce premature mortality from the 4 main noncommunicable diseases by one-third relative to 2015 levels, by 2030 [4]. Encouraging reduced tobacco use, less harmful use of alcohol, increased physical activity, and healthy diet are simple and cost-effective measures to reduce premature death and disability from the 4 main noncommunicable diseases [5]. Surveillance of the 4 modifiable risk factors is crucial to be able to prevent and control premature death from the 4 main noncommunicable diseases according to the 2030 Sustainable Development Goal agenda [3].

In 2013, the World Health Assembly, the decision-making body of the World Health Organization, adopted a Global Monitoring Framework for noncommunicable diseases with 25 key indicators to track progress in prevention and control of noncommunicable diseases [6]. Before this, the World Health Organization had already introduced the STEPwise approach [7] for the surveillance of noncommunicable disease risk factors. Step 1 included self-reported demographic and behavioral risk factors as well as history of noncommunicable diseases and related conditions; step 2 included physical measurements; step 3 consisted of biochemical measurements.

Statistics Norway performs annual surveys, with representative samples, on tobacco use [8]. Furthermore, there have been several large population surveys [9-12] conducted in various regions and counties during the last fifty years, repeated at approximately 8-year intervals, which have collected some of the data included in the 3 steps of the STEPwise approach [11,12]. In addition, special surveys have been conducted, usually with 10-year intervals, to collect data on detailed dietary intake [9]. Special surveys on physical and sedentary activity have also been conducted with more than 5-year intervals [10]. In summary, there has been a lack of annual data on tobacco use, the harmful use of alcohol, physical inactivity, and unhealthy diet from a nationally representative sample. The Norwegian legislation on public health work [13] requires counties and municipalities to have an overview regarding risk factors, health conditions, and measures to promote health in their respective populations.

In Norway, more than 95% of individuals aged 16 to 54 years, and between 74% to 88% of those aged 55 to 74 years, have smartphones [14]. Short smartphone surveys have the potential to identify modifiable risk factors for individuals and monitor trends. Our main objective was to develop a smartphone-based information communication technology solution with functionalities for collecting data annually on the 4 modifiable risk factors. The secondary objective was to collect nationally representative data.

Methods

Study Design

This pilot study, which included a smartphone-based solution, a website, and 2 smartphone surveys, was developed over a 2-year period and conducted during fall 2019.

Development of the Smartphone-Based Information Communication Technology Solution

The details of the technical and architectural parts of the solution were developed by a private enterprise (Healthcom). For answers to the continuous questions, a keyboard was displayed for entering numbers (Figure 1); there were preset upper and lower limits for acceptable response values (Figure 2). For categorical questions, pull-down menus with response options were displayed (Figure 3).

The information communication technology solution was intended for capturing sensitive data from smartphones and was developed in accordance with general data protection regulations [15]. The cloud-based information communication technology solution automatically created a unique identification number for each respondent, when the initial SMS dialogue started. If the respondent clicked on the survey link later, the respondent’s unique identifier was detected, and the participant could continue to fill in the answers. When the survey was submitted, the responses were anonymized. Subsequently, for analyses and storage, data were transferred to the Research Electronic Data Capture database hosted by the University Hospital of North Norway (Northern Norway Regional Health Authority server system) [16,17]. Communication with the database (over the internet and hospital intranet) was encrypted, and 2-factor authentication was required for researchers retrieving the data.
Figure 1. Screenshot of data entry keyboard.

Figure 2. Screenshot of smartphone-based survey.
Figure 3. Screenshot of pull-down menus.

Website
We developed a website to inform invitees and other interested parties about the study and survey (Figure 4). The website contained information about the background of the study (Figure 5), the study population, ethical assessments, survey results (Figure 6), the status of ongoing plans, study funding, and collaborating partners of the study.
Figure 4. Screenshot of information for invitees.

Figure 5. Screenshot of background information.

Noncommunicable diseases (NCDs), such as cardiovascular diseases, cancer, chronic respiratory diseases and diabetes, are the leading causes of death in the world. The World Health Assembly has adopted a goal to reduce premature mortality from NCDs by a third (33%) by 2030, relative to 2015 levels. Norway has endorsed this goal. In order to achieve this goal, we need knowledge about how the prevalence of important lifestyle factors changes in the Norwegian population.

The Health and Disease survey is Norway’s first national public health survey that uses digital solutions to gather information on selected lifestyle factors from a random sample of people in all the 11 counties. The lifestyle factors we plan to collect annually are: Diet, physical activity, alcohol and tobacco use. The distribution of the selected lifestyle factors can also predict how mortality from cardiovascular diseases, cancer, chronic respiratory diseases and diabetes will develop in the Norwegian population in the future.
Figure 6. Screenshot of results presented to users.

Smartphone Surveys

Overview

We designed 2 mobile phone surveys—the first was sent to all invitees (main), and the second was sent only to a random sample of invitees who had not responded to the main survey. A total of 4 sets of SMS messages were sent: 1 request to participate in the main survey, 2 reminders, and 1 request to participate in the second survey (Multimedia Appendix 1). Invitees could obtain additional information when they accessed the survey and the link to the website (Multimedia Appendix 2).

Main Survey

The survey comprised 26 questions in Norwegian. There were 8 questions on socioeconomic background factors: year of birth, sex, education in years (≤10, 11-13,14-16, ≥17), marital status (single, married or cohabitating, divorced, widow or widower), number of persons in the household over and under 18 years (0,1,2,3, ≥4), gross household income in Norwegian Kroner (1 NOK equals approximately US $0.11) during the previous year (≤350,000 NOK, 351,000-550,000 NOK, 551,000-750,000 NOK, 751,000-1,000,000 NOK, ≥1,000,000 NOK), and occupational status (full time work, part-time work, student, retired, home-keeper, military service, and miscellaneous social benefits).

There were 17 questions on the 4 main risk factors. The questionnaire contained 3 questions about cigarette, snus, and e-cigarette use (never, former occasionally, former daily, current occasionally, current daily) and 1 question about alcohol consumption (yes, no). Consumers of alcohol were also asked the first 3 questions from the Alcohol Use Disorders Identification Test [18]—frequency (≤1 time per month, 2-4 times per month, 2-3 times per week, 24 times per week), number of units usually consumed (1-2, 3-4, 5-6, 7-9, ≥10), and frequency of occasions of consumption of ≥6 units of alcohol (never, less than monthly, monthly, weekly, daily or almost daily). There were 4 questions related to physical activity from the short version of the International Physical Activity Questionnaire [19]—number of days of strenuous physical activity in the last 7 days (0, 1-2, 3-4, 5-6, 7), number of days of moderate physical activity in the last 7 days (0, 1-2, 3-4, 5-6, 7), number of days of walking for ≥10 minutes in the last 7 days (0, 1-2, 3-4, 5-6, 7), hours spent sitting (excluding sleeping hours) on a regular weekday in the last 7 days (0-2, 3-5, 6-8, 9-11, 12-14)—and 7 questions on dietary intake frequency—servings per day of fruits and berries (0, 1, 2, 3, 4, ≥5), servings per day of lettuce and vegetables (0, 1, 2, 3, 4, ≥5), number of glasses per day sugar-sweetened drinks (0, 1, 2, 3, 4, 5, 6, ≥7), number of times fish and fish products are eaten per week (0, 1, 2, 3, 4, ≥5), number of times red meat is eaten per week (0, 1, 2, 3, 4, ≥5), number of times processed meat is eaten per week (0, 1, 2, 3, 4, ≥5), and how often extra salt is added to food before eating (never, occasionally, often, always).

There was 1 question asking if respondents have or have had any of the following conditions: high blood pressure, high cholesterol, atrial fibrillation, myocardial infarction, heart failure, stroke, chronic respiratory disease, cancer, diabetes, or none of these. In addition, there was an open box for comments.
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The estimated time for completing the main survey was approximately 5 minutes.

**Second Survey**

The second survey comprised 9 statements that could be answered in the affirmative or negative: “I never answer such surveys”; “I did not want to answer several of the questions”; “I think the questions were difficult to answer”; “I was unsure who the SMS came from”; “I was expecting a login with BankID” (BankID is an electronic identification scheme in Norway for safe log in); “I was afraid that privacy was not taken care of”; “I had not heard of the Norwegian Centre for E-health Research”; “I had not heard of Healthcom”; “I thought the SMS I received looked like spam.” The estimated time for completing this survey was approximately 1 minute. There was also an open box for comments.

The main survey was conducted on 11 consecutive days, with 2 reminders sent 5 and 10 days after the original invitation. The second survey was conducted 1 week after the main survey was completed.

**Ethics**

The Regional Committee for Medical and Health Research Ethics concluded that approval for this study was not necessary because the study fell outside the Norwegian Health Research Act. The study was approved by the Data Protection Section of the University Hospital of North Norway. All participants provided consented before answering any survey questions.

**Recruitment**

A total of 11,000 individuals (an equal number of men and women) aged 16 to 69 years, with 1000 from each of the 11 counties in Norway, were selected randomly from the Norwegian National Population Registry. All Norwegian residents have an 11-digit personal identification number in the National Population Registry. This registry contains the name, address, sex, age, and mobile phone number of each person. Persons who did not have a registered mobile phone number were replaced. For each person, name, personal identification number, phone number, sex, age, year of birth, and county of residence were retained. Subsequently, the system created a unique survey number for each participant. The Data Protection Section of the University Hospital of North Norway provided a server area specifically for this project where the linkage file could be stored. For the second survey, SMS text messages were sent to a random sample of 100 invitees who had not responded. The main survey was conducted on 11 consecutive days, with 2 reminders sent 5 and 10 days after the original invitation. The second survey was conducted 1 week after the main survey was completed.

**Dissemination**

The communication group at the Norwegian Centre for E-health Research sent a standard press release to each county before the launch of the survey. The press release was followed up with phone contact to selected local media in each county. The communication group used social media (Facebook and Twitter) to promote the survey. Several municipalities informed their residents about the survey on municipality website. The project leader also gave interviews on the local radio and to newspapers in some of the counties. In total, the survey was covered in various media channels 127 times.

---

**Statistical Analysis**

All data used in the analyses, except county of residence, consisted of self-reported data. We calculated means (with standard deviations) or medians (with interquartile range) and percentages for each health variable, overall and by sex, using STATA (version 16.0; Stata Corp).

**Results**

**Main Survey**

Altogether, 25.2% (2769/11,000) participants opened the survey, while 21.0% (2305/11,000) submitted their responses. We excluded 2 participants reporting to be outside the targeted age groups. The remaining 2303 men and women constituted the respondents to the main survey.

The response rate to the main survey was 21.9% (2303/11,000; women: 1397/2303, 60.7%; men: 866/2303, 38.3%; missing: 40/2303, 1.7%). Among men and women, the response rates were 15.7% (866/5500) and 25.4% (1397/5500), respectively. The median age for men was 52 years (IQR 40-61), and the median age for women was 48 years (IQR 35-58). Trøndelag county had the highest response rate (26.0%, 260/1000), and Vestland county had the lowest response rates (18.1%, 181/1000).

Of the 2303 respondents, 1419 (61.6%) answered all the questions; 15 of 29 variables were missing ≤3% values. Each of the questions on socioeconomic background factors had missing values, which ranged from 10.3% (238/2303) for marital status to 20.6% (474/2303) for number of persons under 18 years old in household. Tobacco and alcohol consumption variables had ≤3% missing values, physical activity variables had 1.8% (41/2303) to 9.7% (224/2303) missing values, and food variables had 1.5% (35/2303) to 5.9% (136/2303) missing values (Table 1).

Most respondents were in the oldest (50-69 years) age group (1142/2274, 50.2%), in the highest educational category (graduate or postgraduate university education: 1088/1989, 55.1%), married (1497/2065, 73.1%), and employed full-time (1158/2015, 57.8%) (Table 2).

Table 3 shows that 55.4% (1225/2209) of respondents reported being either overweight (794/2209, 35.9%) or obese (431/2209, 19.5%), with 63.9% (539/844) of men and 50.3% (686/1365) of women reporting being either overweight or obese.

Daily use of cigarettes (men: 100/855, 11.7%; women: 140/1380, 10.1%), snus (men: 153/850, 18.0%; women: 96/1360, 7.0%), and e-cigarettes (11/848, 1.3%; women: 19/1359, 1.4%) was reported by respondents, and 32.2% (237/735) of men reported drinking alcohol more than once a week, of whom 7.1% (51/724) reported consuming ≥6 units on the same occasion weekly, and 22.7% (254/1119) of women reported drinking alcohol more than once a week, of whom 1.7% (19/1103) reported consuming ≥6 units on the same occasion weekly. Overall, 17.2% (378/2199) reported 0 days with moderate physical activity during the last 7 days (Table 3).
Table 4 shows that 38.5% (875/2268) of respondents reported 1 serving per day of fruit and berries, 48.3% (1091/2255) of respondents reported 1 serving per day of lettuce and vegetables, 67.3% (1458/2167) of respondents reported 0 glasses of sugary drinks per day, 56.6% (1233/2178) of respondents reported ≥2 meals with fish or fish products per week, 67.6% (1465/2167) of respondents reported ≤2 meals of red meat per week, and 23.5% (517/2198) of respondents reported never adding extra salt before eating.

Only 44.5% (984/2209) of respondents were in line with national recommendations for BMI, and 42.0% (932/2219) of respondents were in line with national recommendations for tobacco or e-cigarette use [20]; 81.2% (1501/1848) were in line with national recommendations for alcohol consumption (ie, consuming ≥6 units of alcohol on one occasion less than monthly or never [21]). Only 34.2% (704/2056) of respondents met national recommendations for physical activity levels (ie, walking ≥10 minutes every day the last 7 days [22]), and only 22.9% (522/2281) of respondents met national recommendations for eating fruits and vegetables (ie, at least 5 servings per day [23]).

Table 1. Overall respondents and missing values to the main smartphone survey.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Respondents, N</th>
<th>Missing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>2274</td>
<td>29 (1.3)</td>
</tr>
<tr>
<td>Sex</td>
<td>2263</td>
<td>40 (1.7)</td>
</tr>
<tr>
<td>Education</td>
<td>1989</td>
<td>314 (13.6)</td>
</tr>
<tr>
<td>Marital status</td>
<td>2065</td>
<td>238 (10.3)</td>
</tr>
<tr>
<td>Number of persons (&gt;18 years old) in household</td>
<td>1914</td>
<td>389 (16.9)</td>
</tr>
<tr>
<td>Number of persons (&lt;18 years old) in household</td>
<td>1829</td>
<td>474 (20.6)</td>
</tr>
<tr>
<td>Gross household income 2018</td>
<td>1946</td>
<td>357 (15.5)</td>
</tr>
<tr>
<td>Work life condition/occupation</td>
<td>2015</td>
<td>288 (12.5)</td>
</tr>
<tr>
<td>Chronic disease conditions (noncommunicable disease)</td>
<td>2245</td>
<td>58 (2.5)</td>
</tr>
<tr>
<td>Height</td>
<td>2270</td>
<td>33 (1.4)</td>
</tr>
<tr>
<td>Weight</td>
<td>2247</td>
<td>56 (2.4)</td>
</tr>
<tr>
<td>BMI</td>
<td>2237</td>
<td>66 (2.9)</td>
</tr>
<tr>
<td>Smoking history</td>
<td>2261</td>
<td>42 (1.8)</td>
</tr>
<tr>
<td>Snus use history</td>
<td>2245</td>
<td>58 (2.5)</td>
</tr>
<tr>
<td>E-cigarette use history</td>
<td>2234</td>
<td>69 (3.0)</td>
</tr>
<tr>
<td>Alcohol consumption (yes/no)</td>
<td>2284</td>
<td>19 (0.8)</td>
</tr>
<tr>
<td>Frequency of alcohol consumption</td>
<td>1876</td>
<td>29 (1.5)</td>
</tr>
<tr>
<td>Units of alcohol usually consumed</td>
<td>1868</td>
<td>37 (1.9)</td>
</tr>
<tr>
<td>Frequency of occasions of consumption of ≥6 units of alcohol</td>
<td>1848</td>
<td>57 (3.0)</td>
</tr>
<tr>
<td>Number of days of strenuous physical activity in the last 7 days</td>
<td>2262</td>
<td>41 (1.8)</td>
</tr>
<tr>
<td>Number of days of moderate physical activity in the last 7 days</td>
<td>2199</td>
<td>104 (4.5)</td>
</tr>
<tr>
<td>Number of days of walking for ≥10 minutes in the last 7 days</td>
<td>2079</td>
<td>224 (9.7)</td>
</tr>
<tr>
<td>Hours spent sitting on a regular weekday in the last 7 days (excluding sleeping hours)</td>
<td>2166</td>
<td>137 (6.0)</td>
</tr>
<tr>
<td>Fruits and berries intake (servings) per day</td>
<td>2268</td>
<td>35 (1.5)</td>
</tr>
<tr>
<td>Lettuce and vegetable intake (servings) per day</td>
<td>2255</td>
<td>48 (2.1)</td>
</tr>
<tr>
<td>Sugary drinks, number of glasses per day</td>
<td>2167</td>
<td>136 (5.9)</td>
</tr>
<tr>
<td>Fish and fish products, number of times eaten per week</td>
<td>2178</td>
<td>125 (5.4)</td>
</tr>
<tr>
<td>Red meat, number of times eaten per week</td>
<td>2167</td>
<td>136 (5.9)</td>
</tr>
<tr>
<td>Processed meat, number of times eaten per week</td>
<td>2167</td>
<td>136 (5.9)</td>
</tr>
<tr>
<td>Addition of extra salt to food</td>
<td>2198</td>
<td>105 (4.6)</td>
</tr>
</tbody>
</table>

aBMI: body mass index.
bAmong 1905 participants who responded yes to alcohol consumption.
Table 2. Respondents’ background characteristics (overall and by sex).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Men, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Women, n (%)&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age groups (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-29</td>
<td>347 (15.4)</td>
<td>121 (14.0)</td>
<td>226 (16.3)</td>
</tr>
<tr>
<td>30-49</td>
<td>760 (33.8)</td>
<td>264 (30.7)</td>
<td>496 (35.7)</td>
</tr>
<tr>
<td>50-69</td>
<td>1142 (50.8)</td>
<td>476 (55.3)</td>
<td>666 (48.0)</td>
</tr>
<tr>
<td><strong>Education (number of years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤10 (primary school)</td>
<td>219 (11.1)</td>
<td>104 (13.6)</td>
<td>115 (9.5)</td>
</tr>
<tr>
<td>11-13 (high school)</td>
<td>666 (33.8)</td>
<td>290 (37.8)</td>
<td>376 (31.2)</td>
</tr>
<tr>
<td>14-16 (graduate)</td>
<td>508 (25.7)</td>
<td>180 (23.5)</td>
<td>328 (27.2)</td>
</tr>
<tr>
<td>≥17 (postgraduate)</td>
<td>580 (29.4)</td>
<td>193 (25.2)</td>
<td>387 (32.1)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>389 (19.0)</td>
<td>155 (19.7)</td>
<td>234 (18.6)</td>
</tr>
<tr>
<td>Married or cohabitating</td>
<td>1497 (73.1)</td>
<td>575 (73.1)</td>
<td>922 (73.1)</td>
</tr>
<tr>
<td>Divorced</td>
<td>126 (6.1)</td>
<td>48 (6.1)</td>
<td>78 (6.2)</td>
</tr>
<tr>
<td>Widow or widower</td>
<td>36 (1.8)</td>
<td>9 (1.1)</td>
<td>27 (2.1)</td>
</tr>
<tr>
<td><strong>Number of adults (age ≥18 years) in household</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>151 (7.5)</td>
<td>57 (7.3)</td>
<td>94 (7.7)</td>
</tr>
<tr>
<td>1</td>
<td>474 (23.6)</td>
<td>184 (23.7)</td>
<td>290 (23.6)</td>
</tr>
<tr>
<td>2</td>
<td>1013 (50.5)</td>
<td>383 (49.3)</td>
<td>630 (51.3)</td>
</tr>
<tr>
<td>3</td>
<td>230 (11.5)</td>
<td>93 (12.0)</td>
<td>137 (11.2)</td>
</tr>
<tr>
<td>≥4</td>
<td>137 (6.8)</td>
<td>60 (7.7)</td>
<td>77 (6.3)</td>
</tr>
<tr>
<td><strong>Number of children (age &lt;18 years) in household</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1180 (61.6)</td>
<td>482 (65.1)</td>
<td>698 (59.4)</td>
</tr>
<tr>
<td>1</td>
<td>293 (15.3)</td>
<td>95 (12.8)</td>
<td>198 (16.8)</td>
</tr>
<tr>
<td>2</td>
<td>305 (15.9)</td>
<td>115 (15.5)</td>
<td>190 (16.2)</td>
</tr>
<tr>
<td>3</td>
<td>106 (5.5)</td>
<td>40 (5.4)</td>
<td>66 (5.6)</td>
</tr>
<tr>
<td>≥4</td>
<td>32 (1.7)</td>
<td>9 (1.2)</td>
<td>23 (2.0)</td>
</tr>
<tr>
<td><strong>Gross household income in 2018 (in Norwegian Kroner)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤350,000</td>
<td>249 (12.9)</td>
<td>80 (10.7)</td>
<td>169 (14.3)</td>
</tr>
<tr>
<td>351,000-550,000</td>
<td>342 (17.7)</td>
<td>117 (15.6)</td>
<td>225 (19.0)</td>
</tr>
<tr>
<td>551,000-750,000</td>
<td>316 (16.4)</td>
<td>118 (15.8)</td>
<td>198 (16.7)</td>
</tr>
<tr>
<td>751,000-1,000,000</td>
<td>430 (22.2)</td>
<td>177 (23.7)</td>
<td>253 (21.4)</td>
</tr>
<tr>
<td>&gt;1,000,000</td>
<td>595 (30.8)</td>
<td>256 (34.2)</td>
<td>339 (28.6)</td>
</tr>
<tr>
<td><strong>Occupational status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time work</td>
<td>1158 (57.9)</td>
<td>524 (68.1)</td>
<td>634 (51.5)</td>
</tr>
<tr>
<td>Part-time work</td>
<td>234 (11.7)</td>
<td>37 (4.8)</td>
<td>197 (16.0)</td>
</tr>
<tr>
<td>Student</td>
<td>146 (7.3)</td>
<td>50 (6.5)</td>
<td>96 (7.8)</td>
</tr>
<tr>
<td>Retired</td>
<td>180 (9.0)</td>
<td>76 (9.9)</td>
<td>104 (8.5)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;b&lt;/sup&gt;</td>
<td>281 (14.1)</td>
<td>82 (10.7)</td>
<td>199 (16.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Missing responses were not included in calculated percentages.

<sup>b</sup>Home-keeper, military service, and miscellaneous benefits (sick leave, unemployment, disabilities, social security).
Table 3. Respondents’ lifestyle factors (overall and by sex).

<table>
<thead>
<tr>
<th>Factor</th>
<th>All, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Men, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Women, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BMI</strong>&lt;sup&gt;b&lt;/sup&gt; (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18.5</td>
<td>29 (1.3)</td>
<td>3 (0.4)</td>
<td>26 (1.9)</td>
</tr>
<tr>
<td>18.5-24.9</td>
<td>955 (43.2)</td>
<td>302 (35.8)</td>
<td>653 (47.8)</td>
</tr>
<tr>
<td>25.0-29.9</td>
<td>794 (35.9)</td>
<td>367 (43.5)</td>
<td>427 (31.3)</td>
</tr>
<tr>
<td>≥30.0</td>
<td>431 (19.5)</td>
<td>172 (20.4)</td>
<td>259 (19.0)</td>
</tr>
<tr>
<td><strong>Smoking history</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1087 (48.6)</td>
<td>392 (45.9)</td>
<td>695 (50.4)</td>
</tr>
<tr>
<td>Former occasionally</td>
<td>344 (15.4)</td>
<td>125 (14.6)</td>
<td>219 (15.9)</td>
</tr>
<tr>
<td>Former daily</td>
<td>469 (21.0)</td>
<td>201 (23.5)</td>
<td>268 (19.4)</td>
</tr>
<tr>
<td>Current occasionally</td>
<td>95 (4.3)</td>
<td>37 (4.3)</td>
<td>58 (4.2)</td>
</tr>
<tr>
<td>Current daily</td>
<td>240 (10.7)</td>
<td>100 (11.7)</td>
<td>140 (10.1)</td>
</tr>
<tr>
<td><strong>Snus use history</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1726 (77.8)</td>
<td>571 (67.2)</td>
<td>1155 (84.4)</td>
</tr>
<tr>
<td>Former occasionally</td>
<td>97 (4.4)</td>
<td>51 (6.0)</td>
<td>46 (3.4)</td>
</tr>
<tr>
<td>Former daily</td>
<td>80 (3.6)</td>
<td>51 (6.0)</td>
<td>29 (2.1)</td>
</tr>
<tr>
<td>Current occasionally</td>
<td>66 (3.0)</td>
<td>24 (2.8)</td>
<td>42 (3.1)</td>
</tr>
<tr>
<td>Current daily</td>
<td>249 (11.2)</td>
<td>153 (18.0)</td>
<td>96 (7.0)</td>
</tr>
<tr>
<td><strong>E-cigarette use history</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>2069 (93.7)</td>
<td>786 (92.7)</td>
<td>1283 (94.4)</td>
</tr>
<tr>
<td>Former occasionally</td>
<td>66 (3.0)</td>
<td>27 (3.2)</td>
<td>39 (2.9)</td>
</tr>
<tr>
<td>Former daily</td>
<td>15 (0.7)</td>
<td>10 (1.2)</td>
<td>5 (0.4)</td>
</tr>
<tr>
<td>Current occasionally</td>
<td>27 (1.2)</td>
<td>14 (1.7)</td>
<td>13 (1.0)</td>
</tr>
<tr>
<td>Current daily</td>
<td>30 (1.4)</td>
<td>11 (1.3)</td>
<td>19 (1.4)</td>
</tr>
<tr>
<td><strong>Alcohol consumption</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>376 (16.7)</td>
<td>120 (13.9)</td>
<td>256 (18.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>1880 (83.3)</td>
<td>743 (86.1)</td>
<td>1137 (81.6)</td>
</tr>
<tr>
<td><strong>Frequency</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤1 time per month</td>
<td>493 (26.6)</td>
<td>149 (20.3)</td>
<td>344 (30.7)</td>
</tr>
<tr>
<td>2-4 times per month</td>
<td>870 (46.9)</td>
<td>349 (47.5)</td>
<td>521 (46.6)</td>
</tr>
<tr>
<td>2-3 times per week</td>
<td>402 (21.7)</td>
<td>191 (26.0)</td>
<td>211 (18.9)</td>
</tr>
<tr>
<td>≥4 times per week</td>
<td>89 (4.8)</td>
<td>46 (6.3)</td>
<td>43 (3.8)</td>
</tr>
<tr>
<td><strong>Units usually consumed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>994 (53.8)</td>
<td>366 (49.7)</td>
<td>628 (56.6)</td>
</tr>
<tr>
<td>3-4</td>
<td>538 (29.1)</td>
<td>215 (29.2)</td>
<td>323 (29.1)</td>
</tr>
<tr>
<td>5-6</td>
<td>208 (11.3)</td>
<td>86 (11.7)</td>
<td>122 (11.0)</td>
</tr>
<tr>
<td>7-9</td>
<td>84 (4.6)</td>
<td>56 (7.6)</td>
<td>28 (2.5)</td>
</tr>
<tr>
<td>≥10</td>
<td>22 (1.2)</td>
<td>14 (1.9)</td>
<td>8 (0.7)</td>
</tr>
<tr>
<td><strong>Frequency of occasions with ≥6 units consumed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>545 (29.5)</td>
<td>132 (18.2)</td>
<td>403 (36.5)</td>
</tr>
<tr>
<td>Less than monthly</td>
<td>956 (51.7)</td>
<td>385 (53.2)</td>
<td>561 (50.9)</td>
</tr>
<tr>
<td>Monthly</td>
<td>277 (15.0)</td>
<td>156 (21.6)</td>
<td>120 (10.9)</td>
</tr>
<tr>
<td>Factor</td>
<td>All, n (%)(^a)</td>
<td>Men, n (%)(^a)</td>
<td>Women, n (%)(^b)</td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td><strong>Weekly</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days with strenuous physical activity in the last 7 days</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>639 (28.6)</td>
<td>198 (23.2)</td>
<td>441 (32.0)</td>
</tr>
<tr>
<td>1-2</td>
<td>828 (37.1)</td>
<td>308 (36.0)</td>
<td>520 (37.7)</td>
</tr>
<tr>
<td>3-4</td>
<td>527 (23.6)</td>
<td>228 (26.7)</td>
<td>299 (21.7)</td>
</tr>
<tr>
<td>5-6</td>
<td>180 (8.0)</td>
<td>9 (10.5)</td>
<td>90 (6.5)</td>
</tr>
<tr>
<td>7</td>
<td>61 (2.7)</td>
<td>31 (3.6)</td>
<td>30 (2.2)</td>
</tr>
<tr>
<td><strong>Daily or almost daily</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days with moderate physical activity in the last 7 days</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>378 (17.4)</td>
<td>133 (16.0)</td>
<td>245 (18.2)</td>
</tr>
<tr>
<td>1-2</td>
<td>927 (42.6)</td>
<td>350 (42.1)</td>
<td>577 (42.9)</td>
</tr>
<tr>
<td>3-4</td>
<td>510 (23.5)</td>
<td>187 (22.5)</td>
<td>323 (24.0)</td>
</tr>
<tr>
<td>5-6</td>
<td>227 (10.4)</td>
<td>108 (13.0)</td>
<td>119 (8.8)</td>
</tr>
<tr>
<td>7</td>
<td>133 (6.1)</td>
<td>53 (6.4)</td>
<td>80 (6.0)</td>
</tr>
<tr>
<td>Days walking for ≥10 minutes in the last 7 days</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>99 (4.8)</td>
<td>55 (7.1)</td>
<td>44 (3.4)</td>
</tr>
<tr>
<td>1-2</td>
<td>373 (18.1)</td>
<td>154 (19.7)</td>
<td>219 (17.2)</td>
</tr>
<tr>
<td>3-4</td>
<td>480 (23.4)</td>
<td>189 (24.2)</td>
<td>291 (22.8)</td>
</tr>
<tr>
<td>5-6</td>
<td>400 (19.5)</td>
<td>153 (19.6)</td>
<td>247 (19.4)</td>
</tr>
<tr>
<td>7</td>
<td>704 (34.2)</td>
<td>229 (29.4)</td>
<td>475 (37.2)</td>
</tr>
<tr>
<td>Hours spent sitting on a regular weekday in the last 7 days (excluding sleeping hours)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>162 (7.6)</td>
<td>58 (7.1)</td>
<td>104 (7.9)</td>
</tr>
<tr>
<td>3-5</td>
<td>876 (40.9)</td>
<td>292 (35.5)</td>
<td>584 (44.3)</td>
</tr>
<tr>
<td>6-8</td>
<td>598 (27.9)</td>
<td>245 (29.8)</td>
<td>353 (26.7)</td>
</tr>
<tr>
<td>9-11</td>
<td>348 (16.3)</td>
<td>150 (18.2)</td>
<td>198 (15.0)</td>
</tr>
<tr>
<td>12-14</td>
<td>109 (5.1)</td>
<td>59 (7.2)</td>
<td>50 (3.8)</td>
</tr>
<tr>
<td>≥15</td>
<td>48 (2.2)</td>
<td>18 (2.2)</td>
<td>30 (2.3)</td>
</tr>
</tbody>
</table>

\(^a\)Missing responses were not included in calculated percentages.

\(^b\)BMI: body mass index.
Table 4. Respondents’ dietary intake variables (overall and by sex).

<table>
<thead>
<tr>
<th>Variable</th>
<th>All, n (%)</th>
<th>Men, n (%)</th>
<th>Women, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fruits and berries (servings per day)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>260 (11.6)</td>
<td>136 (15.8)</td>
<td>124 (9.0)</td>
</tr>
<tr>
<td>1</td>
<td>875 (39.1)</td>
<td>378 (44.1)</td>
<td>497 (35.9)</td>
</tr>
<tr>
<td>2</td>
<td>621 (27.7)</td>
<td>205 (23.9)</td>
<td>416 (30.1)</td>
</tr>
<tr>
<td>3</td>
<td>309 (13.8)</td>
<td>93 (10.8)</td>
<td>216 (15.6)</td>
</tr>
<tr>
<td>4</td>
<td>99 (4.4)</td>
<td>25 (2.9)</td>
<td>74 (5.4)</td>
</tr>
<tr>
<td>≥5</td>
<td>77 (3.4)</td>
<td>21 (2.5)</td>
<td>56 (4.0)</td>
</tr>
<tr>
<td><strong>Lettuce and vegetables (servings per day)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>134 (6.0)</td>
<td>82 (9.6)</td>
<td>52 (3.8)</td>
</tr>
<tr>
<td>1</td>
<td>1091 (49.0)</td>
<td>494 (58.1)</td>
<td>597 (43.3)</td>
</tr>
<tr>
<td>2</td>
<td>643 (28.9)</td>
<td>190 (22.4)</td>
<td>453 (32.9)</td>
</tr>
<tr>
<td>3</td>
<td>225 (10.1)</td>
<td>50 (5.9)</td>
<td>175 (12.7)</td>
</tr>
<tr>
<td>4</td>
<td>72 (3.2)</td>
<td>19 (2.2)</td>
<td>53 (3.8)</td>
</tr>
<tr>
<td>≥5</td>
<td>63 (2.8)</td>
<td>15 (1.8)</td>
<td>48 (3.5)</td>
</tr>
<tr>
<td><strong>Sugary drinks (glasses per day)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1458 (68.1)</td>
<td>497 (60.7)</td>
<td>961 (72.7)</td>
</tr>
<tr>
<td>1</td>
<td>415 (19.4)</td>
<td>192 (23.4)</td>
<td>223 (16.9)</td>
</tr>
<tr>
<td>2</td>
<td>134 (6.3)</td>
<td>67 (8.2)</td>
<td>67 (5.1)</td>
</tr>
<tr>
<td>3</td>
<td>60 (2.8)</td>
<td>28 (3.4)</td>
<td>32 (2.4)</td>
</tr>
<tr>
<td>4</td>
<td>26 (1.2)</td>
<td>10 (1.2)</td>
<td>16 (1.2)</td>
</tr>
<tr>
<td>≥5</td>
<td>47 (2.2)</td>
<td>25 (3.1)</td>
<td>22 (1.7)</td>
</tr>
<tr>
<td><strong>Fish and fish products (number of times eaten per week)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>151 (7.0)</td>
<td>48 (5.8)</td>
<td>103 (7.7)</td>
</tr>
<tr>
<td>1</td>
<td>769 (35.7)</td>
<td>293 (35.6)</td>
<td>476 (35.8)</td>
</tr>
<tr>
<td>2</td>
<td>789 (36.7)</td>
<td>312 (38.0)</td>
<td>477 (35.8)</td>
</tr>
<tr>
<td>3</td>
<td>339 (15.7)</td>
<td>136 (16.6)</td>
<td>203 (15.3)</td>
</tr>
<tr>
<td>4</td>
<td>82 (3.8)</td>
<td>28 (3.4)</td>
<td>54 (4.1)</td>
</tr>
<tr>
<td>≥5</td>
<td>23 (1.1)</td>
<td>5 (0.6)</td>
<td>18 (1.3)</td>
</tr>
<tr>
<td><strong>Red meat (number of times eaten per week)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>172 (8.0)</td>
<td>37 (4.5)</td>
<td>135 (10.3)</td>
</tr>
<tr>
<td>1</td>
<td>664 (31.0)</td>
<td>241 (29.3)</td>
<td>423 (32.1)</td>
</tr>
<tr>
<td>2</td>
<td>629 (29.4)</td>
<td>255 (31.0)</td>
<td>374 (28.4)</td>
</tr>
<tr>
<td>3</td>
<td>369 (17.2)</td>
<td>163 (19.8)</td>
<td>206 (15.6)</td>
</tr>
<tr>
<td>4</td>
<td>179 (8.4)</td>
<td>78 (9.5)</td>
<td>101 (7.7)</td>
</tr>
<tr>
<td>≥5</td>
<td>127 (5.9)</td>
<td>49 (5.9)</td>
<td>78 (5.9)</td>
</tr>
<tr>
<td><strong>Processed meat (number of times eaten per week)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>341 (15.9)</td>
<td>96 (11.7)</td>
<td>245 (18.6)</td>
</tr>
<tr>
<td>1</td>
<td>868 (40.6)</td>
<td>328 (39.9)</td>
<td>540 (40.9)</td>
</tr>
<tr>
<td>2</td>
<td>581 (27.2)</td>
<td>230 (28.0)</td>
<td>351 (26.6)</td>
</tr>
<tr>
<td>3</td>
<td>266 (12.4)</td>
<td>127 (15.5)</td>
<td>139 (10.5)</td>
</tr>
<tr>
<td>4</td>
<td>51 (2.4)</td>
<td>27 (3.3)</td>
<td>24 (1.8)</td>
</tr>
<tr>
<td>≥5</td>
<td>33 (1.5)</td>
<td>13 (1.6)</td>
<td>20 (1.5)</td>
</tr>
</tbody>
</table>
Second Survey

Altogether, 18.1% (199/1100) of the invitees to the second survey opened it, but 8.2% (90/1100) did not submit a response, while 9.9% (109/1100) replied to some or all and submitted their answers. The latter group constituted the respondents of the second survey. The most common reason for not participating (in the main survey) was “I had not heard of Healthcom” (yes: 43/109, 39.4%; no: 10/109, 9.2%; missing: 56/109, 49.5%), followed by both “I had not heard of the National Center for E-Health Research” and “I was unsure who the SMS came from” (yes: 37/109, 33.9%; no: 11/109, 10.1%; missing: 61/109, 56.0%), then “I thought the SMS I received looked like spam” (yes: 35/109, 32.1%; no: 10/109, 9.2%; missing: 64/109, 58.7%).

Discussion

Principal Results

This feasibility study is, to the best of our knowledge, the first successfully piloted smartphone-based information communication technology solution with technically, ethically, and regulatory functionalities for collecting annual data on the 4 main modifiable risk factors for the 4 main noncommunicable diseases. The primary reason reported for not participating in the initial survey was that the sender of the SMS was unknown. Due to the differences in response rates between men and women and between counties, our secondary objective to collect nationally representative data may not have been achieved. If the respondent sample has a similar distribution with respect to background characteristics, life style factors, and dietary intake variables, they may be nationally representative regardless of response rate.

Comparison With Past Work

We are not aware of any previous work with the same overall objectives as ours.

We chose to use SMS text messaging as the means of initial contact, instead of internet or email surveys, ordinary or computer-assisted telephone interviews, or interactive voice response because text messages are often perceived as personal forms of communication; they are more likely to be read quickly, understood, and responded to upon receipt [24]; and they are relatively cheap, with high reachability because mobile phones are ubiquitous. We anticipated that SMS text messaging would allow simple, low-commitment participation in the survey. We considered the intrusiveness (or push factor) to be an advantage; however, one disadvantage is that messages are limited to 160 characters, after which additional payments fare required for every 160 characters. Our request to participate had many more characters; therefore, we had to pay 3 times the ordinary amount for each message. Another disadvantage is that more and more commercial organizations have started using SMS text messages for customer satisfaction surveys. This can lead to an overload of text messages considered to be spam.

In 2017, Pariyo et al [25] suggested that mobile phone surveys have the potential to become a powerful data collection tool to address public health challenges, such as those arising from noncommunicable diseases, in low- and middle-income countries. Ethical considerations in global mobile phone-based surveys of noncommunicable diseases have also recently been discussed, and a need for a broad conceptual framework for the ethical, legal, and societal issues associated with mobile phone surveys for noncommunicable disease risk factors was identified [26].

Response Rate

In addition to randomized selection of participants, response rate is often considered to be an important factor in obtaining representative data. Our response rate (2305/11,000, 21.0%) was similar to those of 2 Norwegian eHealth research studies—a large population-based randomized controlled trial on smoking cessation with SMS text messaging or emails [27] and a web-based cross-sectional survey on diabetes [28]. We are satisfied that we achieved a response rate from the general population that was similar to that in these 2 surveys, which both had highly selected participants.

It is common for researchers to use monetary incentives (such as gift certificates or lottery tickets) to increase participation [29-31]. Instead of monetary incentives, we had intended to develop personalized feedback, based on national guidelines, for respondents. Though part of this feature was developed, due to time, monetary, and personnel constraints, we were not able to create detailed personalized responses for all possible combinations of answers to the survey. Since we did not complete this, the invitees were not informed about or given any options for personalized feedback. Most importantly, we were not able to examine if this would be an incentive to respond to the survey.

There is, as far as we know, no commonly accepted minimal response rate. In the UK Biobank cohort [32], there were close to 10 million invitees and the response rate was 5.45%. A response rate of 60% has been used as the threshold for acceptance for population-based face-to-face or postal surveys; however, this response rate can also cover up response bias [33].
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if the characteristics of nonrespondents differ from those of the respondents. However, if respondents are perfectly representative of the source population, a low response rate is not a problem. [33]. Low participation, high dropout, or high loss to follow-up may be expected features of eHealth research and likely should not be looked upon as failures [34].

We assume that our response rate would have been higher if our university, a renowned entity, had been the sender. Instead, the Norwegian Centre for E-health Research, which was established in 2016 (a few years before the survey), and Healthcom both appeared as senders of the initial SMS. A systematic review [35] found that response rates for paper questionnaires were higher if they originated from universities rather than from other sources such as commercial organizations. We have previously found that more specific titles to otherwise identical questionnaires influenced the response rate of mailed surveys [36]; therefore, in addition, the name of the survey—Health and Disease—was too general.

Another Norwegian eHealth study [37], which examined recruitment to public health surveys with electronic forms on 2 different platforms, found that (1) sampling from the national health website (30 000 invitees) yielded a response rate of 40.8%, whereas sampling from the National Population Registry (36 000 invitees) yielded a response rate of 41.5% and (2) there were systematic and pronounced differences in the responses of the 2 samples. Skogen et al [37] concluded that limiting recruitment to users of Helsenorge (Health Norway) services resulted in further selection problems.

Our survey was conducted in 2019 (before the COVID-19 pandemic) in Norway, and approximately 1 in 5 respondents (431/2209, 19.5%) reported being obese. In fall 2020, after the first national lockdown, the Norwegian Institute of Public Health conducted a pilot study, collecting data on risk factors for the 4 main noncommunicable diseases and several other topics [38], which noted as a limitation, that most questions in the survey had not yet been validated, but that this would be done at a later stage. As we did, they randomly sampled from each of the 11 counties, but they invited twice as many from each county and used both email and SMS text messaging to contact the invitees. The response rate to this survey [38] was 38.1%, and 16% of respondents reported being obese, and 59% of the men and 47% of the women reported being overweight or obese. We do not have a good explanation why we found greater percentages—63.9% (539/844) of men and 50.3% (686/1365) of women reporting being either overweight or obese.

Similar to our findings, (1) the 3 previously described eHealth studies [27,28,38] found that more women than men responded, and (2) the 2020 national survey [37] found that Trøndelag county had the highest response rate. One reason may be that the people residing in Trøndelag have been invited 4 times to the Trøndelag Health Study [11], which collected health survey data from the same geographic population [39].

In our survey, 10.7% (240/2225) reported smoking daily. For 2019, Statistics Norway reported overall daily smoking to be 9% for both sexes [40]. The proportion of men who reported being daily smokers in our study (153/850, 18.0%) was a little lower than that found by Statistics Norway in 2019 (20% [40]), while the proportion of women found by Statistics Norway (7% [40]) was the same as that found in our study (96/1368, 7.0%).

In our survey, 32.3% (237/735) men reported drinking alcohol more than once a week; the corresponding figure for Statistics Norway survey was 34%. In our survey, 7% (51/724) of men reported having consumed more than 6 units on the same occasion weekly; the corresponding figure for the 2019 Statistics Norway survey was 5%. In our survey, 23% (254/1119) of women reported drinking alcohol more than once a week; the corresponding figure for the 2019 Statistics Norway survey was 28%. In our survey, less than 2% reported having consumed more than 6 units on the same occasion weekly; the corresponding figure for the 2019 Statistics Norway survey was 3%.

A recent review [41] found that pilot or feasibility studies are still poorly reported, and only 8.9% of the 90 studies led to subsequent main studies. This study will continue to be developed as part of a larger project [42].

Strengths
For a nationally representative study population, participants were sampled randomly from each of the 11 counties. Major assets were that our main survey could be answered in 5 minutes and comprised already validated questions.

Limitations
The main limitation of our study was the low response rate. Other limitations include the use of self-reported information and that only individuals who had a smartphone could participate; however, since smartphone ownership exceeds 80% in Norway [14], not being eligible due to not having a smartphone is a minor concern. This may be a concern in other countries.

Implications for Future Research
Short smartphone surveys have the potential to be used to monitor trends annually to identify high-risk groups for the 4 main noncommunicable diseases. This knowledge can subsequently be used for better targeting of interventions and in policy making, to meet the United Nations Sustainable Development Goal to reduce premature mortality from noncommunicable diseases by 33% by 2030 [4].

We encourage the further study of short mobile phone-based surveys regarding the modifiable risk factors for the 4 main noncommunicable diseases in high-, low-, and middle-income countries. Our study included only Norwegians, of whom the majority had more than high school level of education. Future studies should develop surveys that are easily recognized as research, have a well-known sender, and can be distinguished from spam. We recommend examining if an offer to the invitees for personalized feedback in response to their answers about the modifiable risk factors will increase overall participation.

Conclusions
We successfully developed and piloted a smartphone-based information communication technology solution for collecting data annually on the four modifiable risk factors for the 4 main noncommunicable disease from a random sample of the
Norwegian population; 1 in 5 responded, thus our secondary objective to collect nationally representative data may not have been achieved.
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Abstract

Background: The acceptance of digital health technologies to support patient care for various clinical conditions among primary care providers and staff has not been explored.

Objective: The purpose of this study was to explore the extent of potential differences between major groups of providers and staff in primary care, including behavioral health consultants (BHCs; eg, psychologists, social workers, and counselors), primary care providers (PCPs; eg, physicians and nurse practitioners), and nurses (registered nurses and licensed practical nurses) in the acceptance of various health technologies (ie, mobile apps, wearables, live video, phone, email, instant chats, text messages, social media, and patient portals) to support patient care across a variety of clinical situations.

Methods: We surveyed 151 providers (51 BHCs, 52 PCPs, and 48 nurses) embedded in primary care clinics across the United States who volunteered to respond to a web-based survey distributed in December 2020 by a large health care market research company. Respondents indicated the technologies they consider appropriate to support patients’ health care needs across the following clinical contexts: acute and chronic disease, medication management, health-promoting behaviors, sleep, substance use, and common and serious mental health conditions. We used descriptive statistics to summarize the distribution of demographic characteristics by provider type. We used contingency tables to compile summaries of the proportion of provider types endorsing each technology within and across clinical contexts. This study was exploratory in nature, with the intent to inform future research.

Results: Most of the respondents were from urban and suburban settings (125/151, 82.8%), with 12.6% (n=19) practicing in rural or frontier settings and 4.6% (n=7) practicing in rural-serving clinics. Respondents were dispersed across the United States, including the Northeast (31/151, 20.5%), Midwest (n=32, 21.2%), South (n=49, 32.5%), and West (n=39, 25.8%). The highest acceptance for technologies across clinical contexts was among BHCs (32/51, 63%) and PCPs (30/52, 58%) for live video and among nurses for mobile apps (30/48, 63%). A higher percentage of nurses accepted all other technologies relative to BHCs and PCPs. Similarly, relative to other groups, PCPs indicated lower levels of acceptance. Within clinical contexts, the highest acceptance rates were reported among 80% (41/51) of BHCs and 69% (36/52) of PCPs endorsing live video for common mental health conditions and 75% (36/48) of nurses endorsing mobile apps for health-promoting behaviors. The lowest acceptance across providers was for social media in the context of medication management (9.3% [14/151] endorsement across provider type).

Conclusions: The survey suggests potential differences in the way primary care clinicians and staff envision using technologies to support patient care. Future work must attend to reasons for differences in the acceptance of various technologies across providers and clinical contexts. Such an understanding will help inform appropriate implementation strategies to increase acceptability and gain greater adoption of appropriate technologies across conditions and patient populations.

(JMIR Form Res 2022;6(2):e32664) doi:10.2196/32664
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Introduction

Primary care plays a central role in managing acute and chronic physical and behavioral health conditions, including patient self-management of such conditions [1]. Digital health, which refers to the use of telehealth, mobile devices, and other wireless technologies to support health care [2], has great potential to augment or enhance such care by supporting behavior change while minimizing barriers such as distance and time. These technologies are intended to enhance education and awareness; support diagnosis and treatment, including self-management; facilitate remote monitoring; and enable remote communication (eg, telehealth) [3].

However, such technologies are far from having established maturity or wide acceptance in primary care [4]. COVID-19, the disease caused by the novel coronavirus (SARS-CoV-2), prompted drastic changes in primary care delivery, including the sudden and unexpected implementation of new tools to expand and support patient care, such as telehealth [5-7]. Innovative digital solutions such as live video, instant chats, and text messages have become essential to continue delivering primary care in times when in-person visits are restricted. Despite nationwide regulatory and reimbursement policy changes concerning health care technologies during the COVID-19 pandemic (eg, less restrictive policies for remote office visits), the implementation of digital tools may have varied across sites, providers, and clinical situations. Disparities in the adoption of digital tools might be due to differences in health care provider perception of acceptability, appropriateness, and feasibility of technologies for specific clinical scenarios [8].

Many studies have examined the acceptance and feasibility of digital health technologies for managing patients’ physical and mental health conditions. Notably, an important condition for implementing such technologies is provider attitudes, including acceptance [9]. Indeed, a recommendation from a trusted health care provider is imperative for patients to adopt technologies like mobile apps; however, health care providers’ acceptance of technologies varies [10].

Prior work examined mental health professionals’ attitudes and interests in using technology in clinical treatment, but this was restricted to websites and mobile apps [9]. Other studies gathered health care providers’ (pharmacists, physicians, and advanced practice registered nurses [APRNs]) opinions regarding the use of mobile apps for patients across various clinical contexts [11,12]. Pharmacists tended to recommend mobile apps for smoking cessation, physical activity, diabetes, weight management, and sexual health [11]. By contrast, physicians and APRNs recommended mobile apps for tracking physical activity, diet, and sleep; however, these providers did not view mobile apps as beneficial for monitoring sleep [12].

As primary care medical and behavioral health providers and staff differ in training, experience with technology, and clinical orientation, it is also reasonable to expect differences by provider type in their attitude toward digital health technologies. As such, the purpose of this project was to explore the extent of potential differences between major groups of providers and staff in primary care, including behavioral health consultants (BHCs; eg, psychologists, social workers, and counselors), primary care providers (PCPs; eg, physicians and nurse practitioners), and nurses (eg, registered nurses and licensed practical nurses) in their acceptance of different technologies to support patient care across a variety of clinical situations. This study was exploratory in nature, with the intent to inform future research.

Methods

Study Design and Sampling

We surveyed 151 providers (51 BHCs, 52 PCPs, and 48 nurses) embedded in primary care clinics across the United States who volunteered to respond to a web-based survey invitation. Survey methods are reported in accordance with the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) [13]. Recruitment was overseen by a large health care market research company. The company emailed the survey invitation to their proprietary panel of health care professionals in December 2020. Invitations were unique to each participant to avoid duplicate responses and to coordinate incentive payment through the market research company. The invitation link directed interested participants to our web-based survey portal for screening and participation. Responses were collected and managed using the Research Electronic Data Capture (REDCap) web tool [14]. Screening questions asked participants to verify that they worked in primary care and to select their role (BHC, PCP, nurse, or other; the latter were excluded). Given the preliminary nature of our data collection, we applied a quota of approximately 50 respondents per provider group. Respondents were required to select an answer for all items to complete the survey; however, we included options such as “prefer to not answer” (for potentially sensitive items such as demographics) and occasionally included “unsure/don’t know” for select relevant items.

Ethics Approval

The University of Washington Human Subjects Division determined that the survey was not considered research, as defined by federal and state regulations; therefore, no review by the institutional review board was required and participants did not have to provide informed consent. Eligible participants were presented with a basic description of the study and asked to indicate agreement to participate before advancing. No personal or identifying information was collected. Participants received a monetary incentive for their time.

Measures

The parent survey aimed to examine provider use of technologies to support behavioral health since the onset of the COVID-19 pandemic (eg, telehealth) [3].
COVID-19 pandemic. The main outcome in the present study was provider acceptance of digital health technologies in primary care, based on responses to a single question. This item asked the respondents to select technologies they consider appropriate to support patients’ health care needs in the following clinical contexts: acute and chronic disease, medication management, health-promoting behaviors (diet and physical activity), sleep, substance use (eg, alcohol, nicotine), common mental health disorders (eg, depression, anxiety), and serious mental health conditions (eg, schizophrenia, bipolar disorder). The exact wording of the question was “What technologies can you envision to support behavioral and lifestyle changes in your patients?” Possible technologies included mobile apps, wearables, live video (clinical visits via interactive video), phone, email, instant chat, text messages, social media, and a patient portal. Respondents were presented with a matrix of possible technologies across the 8 clinical contexts and could mark as many technologies as they deemed appropriate within each context.

Statistical Analysis

We used descriptive statistics to summarize the distribution of demographic characteristics by provider type. Contingency tables compiled summaries in terms of a proportion of providers by type endorsing technologies within and across all contexts.

Results

The respondents included 51 BHCs, 48 nurses, and 52 PCPs. Most were located in urban and suburban settings and were dispersed across regions of the United States. See Table 1 and Multimedia Appendix 1 for the participants’ demographic details.

We observed potential differences by provider type in the acceptance of technologies within and across all clinical contexts. The highest acceptance rates for technologies across clinical contexts were among BHCs for live video (32/51, 63%), nurses for mobile apps (30/48, 63%), and PCPs for live video (30/52, 58%). In addition to their support for mobile apps, a greater proportion of nurses accepted all other technologies relative to BHCs and PCPs. More than half of the nurse respondents endorsed synchronous technologies such as phone calls or live video, as well as the patient portal. Relative to other groups, PCPs had lower rates of acceptance. Within clinical contexts, the highest acceptance rates were 80% (41/51) of BHCs and 69% (36/52) of PCPs endorsing the use of live video for common mental health conditions and 75% (36/48) of nurses endorsing mobile apps for health-promoting behaviors. Endorsement of technologies was variable, but generally low for serious mental illness across provider types. The lowest acceptance across providers was for social media in the context of medication management (9.3% [14/151] endorsement across provider type). See Figure 1 and Figure 2 for more detail. Figure 1 illustrates the proportion of respondents endorsing a specific technology. The least (lightest blue) to most opaque (darkest blue) shades represent low to high values (0% to 100%). Figure 2 illustrates the proportion of respondents endorsing a specific technology across all clinical contexts.
Table 1. Demographic characteristics of behavioral health consultants, nurses, and primary care providers who participated in the study.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Behavioral health consultants (n=51)</th>
<th>Nurses (n=48)</th>
<th>Primary care providers (n=52)</th>
<th>Total sample (N=151)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>3 (6)</td>
<td>3 (6)</td>
<td>2 (4)</td>
<td>8 (5.3)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (2)</td>
<td>5 (10)</td>
<td>13 (25)</td>
<td>19 (12.6)</td>
</tr>
<tr>
<td>Native Hawaiian or Other Pacific Islander</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>White</td>
<td>45 (88)</td>
<td>33 (69)</td>
<td>30 (58)</td>
<td>108 (71.5)</td>
</tr>
<tr>
<td>More than one race</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td>Prefer to not answer</td>
<td>1 (2)</td>
<td>6 (13)</td>
<td>6 (12)</td>
<td>13 (8.6)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latinx</td>
<td>3 (6)</td>
<td>8 (17)</td>
<td>3 (6)</td>
<td>14 (9.3)</td>
</tr>
<tr>
<td>Not Hispanic/Latinx</td>
<td>46 (90)</td>
<td>35 (73)</td>
<td>45 (87)</td>
<td>126 (83.4)</td>
</tr>
<tr>
<td>Prefer to not answer</td>
<td>2 (4)</td>
<td>5 (10)</td>
<td>4 (8)</td>
<td>11 (7.3)</td>
</tr>
<tr>
<td><strong>Age in years</strong></td>
<td>Mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>51.7 (11.9)</td>
<td>47.1 (11.4)</td>
<td>45.1 (10.8)</td>
<td>48.0 (11.7)</td>
</tr>
<tr>
<td></td>
<td>Range</td>
<td>30-73</td>
<td>24-67</td>
<td>29-77</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>37 (73)</td>
<td>30 (63)</td>
<td>24 (46)</td>
<td>91 (60.3)</td>
</tr>
<tr>
<td>Male</td>
<td>13 (26)</td>
<td>9 (19)</td>
<td>24 (46)</td>
<td>46 (30.5)</td>
</tr>
<tr>
<td>No response</td>
<td>1 (2)</td>
<td>9 (19)</td>
<td>4 (8)</td>
<td>14 (9.3)</td>
</tr>
<tr>
<td><strong>Clinic setting, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>21 (41)</td>
<td>17 (35)</td>
<td>13 (25)</td>
<td>51 (33.8)</td>
</tr>
<tr>
<td>Suburban</td>
<td>22 (43)</td>
<td>22 (46)</td>
<td>30 (58)</td>
<td>74 (49)</td>
</tr>
<tr>
<td>Rural</td>
<td>4 (8)</td>
<td>4 (8)</td>
<td>9 (17)</td>
<td>17 (11.3)</td>
</tr>
<tr>
<td>Rural-serving</td>
<td>3 (6)</td>
<td>4 (8)</td>
<td>0 (0)</td>
<td>7 (4.6)</td>
</tr>
<tr>
<td>Frontier</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td><strong>Clinic type, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinic/practice at an academic medical center</td>
<td>5 (10)</td>
<td>10 (21)</td>
<td>10 (19)</td>
<td>25 (16.6)</td>
</tr>
<tr>
<td>Clinic/practice affiliated with a university teaching hospital</td>
<td>3 (6)</td>
<td>6 (13)</td>
<td>7 (14)</td>
<td>16 (10.6)</td>
</tr>
<tr>
<td>Community health center and/or Federally Qualified Health Center</td>
<td>6 (12)</td>
<td>5 (10)</td>
<td>7 (14)</td>
<td>18 (11.9)</td>
</tr>
<tr>
<td>Private health care system</td>
<td>8 (16)</td>
<td>14 (29)</td>
<td>14 (27)</td>
<td>36 (23.8)</td>
</tr>
<tr>
<td>Veteran’s Affairs medical center or community-based outpatient clinic</td>
<td>2 (4)</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>4 (2.6)</td>
</tr>
<tr>
<td>Other government hospital</td>
<td>2 (4)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>3 (1.98)</td>
</tr>
<tr>
<td>Private (independent or group) practice</td>
<td>29 (57)</td>
<td>11 (23)</td>
<td>17 (33)</td>
<td>57 (37.7)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (2)</td>
<td>3 (6)</td>
<td>1 (2)</td>
<td>5 (3.3)</td>
</tr>
</tbody>
</table>
Discussion

This national survey suggests potential differences in the way primary care clinicians, behavioral health consultants, and nursing staff envision using digital health technologies to support patients in primary care. Potential differences were observed across technologies and clinical contexts. Compared to other providers, a higher proportion of BHCs in our sample were receptive to using synchronous interactive technologies such as live video. Some of this acceptability may be a result of the sudden shift to telehealth during the COVID-19 pandemic [15]. Similarly, a high proportion of nurse respondents embraced more diverse ways of connecting and supporting patients through traditional technologies such as phone and email, as well as newer technologies such as mobile apps and instant chats. Relative to BHCs and nurses, PCPs in our sample indicated lower levels of acceptance for digital health technologies across all clinical situations. Across clinical contexts, live video was seen as an acceptable way of connecting with patients, especially for common mental health conditions.
Mobile apps earned high acceptance among nurses, especially in the context of health-promoting behaviors. In general, the acceptance of social media lagged behind other technologies. It is possible that the nature of patient interaction in primary care influenced provider attitudes. Nurses endorsed technologies that support their typical clinical focus on case management, self-management, and promoting health behaviors. By contrast, PCPs and BHCs preferred synchronous video, which aligns with their focus on traditional treatment encounters. We recommend researchers and developers solicit provider needs and preferences when designing digital health technologies to promote the usability and implementation of these tools.

Given that we collected data during the first year of the COVID-19 pandemic, our findings may reflect this pivotal moment for the adoption of digital health tools to provide or enhance care. The nationwide rollout of digital technologies (eg, electronic health records) to support patient care has often faced challenges, and policymakers often struggle to understand how, when, and to what extent technologies could be used. Our preliminary findings highlight potential differences in the acceptance of digital health technologies across providers and clinical situations. Given that acceptance and other attitudinal constructs are considered preconditions for adoption [8], a one-size-fits-all approach to introducing technologies may fail among different providers. Understanding the reasons for such observed differences in acceptance—that is, exploring why the differences exist, perhaps through a qualitative investigation—is an important future direction.

Our study has several limitations. First, the convenience sample may not be representative of all US providers and staff in primary care. Nonresponders may have different opinions about digital health technologies across clinical contexts, while responders may be biased toward using technology in any clinical context. Secondly, the survey was not a validated measure of technology acceptance. Thirdly, our findings are based on a cross-sectional survey that reflects one point in time in the midst of a global pandemic. Longitudinal follow-up is necessary to better ascertain trends in technology acceptance. Fourth, we did not provide context for how technologies would be employed and by whom. Finally, because our sample size is small relative to the number of response items (technologies and clinical contexts), we present descriptive findings and comparisons rather than statistical testing of group differences.

In conclusion, given the potential of technologies to facilitate primary health care delivery, future work must attend to reasons for differences in acceptance of various technologies across providers and clinical contexts. Such an understanding will help inform appropriate implementation strategies to increase acceptability and gain higher adoption rates of appropriate technologies across conditions and patient populations.
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Abstract

Background: Existing mental health apps are largely not aimed at generally healthy young people who may be experimenting with addictive substances and mind-altering experiences.

Objective: The aim of this study is to examine the interest and expectations of young people regarding a proposed smartphone app designed to help protect and promote mental health and resilience in the face of risks associated with substance use.

Methods: The study was based on agile system development and had 3 empirical substudies. Our feasibility study (study 1) included an anonymous questionnaire that examined the potential interest of young people in this type of app. It was answered by 339 Israelis aged 18-30 years. The second part of the feasibility study was a pilot study with 1.2% (4/339) of the people who answered the questionnaire and expressed interest in participating in a focus group. They tested and refined the elements planned for the focus groups. Study 2 was a participatory design study involving 7 focus groups of 5 to 7 participants each (young people aged 18-35 years, n=38). Persona development, open discussion, and a Technology Acceptance Model questionnaire were used to elicit user expectations and requirements for the app and to understand the perceived usefulness and usability of the proposed features. Study 3 comprised in-depth interviews with experts in the field of youth mental health and drug use to enlist their professional opinion regarding the value of such an app and recommendations about the features it should include.

Results: The mock-up for the proposed app had five key features: personalized assessment of risk for a drug-associated mental crisis, support for self-monitoring, useful information (e.g., warning signs and first-aid guidelines), resilience-building exercises, and a support center. Participants rated highly the usefulness of all 5 main features and 96% (24/25) of the specific features we proposed within those main categories. The participants also suggested additional features as well as a new user persona we had not considered: the parents or family members of the young person. The focus groups rated highly the perceived usability of the app. Most of the experts saw value in all the main features and suggested specific knowledge sources for the app’s content. Finally, participants of both the feasibility study and the participatory design study expressed moderate to high interest in using the app for self-help and high interest in using the app to help friends.

Conclusions: The findings provide preliminary encouraging support for the 5 main features suggested by the research team and reinforce recommendations for mobile health apps found in the literature. The findings emphasize the insight that this kind of app should be designed primarily for use by individuals seeking to help others.

(JMIR Form Res 2022;6(2):e34477) doi:10.2196/34477
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Introduction

Background

Adolescence and young adulthood are characterized by major changes in all areas of development: social, emotional, physical, and cognitive [1]. The important changes during this period generate instability and uncertainty and a significant mental health risk [2]. Studies indicate that approximately 75% of the psychological morbidity experienced throughout life erupts during early adulthood [3,4].

Moreover, mental disorders that develop during this age often persist, disrupting the capacity of young people to fulfill their potential [5], limiting access to mental and physical health care [6], and exposing them to poor educational and reduced occupational opportunities [7], stigma, social isolation, discrimination, and violation of human rights [8], as well as higher morbidity and mortality risks (including suicide) than the general population, translating into a striking 10-20 years’ reduction in life expectancy [9,10].

The risk factors for developing emotional problems in adolescents and young adults include the use of drugs or other addictive substances, the pursuit of stimulating and spiritual experiences, dangerous behavior and delinquency, unsafe sex, and exposure to trauma [11]. Our main interest here is in the first 2 of these, primarily the use of addictive drugs.

In Israel, as elsewhere, recent years have seen a rise in the number of young people engaging in the use of drugs, mainly cannabis, and in mind-altering techniques, including spiritual and religious practices [12]. Both are particularly common in the context of long-term backpacking—a social phenomenon in which young people travel to exotic (for them) locales, often rich in natural wonders, for periods lasting a few months to a year or more. Long-term backpacking is prevalent among young Israelis, approximately 50,000 of whom set out on such trips every year [13]. Estimates of drug use among Israeli backpackers range from 50% to 90% [13,14]. Each year, approximately 2000 Israeli backpackers are negatively affected by drugs during their trip. Of these, approximately 600 are forced to return to Israel for mental and physical treatment, and dozens require immediate rescue [14].

Alongside their being at increased risk for mental problems, adolescents and young adults still retain a certain degree of physical and psychological plasticity, which facilitates early preventive interventions [15]. Yet, despite the high potential of early identification and intervention to improve young people’s physical and mental health, many of those at high risk fail to take advantage of the various professional services on offer [16]. This failure may have many causes, ranging from a lack of information about the risks to psychological inhibitions stemming from social stigma regarding distress at this age [17]. In accordance with this latter explanation, several studies have observed that young adults are more likely to ask for help for their friends than for themselves [18,19]. Likewise, there is evidence that young people are more willing to seek out information when it is offered over the internet [20]. This pattern might reflect both the convenience of accessing information on the web [19] and the fact that seeking help on the web allows the seeker to remain anonymous [21]. This, in turn, may diminish the stigma associated with a sense of being isolated and different, strengthening young people’s willingness to access forms of support that may improve their sense of meaning and self-worth [22,23].

For these and other reasons, over the past 2 decades, there has been a substantial rise in the number of mobile health (mHealth) apps focusing on mental health [24-31]. A 2017 survey reported that >10,000 mental health and wellness apps are available for download [32]. Therefore, we first searched the web for an app with a purpose similar to ours—to promote mental health and prevent drug-induced psychosis among young adults. Although we did not find one that meets these requirements, we found many apps that are each related to some of the different mental health and wellness issues. Specifically, we searched for studies related to apps designed to prevent or treat early psychosis, support an individual in mental distress (experiencing anxiety, depression, or posttraumatic stress disorder symptoms), build mental resilience, and minimize the harms of substance use. We focused on apps targeted at young people and that were demonstrated as effective. We found that the main features offered by such apps include information and psychoeducation, tools for developing mental resilience, risk or symptoms assessment, and support for self-monitoring and independent acquisition of therapeutic techniques (Table 1). Some apps are even intended to replace traditional face-to-face therapies, such as those based on cognitive behavioral therapy (CBT) [33]. We also found these features, excluding useful information related to drugs, in an app that is intended to develop resilience in youth without mental disorder diagnoses (Table 1). Apps that focus on harm reduction of drug use (Table 1) mostly offer educational information and contact details for support services but do not offer personalized risk assessment or resilience-building methods. However, the effectiveness of these 2 apps was not evaluated in research. We found supporting studies on apps designed to manage substance abuse disorder, but they do not meet our goals.
Table 1. Features of sample mental health apps and apps that offer drug education and support.

<table>
<thead>
<tr>
<th>App name</th>
<th>Target end users</th>
<th>Risk assessment</th>
<th>Self-monitoring</th>
<th>Useful information</th>
<th>Mental resilience development</th>
<th>Support center</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joy Pop</td>
<td>Youth</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>[25]</td>
</tr>
<tr>
<td>RobinZ</td>
<td>Young people at risk for psychosis</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>[26]</td>
</tr>
<tr>
<td>ThinkApp</td>
<td>Youth after first episode of psychosis</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>[27]</td>
</tr>
<tr>
<td>Actissist</td>
<td>Early psychosis relapse</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>[28]</td>
</tr>
<tr>
<td>PTSDcoach</td>
<td>PTSD</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>[29]</td>
</tr>
<tr>
<td>SAMb</td>
<td>Anxiety disorders</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>[30]</td>
</tr>
<tr>
<td>Optimism</td>
<td>Mood disorders</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>[31]</td>
</tr>
<tr>
<td>MindZone</td>
<td>Drug users</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>[34]</td>
</tr>
<tr>
<td>TripSit</td>
<td>Drug users</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>[35]</td>
</tr>
</tbody>
</table>

aPTSD: posttraumatic stress disorder.
bSAM: Self-help for Anxiety Management.

Another shortcoming of existing apps designed to promote mental health is that, despite the extensive research conducted in this area, most of these apps (approximately 98%) have not been accompanied by evaluation studies [24,36]. However, meta-analysis studies found some support for effectiveness in health promotion and management of various emotional problems of young people [37,38].

After examining the existing literature, a central question that remained was whether young people would be disposed to use an app that could protect their mental health (ie, lower the risk of mental breakdowns associated with drug use and engagement in mind-altering spiritual experiences) and whether they would use it for a relatively long period of time (eg, for the entire duration of their backpacking trips, which usually span several months).

Proposed App

In this research, we used agile software development methods [39], including participatory design methods [40], to derive “empathetic solutions that are more desirable to target populations” [41] and to evaluate designs for them, which also draw from behavioral theories and existing apps. The solution that we derived, based on the aforementioned principles, is a smartphone app designed to help young people cope with challenges posed by young adulthood, with an emphasis on substance use, by delivering personalized information, guidance, and support. The proposed SafeGuard app is envisioned as offering five high-level features, similar to those reported in the literature and summarized in Table 1: risk assessment (personalized assessment of both generalized and situational risk for a drug-induced mental crisis), support for self-monitoring (eg, a status assessment and daily recommendations), personalized information related to drug use and treatment of worrying symptoms, exercises and coping strategies (including CBT) to increase mental resilience, and a support center offering quick access to support and help. The main goals of this study are to address the aforementioned open questions by (1) examining whether young people find the idea of the app beneficial as well as the potential interest of young people in using such an app and (2) assessing the expectations of both young people themselves and health care professionals regarding the contents of the app based on the 5 high-level feature categories. Our research objectives are as follows:

- Objective 1a: To obtain young people’s views about the proposed SafeGuard app, specifically whether they view it as likely to be beneficial. This was operationalized as (1) perceiving recreational drug use as widespread, (2) perceiving existing information about the risks of drug use as insufficient, and (3) perceiving their friends as likely to use the app. This third condition is based on a large body of literature showing that young adults are more likely to ask for help for their friends than for themselves [18,19].
- Objective 1b: To assess whether young people express interest in using the proposed app, whether for self-help or for the benefit of their friends. This was reflected by reported intentions to download and use the app, and to recommend it to their friends.
- Objective 2: To elicit requirements for the app from young people.
- Objective 3: To obtain experts’ opinions about the perceived usefulness of the proposed app and enlist their requirements as well as their opinions about the proposed features gathered according to the first stages of the research: risk assessment, self-monitoring, useful information, resilience development, and a support center.
- Objective 4: To acquire specific knowledge sources that could potentially be used to implement these features.
Objective 1a served as a feasibility assessment and was tested with a large cohort of young adult participants (n=339; study 1). Objective 1b and objective 2 were addressed through qualitative research with participants (n=38) from the same population as study 1, using a participatory design methodology with mock-ups of the proposed app (study 2). Objective 3 and Objective 4 were addressed by means of interviews with health care professionals (N=10) as part of the app development (study 3).

**Methods**

**Overview**

The study is based on agile system development—a set of practices in which requirements are gathered and the software is developed, tested, and improved in an iterative process [39]. We first conducted our feasibility study (study 1). We then relied on our knowledge of the literature and the results of study 1 to create initial mock-ups for the app. Next, we used participatory design methods to allow participants of the focus groups from the population of intended users to develop personas and requirements for the app and to evaluate the initial mock-ups through an anonymous questionnaire (study 2). The mock-ups were also evaluated by experts (study 3). The combined methods form triangulation (cross-referencing of data from at least three different independent sources of information, such as observation and interviews) [42,43] and thus help us overcome the limitations of qualitative research.

**Ethics Approval**

Ethics approval was obtained from the ethics committee of the University of Haifa (#160/19) on May 9, 2019.

**Study 1: Feasibility**

**Participants**

Our intention was to recruit 500 respondents to have a representative sample of the 50,000 young Israelis who set out on backpacking treks each year [14]. Participants were recruited using the snowball method through announcements posted in internet discussion groups and forums, representing a convenience sample. The announcements included a short explanation of the research objectives and the option to choose to participate in a short survey. In addition, the announcements indicated that participation in the study would enable participants to enter a lottery for a large trekkers’ backpack. Participants comprised 339 Israelis aged 18-30 years who were not currently serving in the military. The participants were accepted into the study between May 19, 2019, and August 14, 2019. All participants signed an electronic informed consent form.

**Procedure and Measures**

The young people who agreed to participate in the feasibility study were asked to complete a short anonymous questionnaire. Basic sociodemographic background information (age, gender, religious background, occupational status, etc) was collected to ensure the representativeness of the study sample. The main measures comprised three 5-point Likert scale questions. The first two assessed participants’ perceptions regarding the extent of drug use among young people and the availability of information on the topic—specifically, “My impression is that use of recreational drugs is a common phenomenon” and “My impression is that young people do not have enough accessible information about the risks associated with drug use” (1=Do not agree at all, 5=Agree completely). The third introduced the main features of the app as described previously and asked, “To what extent do you think your friends will use the proposed app?” (1=Not at all, 5=Daily). At the end of the questionnaire, participants interested in joining a focus group were invited to notify the study organizers (see the Study 2 section). Of the 339 participants, 4 (1.2%) took part in a 2-hour pilot in which we tested and refined the elements planned for the focus groups.

**Data Analysis**

Descriptive statistics means and SDs were calculated using SPSS software (version 25.0; IBM Corp). Potential associations between intention to use the app (operationalized as an agreement that friends would use the app) and demographic characteristics were tested using Spearman correlations and analysis of variance (ANOVA).

**Study 2: Participatory Design**

**Overview**

As mentioned previously, agile software development [39] is a methodology in which requirements are gathered and the software is developed, tested, and further improved in an iterative process. The team that develops the software includes developers and potential users, an approach that is also known as participatory design [40]. We applied the first 2 phases of the Integrate, Design, Assess, and Share (IDEAS) framework of agile strategies, which draws on evidence-based theories to develop more effective digital interventions to change health behavior [41,44]. In the Integrate phase, we integrated insights from users through qualitative research, including focus groups and questionnaires, to understand the target population and their needs. The focus of our qualitative study was on understanding the drug-related behavior of young people and their willingness to make use of, and benefit from, an app that could help them develop mental resilience and lower their risk of mental breakdowns, which is increased by substance abuse. To ground the proposed app in behavioral theories, we drew for this study on psychological theories of resilience and related theory-based behavioral strategies, including CBT [45-48]. In the design phase of IDEAS, our multidisciplinary coauthors’ team carried out the ideation phase by brainstorming creative strategies for translating these theories into requirements for specific app features for strengthening executive functions (planning, awareness, and flexibility) and fostering interpersonal communication. The features included web-based groups (chat style) of the app users, setting personal goals, self-reporting and monitoring, and mindfulness techniques. We also drew requirements from our review of the literature and of related apps, arriving at 5 high-level feature categories of the app, described in the Introduction section. On the basis of the extension of IDEAS in the study by Peleg et al [44], we translated the theory-based feature into user interface (UI) mock-ups (Figure 1) that partition the features into a hierarchy
of app screens. The mock-ups were evaluated in studies 2 and 3.

Study 2 used a participatory design methodology. Participatory design involves potential users in eliciting requirements (the first stage of agile development) and evaluating their implementation [49]. Participatory design has often been used to develop mHealth apps [50-53]. Different participatory design techniques exist [49]. We used focus groups, persona development, user feedback, and a questionnaire, as detailed in the next sections.

Figure 1. User interface mock-ups of the app’s screens.

Participants

Participants in this study were young Israelis (n=38) aged 18-30 years who were not currently serving in the military. Participants were recruited in two main ways: (1) through direct invitations to participants in study 1 and (2) through advertisements posted in 15 web-based discussion groups and forums. All participants provided informed consent. They were divided into 7 focus groups of 5 to 7 participants each.

Procedure and Measures

Each focus group met for a similar 2-hour session held in either Tel Aviv or Haifa (Israel’s main central city and northern city, respectively). The sessions had 3 components, based on standard participatory design practices [49]. First, participants suggested hypothetical personas, characterizing prototypical users and formulating stories about situations where they would use the proposed app and their expectations from it. Next, the research team presented the aforementioned UI mock-ups and solicited feedback regarding the proposed features (and any features deemed by participants to be missing) through open discussion.
Discussions regarding the personas and mock-ups were audio recorded and later transcribed for qualitative analysis.

Finally, participants responded anonymously to a written questionnaire (adapted from the Technology Acceptance Model questionnaire [54]) assessing the perceived usefulness of specific features of the app and intentions to use the fully functioning app in the future. In part 1 of the questionnaire (25 items), participants were asked to rate the importance of each feature, whereas in part 2 (11 items), they were asked to rate the usefulness of the app and their intentions to use it themselves or to help friends (see details in the Study 2: Participatory Design section under Results). The results were stored in the research software without linking the details of the participants in the focus groups and their email addresses to the questionnaire data. In addition, the focus group protocol was securely maintained by the research team and was not published or transmitted in any way.

Data Analysis

Objective 1b: Intentions to download and use the app for self-help or for the benefit of their friends and to recommend it to friends were examined through descriptive statistics, including means, SDs, and distribution of the ratings. In addition, we tested whether and to what extent participants intended to use the app themselves or to help friends by subjecting the relevant questionnaire responses to a 2-tailed dependent means t test (see the Results section). Finally, associations between demographic and drug use characteristics (age, gender, and different types of drug exposure) and intentions to use the app were tested using ANOVA followed by a multivariate linear regression model.

Study 3: Expert Interviews

Interviews are an efficient and focused method of gathering experts’ opinions [55] and are used in the IDEAS [41] framework that we followed “to gain a deeper understanding of the selected target population and their needs.”

Participants and Procedure

We contacted 12 professionals in fields relevant to the study; of the 12, 7 (58%) were identified through a web-based search for leading professionals in the field of risks to youths’ mental health and resiliency in general and due to drug use in particular. Of these 7, 2 (29%) were contacted in earlier phases of the research. Of the 12 professionals, 5 (42%) were recommended by other interviewees. The experts were emailed a brief description of the study, and those who responded were then sent more detailed information. Of the 12 experts, 10 (83%) agreed to be interviewed, representing the following fields: substance abuse prevention, early identification and intervention with young adults at risk for mental health crises due to drug use, search and rescue specialists, and resilience development experts. Of the 10 experts, 8 (80%) were interviewed individually and 2 (20%), who work with Safe Shore, a psychedelic harm reduction, education, and peer support project, were interviewed together. All interviews were audio recorded and transcribed for later analysis. All the interviewed experts provided informed consent.

Data Analysis

Of the 10 experts, 1 (10%) agreed to be interviewed only on the topic of resilience development. For the other experts, we used semistructured interviews in which we presented the mock-ups and solicited feedback about the different features while collecting recommendations for specific content. We conducted directed content analyses [56] to assess perceived usefulness, impediments, and general impressions of the app. We used this method [56] also to reveal commonalities and differences among the opinions and suggestions of the experts regarding specific app features. The literature sources suggested by the experts were analyzed to extract content for the app’s features.

Results

Study 1: Feasibility

Sociodemographic Characteristics of the Sample

The demographic characteristics of the feasibility study participants are shown in Table 2. Except for the overrepresentation of women, the sample was representative of the population of nonultraorthodox youth in Israel in terms of basic socioeconomic characteristics, including age, occupational status, religion, and religious orientation, based on population totals from the Organization for Economic Cooperation and Development [57] and the Israel Central Bureau of Statistics [58,59]. According to these sources, 50.9% of the adult population in Israel hold an undergraduate degree [57], 75% are Jewish [58], and 45% have a secular orientation [59].
Table 2. Sociodemographic characteristics of the sample in study 1 (N=339).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>24.3 (2.7; 18-30)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>130 (38.3)</td>
</tr>
<tr>
<td>Female</td>
<td>209 (61.7)</td>
</tr>
<tr>
<td>Occupational status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>170 (50.1)</td>
</tr>
<tr>
<td>Full-time job</td>
<td>83 (24.5)</td>
</tr>
<tr>
<td>Before or during backpacking trip</td>
<td>50 (14.7)</td>
</tr>
<tr>
<td>Premilitary</td>
<td>6 (1.8)</td>
</tr>
<tr>
<td>Other</td>
<td>30 (8.8)</td>
</tr>
<tr>
<td>Religion, n (%)</td>
<td></td>
</tr>
<tr>
<td>Jewish</td>
<td>288 (85)</td>
</tr>
<tr>
<td>Atheist</td>
<td>25 (7.4)</td>
</tr>
<tr>
<td>Christian</td>
<td>10 (2.9)</td>
</tr>
<tr>
<td>Druze</td>
<td>6 (1.8)</td>
</tr>
<tr>
<td>Muslim</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (2.1)</td>
</tr>
<tr>
<td>Religious orientation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Secular</td>
<td>228 (67.3)</td>
</tr>
<tr>
<td>Traditional</td>
<td>64 (18.9)</td>
</tr>
<tr>
<td>Orthodox</td>
<td>25 (7.4)</td>
</tr>
<tr>
<td>Other</td>
<td>22 (6.5)</td>
</tr>
</tbody>
</table>

Questionnaire Results

Table 3 presents the distribution and means of responses to 2 of the 3 main questions of the feasibility study. Most participants agreed strongly or completely that the use of recreational drugs is a common phenomenon (Q1) and felt that there is already enough educational information available regarding risks associated with drug use (Q2). As for Q3, the modal response regarding the frequency with which their friends would use an app of this kind was sometimes (141/339, 41.6%). Importantly, only 7.9% (27/339) of the participants responded that their friends would not use an app of this kind at all. (97/339, 28.6%) indicated that they would seldom use the app, 67/339, 19.8% indicated that they would use the app often, and only 7/339, 2% said they would use it daily. A 1-way ANOVA revealed no significant differences based on gender, occupational status, or religious orientation regarding perceptions about the prevalence of drug use among young people, the accessibility of information about its risks, and friends’ intention to use the proposed app.

Table 4 presents the intercorrelations among the 3 survey questions, as well as between each question and age. As can be seen, perceptions about the accessibility of information were correlated with perceptions of friends’ intentions to use the proposed app (P<.001): the more they thought that there was insufficient information about the risks associated with drug use, the more frequently they thought that their friends would use the app. There was no significant correlation between age and responses to any of the 3 questions.

Table 3. Distribution of replies to the feasibility study questions Q1 and Q2 (N=339).

<table>
<thead>
<tr>
<th>Value, mean (SD)</th>
<th>1: Do not agree at all, n (%)</th>
<th>2: Somewhat agree, n (%)</th>
<th>3: Agree, n (%)</th>
<th>4: Strongly agree, n (%)</th>
<th>5: Completely agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: My impression is that the use of recreational drugs is a common phenomenon</td>
<td>4.1 (0.9)</td>
<td>4 (1.2)</td>
<td>14 (4.1)</td>
<td>56 (16.5)</td>
<td>145 (42.8)</td>
</tr>
<tr>
<td>Q2: My impression is that young people do not have enough accessible information about the risks associated with drug use</td>
<td>2.8 (1.0)</td>
<td>33 (9.7)</td>
<td>105 (31)</td>
<td>120 (35.4)</td>
<td>59 (17.4)</td>
</tr>
</tbody>
</table>
### Table 4: Matrix of Spearman correlations and 2-tailed \( P \) values of age and answers to the three study measures.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Age</th>
<th>Q1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Q2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Q3&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1.00</td>
<td><em>d</em></td>
<td><em>d</em></td>
<td><em>d</em></td>
</tr>
<tr>
<td>( r )</td>
<td>.051</td>
<td>1.00</td>
<td><em>d</em></td>
<td><em>d</em></td>
</tr>
<tr>
<td>( P ) value</td>
<td>.35</td>
<td><em>d</em></td>
<td><em>d</em></td>
<td><em>d</em></td>
</tr>
<tr>
<td>Q1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>.001</td>
<td>0.33</td>
<td>1.00</td>
<td><em>d</em></td>
</tr>
<tr>
<td>( P ) value</td>
<td>.99</td>
<td>.54</td>
<td><em>d</em></td>
<td><em>d</em></td>
</tr>
<tr>
<td>Q2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>-.094</td>
<td>0.255</td>
<td>1.00</td>
<td><em>d</em></td>
</tr>
<tr>
<td>( P ) value</td>
<td>.54</td>
<td><em>d</em></td>
<td><em>d</em></td>
<td><em>d</em></td>
</tr>
</tbody>
</table>

<sup>a</sup>Q1: My impression is that the use of recreational drugs is a common phenomenon.

<sup>b</sup>Q2: My impression is that young people do not have enough accessible information about the risks associated with drug use.

<sup>c</sup>Q3: To what extent do you think your friends will use the proposed app?

<sup>d</sup>Not applicable.

### Study 2: Participatory Design

#### Overview

Figure 1 shows the mock-up screens that were developed by our team and shown to participants of the focus groups (study 2) and the expert interviewees (study 3). As can be seen, calculated risk is visualized through red and black flags (high risk and very high risk, respectively), following the analogy of warning flags used at Israeli beaches to indicate safety conditions for bathing. As a nonnegligible level of risk for a mental breakdown after drug use always exists, the mock-up does not include a white flag (used on beaches for the lowest level of risk). The actual questionnaires that will be used to assess personal levels of risk [60] were not shown in the mock-up.

#### Sociodemographic Characteristics of the Sample

The sample for this study (including the pilot group and focus group participants) was demographically similar to the sample for study 1. The mean age of the pilot group participants was 25.8 (SD 4.4) years, and 55% (21/38) were women.

#### Development of Hypothetical Personas

Hypothetical personas were developed to help formulate the potential user population for the app and the requirements of each user. The participants envisioned 4 hypothetical personas, developed based on their own experiences. Multimedia Appendix 1 presents an evidence trace table containing quotes from the participants describing the personas and the contexts in which they might use the app.

The first persona represented young people using the app for self-help purposes while on a trip abroad. Young people who match this hypothetical persona are in a phase of life marked by self-exploration and working out their own identity as they enter adulthood. They are interested in new and exciting experiences, including recreational drug use. At the same time, they are presumed to be interested in guidance and direction that might give them some perspective before they embark on new experiences.

The second persona represented young people who had been exposed to mental health challenges or mental illness in their family and who want to act responsibly and keep their eyes open while traveling alone or trying new and risky experiences, including drugs or spiritual practices.

The third persona represented parents and family members who have concerns about the well-being of a child or sibling. The proposed app might be able to help these family members approach the young person in a supportive and nonthreatening way, while also helping them cope with their own concerns and distress.

The fourth persona represented a friend in distress. Many participants believed that young people tend to ignore, or be in denial about, their own problems. Concerned individuals might be able to use the app to help friends observed to be in a troubled mental state.

#### Requirements and Desired Features of the Envisioned App

Table 5 presents the focus groups’ ratings for part 1 of the Technology Acceptance Model–based questionnaire in which participants were asked to rate the importance of various features of the app on a scale from 1 (not important at all) to 5 (necessary). As seen in Table 5, potential users (participants of the focus groups) rated as highly important 96% (24/25) of the features we introduced at the prototyping stage. The feature that they did not rate highly was the ability to upload images as part of the self-monitoring component.
Table 5. Means and SDs for responses on the importance of app features (part 1 of the Technology Acceptance Model–based questionnaire).\(^a\)

<table>
<thead>
<tr>
<th>Feature and details</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Risk assessment</strong></td>
<td></td>
</tr>
<tr>
<td>The app should include a risk-assessment feature</td>
<td>4.13 (1.04)</td>
</tr>
<tr>
<td><strong>Self-monitoring</strong></td>
<td></td>
</tr>
<tr>
<td>The app should include a self-monitoring feature</td>
<td>4.13 (0.85)</td>
</tr>
<tr>
<td>Image upload(^b)</td>
<td>2.24 (1.22)</td>
</tr>
<tr>
<td>Icon selection to represent one’s current mood</td>
<td>3.74 (1.03)</td>
</tr>
<tr>
<td>Personal blog and daily summary</td>
<td>3.38 (1.42)</td>
</tr>
<tr>
<td>Status assessment and daily recommendations</td>
<td>4.29 (0.84)</td>
</tr>
<tr>
<td><strong>Useful information</strong></td>
<td></td>
</tr>
<tr>
<td>The app should include a useful information feature</td>
<td>4.47 (0.71)</td>
</tr>
<tr>
<td>Health and mental risks related to drug use</td>
<td>4.34 (0.79)</td>
</tr>
<tr>
<td>Health and mental risks related to spiritual experiences</td>
<td>4.16 (0.89)</td>
</tr>
<tr>
<td>Effects and side effects of different types of drugs and combinations</td>
<td>4.66 (0.65)</td>
</tr>
<tr>
<td>Red flags for developing mental distress that require immediate attention</td>
<td>4.70 (0.45)</td>
</tr>
<tr>
<td>Tips for avoiding or reducing risk</td>
<td>4.47 (0.84)</td>
</tr>
<tr>
<td>Location-dependent warnings about sources and unsafe places to consume drugs</td>
<td>4.37 (1.1)</td>
</tr>
<tr>
<td><strong>Resilience development</strong></td>
<td></td>
</tr>
<tr>
<td>The app should include a resilience-development feature</td>
<td>4.24 (0.70)</td>
</tr>
<tr>
<td>Strengthening self-awareness</td>
<td>3.81 (1.02)</td>
</tr>
<tr>
<td>Strengthening executive functions</td>
<td>3.76 (1.16)</td>
</tr>
<tr>
<td>Mindfulness and relaxation techniques</td>
<td>3.66 (1.07)</td>
</tr>
<tr>
<td>Interpersonal communication</td>
<td>3.92 (1.29)</td>
</tr>
<tr>
<td><strong>Support center</strong></td>
<td></td>
</tr>
<tr>
<td>The app should include a support center feature</td>
<td>4.74 (0.43)</td>
</tr>
<tr>
<td>Distress button that sends a message to the insurance company</td>
<td>4.39 (0.80)</td>
</tr>
<tr>
<td>Distress button that sends a message to people you have listed</td>
<td>4.58 (0.54)</td>
</tr>
<tr>
<td>List of useful phone and location assistance centers</td>
<td>4.70 (0.72)</td>
</tr>
<tr>
<td>Guidelines for identifying signs of distress</td>
<td>4.51 (0.67)</td>
</tr>
<tr>
<td>First-aid guidelines to help a person presenting signs of distress</td>
<td>4.42 (0.95)</td>
</tr>
<tr>
<td><strong>Anonymity</strong></td>
<td></td>
</tr>
<tr>
<td>It is important for me to stay anonymous while using the app</td>
<td>4.05 (1.08)</td>
</tr>
</tbody>
</table>

\(^a\)Participants answered all questions on a 5-point Likert scale where 1=not important at all, 2=not important, 3=neutral, 4=very important, and 5=necessary.

\(^b\)The only app feature not rated highly by the participants.

The open discussion portion of the focus group sessions allowed participants to propose new features beyond those on our list. Altogether, 13 new features were suggested, of which 2 (15%) were raised by at least 10 different participants. The first was providing tips for parents and friends on ways to communicate concerns regarding risky drug use through supportive dialogue (12/38, 32%), and the second was a feature that would enable sharing one’s own experience or reading about others’ experiences of experimenting with drugs (10/38, 26%). In addition, many users suggested alternative ways to present various features proposed by the team. For example, participants proposed various ways for users to report on their current mood beyond the use of icons (eg, *How Do I Feel?!*). The participants also suggested incorporating reminders to engage in various activities on the app, such as resilience activities or filling out a situational risk–assessment questionnaire.

Table 6 presents the means, SDs, and frequency distributions for responses to part 2 of the questionnaire. The first 2 sections of part 2 deal with the perceived usability and usefulness of the app. As can be seen, participants overwhelmingly agreed that the app would be easy to use, and most agreed or strongly agreed with 6 statements reflecting the perceived usefulness of the app.
The final section of part 2 contains 3 items reflecting intentions to use the app. Regarding objective 1b, responses to the first 3 intention measures suggest that young people would indeed be willing to use the app, either for self-help or to help their friends. Specifically, 53% (20/38) of the participants agreed or strongly agreed that they would download the app for personal use (mean 3.58, SD 0.98), whereas 76% (29/38) agreed or strongly agreed that they would download the app to help others (mean 4.21, SD 0.80) and 92% (35/38) agreed or strongly agreed that they would recommend the app to a friend (mean 4.29, SD 0.60).

Regarding the frequency of use, 50% (19/38) of the participants responded that they would use the app sometimes (13/19, 68%) or often (6/19, 32%; mean 2.55, SD 0.87), although none of the users intended to use it daily and 4/38, 11% said they would not use it at all. Interestingly, almost as many participants said that they would seldom (15/38, 39%) use the app for their own personal needs as responded either sometimes (13/38, 34%) or often (6/38, 16%). This finding is in keeping with the fact that the proportion of respondents saying that they would use the app to help others was significantly larger than the proportion saying that they would use it themselves ($t_{32}=-3.125; P=.004$). Both these findings support our operationalization of the feasibility study (Objective 1a) based on the idea that young people are more likely to seek help for their friends than for themselves [18,19].

Table 6. Means, SDs, and frequency distributions of responses on perceived usability, perceived usefulness, and intention to use the app (part 2 of the Technology Acceptance Model–based questionnaire; N=38).

<table>
<thead>
<tr>
<th></th>
<th>Value, mean (SD)</th>
<th>1: Completely disagree, n (%)</th>
<th>2: Disagree, n (%)</th>
<th>3: Neutral, n (%)</th>
<th>4: Agree, n (%)</th>
<th>5: Strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived usability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do you find the app easy to use?</td>
<td>4.29 (0.60)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (8)</td>
<td>21 (55)</td>
<td>14 (37)</td>
</tr>
<tr>
<td><strong>Perceived usefulness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young people might benefit from this app</td>
<td>4.26 (0.50)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>26 (68)</td>
<td>11 (29)</td>
</tr>
<tr>
<td>This app will raise awareness of the risks of drug use, both physical and mental</td>
<td>4.23 (0.67)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>2 (5)</td>
<td>22 (58)</td>
<td>13 (34)</td>
</tr>
<tr>
<td>The app will provide tools to assess levels of personal risk from drug use</td>
<td>4.10 (0.79)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>7 (18)</td>
<td>17 (45)</td>
<td>13 (34)</td>
</tr>
<tr>
<td>The app will help identify red flags that require immediate attention</td>
<td>4.50 (0.60)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (5)</td>
<td>15 (40)</td>
<td>21 (55)</td>
</tr>
<tr>
<td>The app will prevent drug use or encourage safe consumption</td>
<td>3.60 (0.85)</td>
<td>0 (0)</td>
<td>3 (8)</td>
<td>15 (40)</td>
<td>14 (37)</td>
<td>6 (16)</td>
</tr>
<tr>
<td>The app will harm young people by encouraging them to use drugs (low score means high benefit)</td>
<td>1.89 (0.86)</td>
<td>14 (37)</td>
<td>16 (42)</td>
<td>6 (16)</td>
<td>2 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Intention to use the app</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would download the app and use it for my personal needs</td>
<td>3.58 (0.98)</td>
<td>0 (0)</td>
<td>6 (16)</td>
<td>12 (32)</td>
<td>12 (32)</td>
<td>8 (21)</td>
</tr>
<tr>
<td>I would download the app and use it to help others</td>
<td>4.21 (0.80)</td>
<td>0 (0)</td>
<td>2 (6)</td>
<td>2 (6)</td>
<td>16 (49)</td>
<td>13 (39)</td>
</tr>
<tr>
<td>I would recommend the app to a friend</td>
<td>4.29 (0.60)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (8)</td>
<td>21 (55)</td>
<td>14 (37)</td>
</tr>
</tbody>
</table>

Study 3: Expert Interviews

We interviewed 10 professionals: 2 (20%) in the area of resilience development, 2 (20%) in the area of substance abuse prevention, 2 (20%) in the area of early intervention to prevent drug-induced mental crises, 1 (10%) rehabilitation and treatment expert, and 3 (30%) search and rescue professionals. Table 7 presents a high-level summary of the experts’ opinions regarding whether the SafeGuard app should include the 5 high-level features (objective 3), along with ideas about how to implement them, including knowledge sources (objective 4), which are presented as footnotes below the table. Multimedia Appendix 2 [46-50] presents specific suggestions for improving the presentation of the app’s features and sources of information other than those listed here.
Table 7. High-level summary of opinions of experts regarding the proposed app (N=10).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Experts, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The idea of the SafeGuard app</strong></td>
<td></td>
</tr>
<tr>
<td>In favor</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Against</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Risk assessment</strong></td>
<td></td>
</tr>
<tr>
<td>In favor</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Against</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Neutral</td>
<td>4 (40)</td>
</tr>
<tr>
<td><strong>Self-monitoring</strong></td>
<td></td>
</tr>
<tr>
<td>In favor</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Against</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>6 (60)</td>
</tr>
<tr>
<td><strong>Useful information</strong></td>
<td></td>
</tr>
<tr>
<td>In favor</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Against</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Resilience building</strong></td>
<td></td>
</tr>
<tr>
<td>In favor</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Against</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>2 (20)</td>
</tr>
<tr>
<td><strong>Support center</strong></td>
<td></td>
</tr>
<tr>
<td>In favor</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Against</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>1 (10)</td>
</tr>
</tbody>
</table>

aRisk-assessment questionnaire [60].
bAd hoc guiding questions.
cWeb-based library of the Israel Anti-Drug Authority [61].
dSpecific methods mentioned by the experts include guided imagery, breathing exercises, movement exercises, mindfulness exercises, focusing on others when distressed, self-compassion development, and criticism reduction.
eDescriptions of symptoms that should raise red flags [62,63]; warnings from the Israel National Security Council [64].

Discussion

Overview
Our findings suggest that young people would indeed use an app designed to deliver personalized information on the effects of drug use, calculate one’s personal risk for a mental breakdown, and recommend ways to deal with challenges and pressures in ways that increase mental resilience. The findings also support the 5 higher-order requirements and most of the specific features we envisioned for the app, as well as introducing 2 new features that might be incorporated. All the findings point to the app as being particularly useful in the context of long-term backpacking trips—a common rite of passage in which young adults spend time exploring their identity and trying new experiences in distant and unfamiliar locales, away from family and other supportive adults (eg, teachers).

In the sections that follow, we discuss the findings in relation to previous works in the literature, note the study’s strengths and limitations, and offer directions for future research.

Principal Findings

Feasibility
Our participants expressed moderate to high interest in using the app themselves and high interest in using the app to help their friends. These findings are consistent with findings in the literature, which indicate that young people are often more comfortable seeking help for their peers than for themselves [17,18,65]. Although the possibility of accessing support through an app rather than through public services may remove some
of the many barriers to seeking help among young people, a certain reluctance to accept that they themselves might need such services still remains. However, the relatively high interest reported by our participants overall is encouraging.

Interestingly, the participants proposed a new user persona that we did not think of ourselves but which we find valuable: the parents or family members of a young person who might be at risk. Rickwood et al [17] argue that interventions should be targeted at the individuals to whom young people turn for information and help. Indeed, interventions by people in a young person’s environment—parents, siblings, friends, and others—may help prevent mental breakdowns, stop mental disorders from worsening, and reduce distress [66,67]. The individuals who interact with a young person at risk are usually aware that they are well positioned to help, but they do not always have the tools, knowledge, and ability to do so [68]. Our proposed app can provide the supportive individuals with the requisite tools and knowledge to intervene at different stages of the young person’s experience (eg, before, during, or after experimentation with recreational drugs).

Finally, we asked the participants to share with us the frequency with which they expected to use the app. This was important not only in terms of assessing interest in the app, but also in terms of our ability to improve the app later on by means of user data. For example, data on the effects of resilience-building exercises from people using the app on a daily basis and willing to share certain nonidentifying personal details (eg, changes in mood) could feed a machine learning algorithm, which could allow the app to predict which types of resilience-building activities are most helpful for different types of users. Similarly, we hoped to be able to discover new risk factors by automatically analyzing structured questionnaire replies and free-text reports. In fact, none of the participants expressed an intention to use the app daily, and only 16% (6/38) of the participants said that they would use the app often. Although we were disappointed in this finding, it was valuable for us to know the limits of the app’s envisioned prediction features.

Design of the App

As described previously, we organized the app’s features into five categories: risk assessment, self-monitoring, useful information, resilience development, and a support center. The findings of the study provided encouraging support for these categories. Through the discussion of the mock-up prototype and the written questionnaire in study 2, the focus group participants volunteered functional requirements and additional features that were organized around these categories. In addition, the participants contributed the nonfunctional requirement of anonymity, consistent with extensive literature [20,69-71]. The participants objected to the photo-upload feature in our mock-up, an objection consistent with the desire for anonymity. In this vein, some participants saw value in sharing written testimonials that could help others while not exposing their identity, in line with the study by Schueller et al [72]. However, we do not know whether all participants understood that to be perceived as credible, app contents (such as tips or advice) should disclose the authority of the author, representing the level of expertise of the person or persons writing the information, as well as information regarding the objectivity of the information (ie, how impartial and unbiased the source is) [73]. It is likely that not all participants were conscious of the conflict between privacy and credibility when sharing data with others and the fact that increasing credibility (by disclosing a name or even a nickname) could compromise privacy.

The participants also mentioned an ability to communicate with a counselor for support or help (Figure 1: “Support Center: Anonymous counseling chat”) [26,74] as a desired feature. In fact, our proposed app offers several ways to receive instant support from real people (through the support center) as well as useful information. Our focus group participants also concurred with previous findings [33,75] that the amount of detailed information presented in mental health apps must be balanced with the need for a simple design, which enhances the user experience and promotes engagement.

Among the main features in our proposed app is CBT-based resilience-building activities, along with mindfulness exercises, goal setting, journaling experiences and feelings, and activities for promoting social connections, which is encouraged in the literature [24,76]. Several participants in the focus groups suggested that we incorporate reminders to engage with the app’s situational risk-assessment and resilience-building features, a requirement that is congruent with the literature [77] and that we readily adopt.

Concerning objectives objective 3 and objective 4, all the experts we interviewed appreciated the potential usefulness of the proposed SafeGuard app. All the experts agreed on the importance of resilience development and the support center. Most of the experts agreed that self-monitoring, providing useful information, and risk assessment are useful features. The experts were able to provide useful knowledge sources for risk assessment, useful information, resilience building, and the support center. For self-monitoring, they suggested ad hoc guiding questions.

Strengths, Limitations, and Future Directions

Strengths

An important strength of this study is its use of both quantitative (questionnaires) and qualitative data to identify the requirements for the proposed app. This multi-method approach strengthens the reliability and validity of the findings. Furthermore, engaging end users throughout the development and evaluation processes enables a deep form of participation and a better understanding of patients’ diverse health needs, as well as supports focusing on, and responding to, what matters to patients [78]. This has been advocated and reflected in regulations such as England’s Patient and Public Participation Policy [78]. A related strength of our study relates to the raw nature of the design and the contents of the various features that were presented to the participants. The raw design was intentional because we wanted to gather potential users’ opinions before investing time in a more precise design and to minimize potential bias due to too much detail. Consequently, it is impossible to rule out that a certain portion of the variance in the answers stems from different interpretations of the same features.
**Limitations**

However, our methods included some significant limitations that call for caution in interpreting the results. First, unlike common participatory design processes, the 5 key high-level features of the app were identified without any participant involvement. However, they were based on insights drawn from existing behavioral theories and on a review of similar apps in the literature and in the market. Hence, these features are not arbitrary.

Second, anticipated end users were included in the study; however, their views do not represent the views of all anticipated end users. Although we collected data from young people around the country, we derived our findings based on a limited sample size that overrepresents young secular Jewish female students (it should be noted that overrepresentation of female students is a common finding in web-based mental health research) [79].

Finally, another limitation of this study relates to its exclusive reliance on reporting intentions to use the app, rather than actual behavioral data. This limitation will be addressed in future studies (see the next section).

**Future Directions**

Future research should address fundamental questions about behavior change regarding drug experiences to broaden understanding regarding the motivations, self-efficacy, and triggers [80] that drive healthy young people to become more engaged with mental health apps and especially to use resilience-building activities to decrease the risk of a potential crisis after drug use.

Future research should also examine the relevance of the proposed app in light of the COVID-19 pandemic. The pandemic has changed many aspects of daily life, affecting people’s behavior, lifestyle, and sense of security [81-85]. Young people facing early adulthood during the pandemic have had to cope with increased feelings of uncertainty and anxiety. Studies around the world show that the pandemic has led to increased consumption of drugs, especially cannabis [82-85]. Our proposed app, which offers ways for young people to self-assess their own risk and develop resilience, has the potential to be helpful during the present collective crisis.

Once a beta version of the app is developed, usability and marketing testing studies will be conducted using a small group of real users who will be using the app for several months. The usability testing study will collect the beta testers’ feedback regarding their overall impression of the app; the degree to which it meets their needs; and whether the app’s UI, design, and features are all deemed necessary. The marketing testing study will collect the beta testers’ ideas and feedback on ways to attract attention and distribute the app. Among the key issues we intend to test in this study are (1) the type of messages to use to advertise the app (mental health safeguard, resilience builder, etc), (2) where to advertise it in the real world (eg, travelers’ clinics, backpackers’ equipment stores, Vipassana retreats, and trance music festivals) and on the internet (eg, specialized websites and communities of travelers), and (3) which social influencers to use. Once the final version is launched, we will test the degree to which it achieves its goals using a large-scale effectiveness study with a randomized controlled design.

**Conclusions**

Although they are exploratory in nature, these findings provide preliminary compelling support for the feasibility of the proposed SafeGuard mHealth app. In addition, they provide important insights and information regarding the features that young people, who are the target audience for the app, and experts in the field view as important. Some of these insights (eg, the one related to allowing an option to use the app for a friend) may be useful for the development of other mHealth apps.
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Abstract

Background: The cannabis product and regulatory landscape is changing in the United States. Against the backdrop of these changes, there have been increasing reports on health-related motives for cannabis use and adverse events from its use. The use of social media data in monitoring cannabis-related health conversations may be useful to state- and federal-level regulatory agencies as they grapple with identifying cannabis safety signals in a comprehensive and scalable fashion.

Objective: This study attempted to determine the extent to which a medical dictionary—the Unified Medical Language System Consumer Health Vocabulary—could identify cannabis-related motivations for use and health consequences of cannabis use based on Twitter posts in 2020.

Methods: Twitter posts containing cannabis-related terms were obtained from January 1 to August 31, 2020. Each post from the sample (N=353,353) was classified into at least 1 of 17 a priori categories of common health-related topics by using a rule-based classifier. Each category was defined by the terms in the medical dictionary. A subsample of posts (n=1092) was then manually annotated to help validate the rule-based classifier and determine if each post pertained to health-related motivations for cannabis use, perceived adverse health effects from its use, or neither.

Results: The validation process indicated that the medical dictionary could identify health-related conversations in 31.2% (341/1092) of posts. Specifically, 20.4% (223/1092) of posts were accurately identified as posts related to a health-related motivation for cannabis use, while 10.8% (118/1092) of posts were accurately identified as posts related to a health-related consequence from cannabis use. The health-related conversations about cannabis use included those about issues with the respiratory system, stress to the immune system, and gastrointestinal issues, among others.

Conclusions: The mining of social media data may prove helpful in improving the surveillance of cannabis products and their adverse health effects. However, future research needs to develop and validate a dictionary and codebook that capture cannabis use–specific health conversations on Twitter.

(JMIR Form Res 2022;6(2):e35027) doi:10.2196/35027
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Introduction

The cannabis product and regulatory landscape is changing in the United States. A total of 34 states have legalized medical cannabis, and 10 states have legalized cannabis for adult recreational use (ie, for people aged 21 years or older) [1]. Against the backdrop of these changes, there have been increasing reports on health-related motives for cannabis use [2,3] and adverse events from its use [4]. Examples of motivations for cannabis use include treatment for clinical health conditions (eg, glaucoma, nausea, AIDS-associated anorexia, epilepsy, multiple sclerosis, and chronic pain) [5,6]—a use supported by the US Food and Drug Administration (FDA). Additionally, studies have shown that motivations for cannabis use have been based on the perceived benefits of its use, including its use as a sleep aid [2] and an aid for coping with stress or anxiety [3]. The low perception of harm from cannabis use when compared to that from other psychoactive drugs has also been documented as a motivation for its use [7]. However, cannabis use has been associated with adverse events, such as impaired short-term memory, impaired motor coordination, paranoia, and psychosis [6]; increased levels of depression and anxiety over time; symptoms of chronic bronchitis; addiction; and altered brain development [3,5,6]. Although the literature on the motivations for and effects of cannabis use is developing, medical experts recommend establishing a centralized federal agency for reporting, researching, and regulating cannabis products as a timely public health surveillance strategy [4]. The surveillance of the adverse health effects of cannabis is also a key priority of the US FDA [8]. The FDA’s MedWatch program conducts the surveillance of serious adverse effects from cannabis use, but doubts have been raised over how effective this surveillance system is in identifying reports of cannabis safety signals [9].

The surveillance of health-related behaviors includes the use of digital data sources [10]. Publicly accessible data from individuals who post to social media platforms, such as Twitter, have been used to capture and describe the context of cannabis use [11,12]. However, health-related conversations surrounding its use have been understudied, and there has been a lack of cannabis-related studies that use social media data. The mining of social media data permits the collection and analysis of qualitative information, is noninvasive (ie, no demand effect), minimizes recall error, and allows for data to be captured in real time. Twitter has been a growing tool in health research, and it has been used for various purposes, including content analysis, surveillance, recruitment, intervention, and network analysis [13]. Twitter in particular reflects the views, attitudes, and behaviors of millions of people and is used by 22% of US adults (24% of men, 21% of women, 21% of White Americans, 24% of African Americans, and 25% of Hispanic Americans), with 42% of individuals using the platform daily [14].

This study attempted to determine the extent to which a medical dictionary—the Unified Medical Language System Consumer Health Vocabulary (CHV) [15]—could accurately identify cannabis-related motivations for use and health consequences of cannabis use based on Twitter posts in 2020. The findings may be useful to state- and federal-level regulatory agencies as they grapple with identifying cannabis safety signals in a comprehensive and scalable way.

Methods

Study Design

Twitter posts containing the cannabis-related terms blunt, bong, budder, cannabis, cbd, ganja, hash, hemp, indica, kush, marjuana, marihuana, reefer, sativa, thc, and weed were obtained from January 1 to August 31, 2020. These terms were informed by prior research that focused on comprehensively collecting cannabis-related posts on Twitter [11]. To treat each observation as independent, retweets were removed, leaving a total of 16,703,751 unique posts that contained these terms during this time. We used the following two dictionaries: (1) the Unified Medical Language System CHV [15], which comprises 13,479 medical terms (symptoms and diseases) that are used by consumers and health care professionals to describe health conditions, and (2) a list of 177 colloquial terms that were generated collaboratively by 2 trained coders and were related to the CHV terms when pertinent (eg, the colloquial expression of inebriation is drunk). The CHV has been used in prior research for the surveillance of health discussions about e-cigarette use or vaping on Twitter [16]. CHV terms are available at no cost to applicants who have a license, which is assigned upon the completion of a web-based application process. A sample of 609,227 cannabis-related posts referenced at least 1 of these terms.

We then identified and removed posts from social bots (ie, automated Twitter accounts) to reliably describe the public’s health-related motivations for cannabis use or the perceived health effects of its use [17]. In order to distinguish nonbots from social bots, we relied upon Botometer (Observatory on Social Media) [18,19]. This program analyzes the features of a Twitter account and provides a score based on how likely the account is to be a social bot. The Botometer threshold was set to $\geq 0.4$ on an English rating scale of 1 to 5. All Twitter accounts were screened after data were collected (ie, not in real time). During this process, 127,140 accounts responsible for the tweets in our data were deleted from Twitter. As a result, these accounts could not be processed through Botometer, and their posts were removed from our data. Of the 261,134 available accounts, 15,245 were marked as bots and removed. The final analytic sample contained 353,353 posts from 245,889 unique nonbot accounts.

Each post from the final sample was classified into at least 1 of 17 a priori health-related categories [16] by using a rule-based classifier. Each category was defined by the terms in the two dictionaries. The 17 health-related categories included 14 categories from prior research [16] and 3 additional categories that were unique to this study, accounting for the potential psychoactive effects of cannabis use (the “Cognitive” category), topical cannabis products (the “Dermatological” category), and the intersection of cannabis and food additives (the “Poisoning” category). A post could belong to multiple categories. The 17 categories, example keywords, and prevalence of keywords from each category can be found in Table 1.
A stratified random sample of posts (n=1092) was extracted from the corpus (n=353,353) based on the original classifications of the posts by using the rule-based classifier. A coding procedure (Multimedia Appendix 1 contains the complete codebook) was used to determine if each post pertained to a health-related motivation for cannabis use, a perceived adverse health effect of cannabis use, or neither. Two trained coders double coded each post independently, with \( \kappa \) values ranging from 0.790 to 0.856. Discrepancies were resolved by the two coders and the first author. This analysis served as a validation procedure for the rule-based classifier.

<table>
<thead>
<tr>
<th>Health categories</th>
<th>Example keywords</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>Cancer, tumor, and malignant</td>
<td>13,834 (3.92)</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>Stroke, heart attack, and blood pressure</td>
<td>1810 (0.52)</td>
</tr>
<tr>
<td>Cognitive</td>
<td>Unconscious and attention</td>
<td>8807 (2.49)</td>
</tr>
<tr>
<td>Death</td>
<td>Die, kill, and lost life</td>
<td>31,590 (8.95)</td>
</tr>
<tr>
<td>Dermatological</td>
<td>Itchy, acne, and blister</td>
<td>1557 (0.44)</td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>Belly, belch, vomit, and puke</td>
<td>10,434 (2.95)</td>
</tr>
<tr>
<td>Immune System</td>
<td>Flu, common cold, and allergy</td>
<td>12,229 (3.46)</td>
</tr>
<tr>
<td>Injury</td>
<td>Injury, rupture, wound, and bruise</td>
<td>19,490 (5.52)</td>
</tr>
<tr>
<td>Mental health</td>
<td>PTSD, ADHD, and jittery</td>
<td>100,155 (28.34)</td>
</tr>
<tr>
<td>Neurological</td>
<td>Coma, dizzy, and lightheaded</td>
<td>56,347 (15.95)</td>
</tr>
<tr>
<td>Other</td>
<td>Anemia, jaundice, and mumps</td>
<td>44,111 (12.48)</td>
</tr>
<tr>
<td>Pain</td>
<td>Painful, achy, and cramping</td>
<td>38,335 (10.85)</td>
</tr>
<tr>
<td>Poisoning</td>
<td>Toxic, poisonous, and noxious</td>
<td>8345 (2.36)</td>
</tr>
<tr>
<td>Pregnancy or in utero</td>
<td>Pregnant, preggers, and miscarriage</td>
<td>4760 (1.35)</td>
</tr>
<tr>
<td>Respiratory</td>
<td>Cough, wheeze, and black lung</td>
<td>16,616 (4.70)</td>
</tr>
<tr>
<td>Stress</td>
<td>Stressed and cortisol</td>
<td>13,372 (3.78)</td>
</tr>
<tr>
<td>Weight</td>
<td>Fat, obese, weight, and stoutness</td>
<td>5888 (1.67)</td>
</tr>
</tbody>
</table>

Table 1. Health categories, example keywords, and the frequency of occurrence on Twitter (N=353,353).

Ethical Considerations

All analyses relied on public, anonymized data; adhered to the terms and conditions, terms of use, and privacy policies of Twitter; and were performed under institutional review board approval from the authors’ university. To protect privacy, no tweets were reported verbatim in this report.

Results

The validation process indicated that the medical dictionary could identify health-related conversations in 31.2% (341/1092) of posts (Table 2). Specifically, 20.4% (223/1092) of posts were identified as posts related to a health-related motivation for cannabis use, while 10.8% (118/1092) of posts were identified as posts related to a health-related consequence from cannabis use. The health-related conversations about cannabis use included those about issues with the respiratory system, stress to the immune system, and gastrointestinal issues, among others.
Table 2. The validation results for the rule-based classifier.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Category</th>
<th>Motivations, n (%)</th>
<th>Consequence, n (%)</th>
<th>Neither, n (%)</th>
<th>Total\textsuperscript{b}, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical term</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>15 (42.9)</td>
<td>4 (11.4)</td>
<td>16 (45.7)</td>
<td>35</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>1 (20)</td>
<td>1 (20)</td>
<td>3 (60)</td>
<td>5</td>
</tr>
<tr>
<td>Cognitive</td>
<td>5 (18.5)</td>
<td>3 (11.2)</td>
<td>19 (70.3)</td>
<td>27</td>
</tr>
<tr>
<td>Death</td>
<td>4 (4)</td>
<td>7 (8)</td>
<td>79 (88)</td>
<td>90</td>
</tr>
<tr>
<td>Dermatological</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (100)</td>
<td>4</td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>6 (21)</td>
<td>1 (3)</td>
<td>22 (76)</td>
<td>29</td>
</tr>
<tr>
<td>Immune system</td>
<td>2 (6)</td>
<td>2 (6)</td>
<td>31 (88)</td>
<td>35</td>
</tr>
<tr>
<td>Injury</td>
<td>1 (2)</td>
<td>5 (9)</td>
<td>49 (89)</td>
<td>55</td>
</tr>
<tr>
<td>Mental health</td>
<td>89 (31.8)</td>
<td>19 (6.7)</td>
<td>172 (61.4)</td>
<td>280</td>
</tr>
<tr>
<td>Neurological</td>
<td>18 (11.3)</td>
<td>40 (25)</td>
<td>102 (63.7)</td>
<td>160</td>
</tr>
<tr>
<td>Other</td>
<td>33 (26.6)</td>
<td>7 (5.6)</td>
<td>84 (67.8)</td>
<td>124</td>
</tr>
<tr>
<td>Pain</td>
<td>28 (25.7)</td>
<td>3 (2.8)</td>
<td>78 (71.5)</td>
<td>109</td>
</tr>
<tr>
<td>Poison</td>
<td>2 (8.3)</td>
<td>6 (25)</td>
<td>16 (66.7)</td>
<td>24</td>
</tr>
<tr>
<td>Pregnant</td>
<td>2 (14.3)</td>
<td>2 (14.3)</td>
<td>10 (71.4)</td>
<td>14</td>
</tr>
<tr>
<td>Respiratory</td>
<td>0 (0)</td>
<td>17 (36.2)</td>
<td>30 (63.8)</td>
<td>47</td>
</tr>
<tr>
<td>Stress</td>
<td>17 (44.7)</td>
<td>1 (2.6)</td>
<td>20 (52.7)</td>
<td>38</td>
</tr>
<tr>
<td>Weight</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>16 (100)</td>
<td>16</td>
</tr>
<tr>
<td>Total\textsuperscript{c}</td>
<td>223 (20.4)</td>
<td>118 (10.8)</td>
<td>751 (68.8)</td>
<td>1092\textsuperscript{d}</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The values in the Motivations, Consequence, and Neither columns show the number and percentage of posts related to health-related motivations for cannabis use, health-related consequences from cannabis use, or neither, respectively, for each medical term.

\textsuperscript{b}The Total column refers to the total number of tweets coded per medical term.

\textsuperscript{c}The values in the Total row show the number and percentage of posts related to health-related motivations for cannabis use, health-related consequences from cannabis use, or neither, respectively, for all medical terms.

\textsuperscript{d}The total number of tweets in the subgroup.

**Discussion**

**Principal Findings**

This study determined the extent to which a commonly used medical dictionary of health effects could accurately identify cannabis-related motivations for use and health consequences of cannabis use based on Twitter posts in 2020. This is the first study to date to use a high-quality medical dictionary of consumer-oriented health terms to capture the public’s expressions of health concepts and thereby identify health conversations about cannabis use. The findings suggest that a medical dictionary alone is limited in its ability to identify health-related conversations in a cannabis context. The posts discussed the respiratory system, stress to the immune system, and gastrointestinal problems. The posts also discussed mental health, pain, injuries, and poisonings, among other potential health effects.

Previous research has identified motivations for cannabis use, including using cannabis to treat chronic conditions (eg, glaucoma, nausea, AIDS-associated anorexia, epilepsy, multiple sclerosis, and chronic pain) [2,5,6], using it as a sleep aid [2], and using it to help improve mental health (eg, stress, anxiety, and depression) [3]. Previous research has also identified adverse reactions associated with cannabis consumption based on search engine queries and found that such queries revealed many of the known adverse effects of cannabis use, such as coughing and psychotic symptoms, as well as plausible reactions that could be attributed to cannabis use, such as pyrexia [20]. A prior content analysis of 5000 tweets about “dabbing” (the use of a high-potency cannabis-related product) from a 30-day period in 2015 showed that the most common physiologic effects from this form of cannabis use were the loss of consciousness and respiratory effects, such as coughing [21]. Our study compliments prior research by using a professionally used term dictionary. It also indicates that the public made varied health-related references in their conversations about cannabis on Twitter. However, if the mining of social media data is to be proven helpful in the surveillance of cannabis products and their adverse health effects, the use of a standardized medical term dictionary alone will not suffice in the identification of cannabis safety signals. Future research will need to develop a codebook and term dictionary that incorporate a priori categories and data-driven inductive approaches that capture nuanced cannabis and health-related conversations on Twitter.
Limitations
This study focused on posts to Twitter, and the findings may not extend to other social media platforms. Additionally, the posts in this study were collected from an 8-month period in 2020; thus, the findings may not extend to other time periods. The data collection process relied on Twitter’s Streaming application programming interface, which prevented the collection of posts from private accounts. As such, the findings may not generalize to all Twitter users or to the US population. The people responsible for each post in this study were not examined, and as a result, we could not describe the demographics of the Twitter users in this study. Further, Twitter posts can contain misspellings, and our lexicon-based exact matching approach likely missed these expressions. The CHV has also not been updated since 2011, which may in part explain its limited ability to identify health-related conversations in a cannabis context. Finally, this study could not determine modes of cannabis use or whether cannabis use was coupled with other substances or medications, which may impact perceived health effects.

Conclusions
Medical experts and regulatory agencies have called for the improved surveillance of cannabis products and the adverse health effects from cannabis use. Until the limitations with syndromic surveillance and hospital data systems for cannabis (eg, accessibility of data and timeliness) are resolved, the mining of social media data may clarify the public’s experiences with cannabis use. The development of a validated dictionary and codebook that capture cannabis-specific health conversations may be key to advancing future efforts in the surveillance of Twitter data. A robust, national-level surveillance system for cannabis-related health effects may benefit from using real-time social media surveillance data on health effects and should consider using data from other sources (eg, emergency room visits and survey data).
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Abstract

Background: Many American Indian and Alaska Native (AI/AN or Native) communities express concern about high rates of suicide and poor mental health. Technology-based health interventions that nurture resilience, coping skills, connectedness, and help-seeking skills may be an effective strategy for promoting health and wellbeing among AI/AN youth. The Northwest Portland Area Indian Health Board designed the BRAVE intervention for AI/AN youth. BRAVE is delivered via SMS text messaging and includes role model videos, mental wellness strategies, links to culturally relevant resources, and social support from family and friends.

Objective: The aim of this study is to explore system data from the BRAVE intervention to determine patterns of user engagement and differences in psychosocial outcomes based on the number of clicks on BRAVE content.

Methods: The BRAVE study included 1030 AI/AN teens and young adults nationwide (15 to 24 years old). The message series in the BRAVE and STEM study arms included 3 to 5 SMS text messages per week, featuring 1 role model video and 1 image per week. Messages were sent out via Mobile Commons (Upland Software Inc), a mobile messaging provider that supports text, picture, and video SMS.

Results: Of the 509 participants in the original BRAVE analysis, 270 had sufficient data to analyze user engagement, with at least 1 trackable click on a study SMS text message. Of the 270, 184 (68.1%) were female, 50 (18.5%) were male, and 36 (13.3%) selected another gender category. The average participant was 20.6 years old, with a minimum and maximum age of 15 and 26 years. Most participants had relatively low engagement measured by the number of clicks (median 2; mean 3.4), although others clicked message content as many as 49 times. Users engaged most frequently with the YouTube-based content (viewing 1 of 7 role model videos), with 64.8% (175/270) of total clicks coming from the role model videos, and earlier episodes receiving the highest number of clicks. Most baseline psychosocial measures were not significantly associated with the number of links clicked. However, help-seeking behavior was highly significant \(P<.001\), with a rate ratio of 0.82 (0.73, 0.92), indicating that each 1-unit increase in help-seeking score at baseline was associated with an 18% decrease in the expected number of study content clicks.

Conclusions: This is the first study to set initial standards for assessing user engagement in an mHealth intervention. Our work underscores the feasibility of exploring the impact of engagement on intended outcomes, allowing for more precise exploration of the dose-response relationship that may be realized through these low-touch interventions that offer promising potential for reaching high numbers of program participants.

Trial Registration: ClinicalTrials.gov NCT04979481; https://clinicaltrials.gov/ct2/show/NCT04979481
Introduction

Background

In the United States, many youths face a mental health crisis, with 1 of every 5 considering suicide each year and 1 million attempting suicide [1], now the third leading cause of death for this age group [2]. The teen years are frequently cited as the time when suicidal ideation begins, which underscores an urgent need to support mental health for teens [3,4]. Suicide prevention and mental health promotion remain a critical challenge for American Indian and Alaska Native (AI/AN or Native) communities, in particular [5]. Among AI/AN youth in the 9th to 12th grade, the past-year prevalence of suicidal thoughts, planning, and attempts was nearly 15% in 2017 [6]. Suicide was the second leading cause of death for Native youth aged 10 to 24 years, a rate that is 2.5 times higher than the national average [7].

Multilevel interventions are critically needed to build protective factors against suicide and violence [8]. According to the recent report, Culture Forward, key factors that protect against suicide include hope, self-efficacy, connectedness to family, community belonging, identity and participation in tribal culture, family living a traditional lifestyle, self-determination, spirituality, connectedness to community and lands, and talking to family and friends about problems [9]. Technology-based health interventions that nurture self-esteem, help-seeking skills, and connectedness to their self, peers, family, community, and the natural environment may be an effective strategy for promoting health and well-being for AI/AN youth.

Mobile and Digital Technologies

There is growing evidence of the efficacy of interventions that use mobile and digital technologies to support healthy behaviors, including mental health [10], although efficacy varies across text message programs. Researchers in this domain have limited information and agreement on optimal strategies for designing engaging SMS text message content, measuring engagement, if the timing and dose of messages moderates or mediates outcomes, or if there is a specific threshold for engagement to realize intervention effects.

We know from prior research in mobile and digital health that attention to the design and content of text messages [11] is important to increase engagement with messaging, and that health communication theory can be employed to frame text messages in a way that increases their resonance for diverse demographics (eg, various genders, races, ethnicities) [12]. A meta-analysis of health promotion interventions relying on text messages supported this notion, demonstrating that targeted messages (ie, generating messages that resonate for a specific demographic such as men, younger adults, African American individuals, or Latino individuals) combined with tailored messages (ie, making content specific to individuals based on information they provide), produce significantly greater effects compared to more generic messages [13].

Researchers have used various approaches to measure engagement with mobile and digital health interventions, including in-depth interviews with users, ecological momentary assessment (EMA), and reviews of system use data [14]. However, currently, there is a lack of agreement on the best strategy to measure participants’ engagement with health-related text messages. EMA, which deploys brief surveys to occasionally poll users about engagement, requires users to complete the surveys to document their engagement, so although useful, this may be challenging to implement. Another strategy is to rely on backend user data to document engagement, a more passive and potentially less cumbersome approach.

The consideration of dose and the appropriate level of engagement with SMS text messaging is important given assumptions that a certain threshold of engagement is necessary to generate intervention effects [15-17], and evidence that participants demonstrate waning interest in text messages over time, sometimes precipitously [18-22].

In this paper, we focus on a review of system data for a study conducted to assess the efficacy of an SMS text messaging intervention to promote mental wellness in AI/AN teens and young adults. Prior papers have focused on the formative design of the intervention, recruitment methods, and the efficacy of the BRAVE intervention [23,24]. Here, we analyze an array of patterns in user engagement using passively collected backend user data. Our objectives are to understand which content was most popular, analyze the timing of messaging and engagement, and test the association between high engagement and efficacy outcomes.

Methods

Research Partners

The BRAVE intervention was designed by the THRIVE and We R Native adolescent health teams at the Northwest Portland Area Indian Health Board (NPAIHB). The NPAIHB is a regional, tribal nonprofit organization that represents 43 federally recognized tribes in Washington, Oregon, and Idaho. The Northwest Tribal Epidemiology Center is housed under NPAIHB and provides support through research, surveillance, and public health capacity building in partnership with the Northwest Tribes. NPAIHB partnered with the mHealth Impact Lab at the Colorado School of Public Health to develop, implement, and evaluate the BRAVE intervention. NPAIHB recruited study participants and delivered SMS text messages, and the mHealth Impact Lab led the design of data collection tools, data collection, and analysis. The partnership was supported by the Technology & Adolescent Mental Wellness (TAM) program, run by the Social Media and Adolescent Health
Research Team and housed within the Department of Pediatrics at the University of Wisconsin-Madison.

Study Overview, Population, and Recruitment

All data collection methods were approved by the Portland Area Indian Health Service Institutional Review Board in Portland, Oregon (1384639). All instruments and data collection methods were reviewed and approved by the institutional review board before data collection took place.

Youth who enrolled in the study received either 8 weeks of BRAVE text messages or 8 weeks of STEM text messages, then crossed over to the other arm and received the next set of messages. The message series in both study arms included 3 to 5 text messages per week, featuring 1 role model video and 1 image per week.

The BRAVE intervention was designed to amplify and reinforce healthy social norms and cultural values, teach suicide warning signs, prepare youth to initiate difficult conversations with peers and trusted adults, encourage youth to access mental health resources (ie, tribal clinics, chat lines), destigmatize mental health services, and connect youth to trusted adults. The message series included links to 7 role model videos (1 to 3 minutes long each) that featured relatable characters experiencing and addressing violent behavior, alcohol misuse, and suicidality (through the eyes of a perpetrator, an intimate partner violence survivor, and a peer bystander), intended to demonstrate important coping strategies and help-seeking skills.

Participant Recruitment and Eligibility

Participant recruitment occurred via We R Native’s social media channels (Facebook and Instagram, including text messaging on these platforms) and listservs associated with tribes, tribal health organizations, Indian education, and human service organizations that serve AI/AN teens and young adults. Youth were asked to text the keyword BRAVE to a short code, which triggered a series of eligibility and consent text messages, including a link to a web-based consent form for more information about this study.

The study included self-identified AI/AN youth ages 15 to 24 years. All participants were required to have a cell phone with text message capabilities. To enroll, participants were required to complete the presurvey. Those who met the eligibility requirements and completed the presurvey were randomly assigned to a study arm (n=1030) and invited to complete a baseline survey and 3 follow-up surveys. Participants received a US $10 amazon gift code for each survey they completed, for a compensation of up to US $40 per person in appreciation for their time. Figure 1 summarizes participant recruitment, randomization, and user engagement.

Delivery of BRAVE Messages

For consistency across the 2 study arms, the regular intervention text messages were scheduled to go out in the evenings (between 4 PM and 6 PM EDT). The messages were sent out via Mobile Commons (Upland Software Inc), a mobile messaging provider that supports text, picture, and video SMS [25]. Mobile Commons also tracks message engagement by generating a record each time a study participant clicks a link from an SMS text message. For each record we stored the exact time the message was clicked, the message content, and the participant’s phone number and IP address.

To analyze message delivery, we tracked when each message was delivered, its content, and the participant’s phone number. Mobile Commons allows users to track both message delivery and message engagement (ie, link clicks).
Data Sets

The Mobile Commons engagement data required substantial data cleaning, which is described below. We produced 2 data sets for analysis. The first data set examined the relationship between the timing of message delivery and timing of message or link clicks for all messages, where link click and message click are used interchangeably and define an event where a subject clicked the link within a message. The second data set merges the engagement data with demographic (gender, age) and efficacy data from the BRAVE study. This enabled us to analyze the number of clicks by gender, message content, and psychosocial health outcomes. All participants were required to complete the baseline survey at the time of enrollment. Enrollees were asked to complete the same survey after the first set of messages. At the end of the intervention period (2 months), participants crossed over to receive the second set of messages and were asked to complete the survey a third time. The study team discontinued communication and asked participants to complete the final survey 90 days later.

Psychosocial Survey Measures

The psychosocial survey measures were influenced by the Healing of the Canoe Survey as part of the Tribal Health: Reaching out InVolves Everyone project [26] and taken from validated survey tools, including the Youth Risk Behavior Surveillance Survey [27], the Youth Coping Responses Inventory [28], the Child and Youth Resilience Measure [29], the Bandura Self-Efficacy Beliefs of Adolescents Scale [30], the Counseling and Help Seeking Questionnaire [31], and the Rosenberg Self-Esteem Scale [32]. Outcomes of interest included health, help-seeking behavior, identification with cultural heritage (cultural identity), self-efficacy, self-esteem, negative coping behavior (alcohol and drug misuse), positive coping behavior, and resilience. Each measure is an aggregate score calculated from multiple survey questions, as defined in [23,24].

Analysis

All statistical analyses were completed using R, version 4.0 (R Foundation for Statistical Computing) [33]. All statistical tests were considered significant when \( P < 0.05 \). Descriptive statistics were calculated to summarize engagement levels, assess which message content was most popular, and compare engagement across genders. To increase the power of our analyses, we collapsed gender into three categories (male, female, and other).

The analysis of the relationship between user engagement and efficacy measures at baseline including health, resilience, coping skills, self-efficacy, self-esteem, cultural pride and identity, and help-seeking behavior was performed using Poisson regression. A separate Poisson regression model was used for each efficacy measure, with user engagement measured by the number of clicks and composite score of the efficacy measure as the model covariate of interest. We report the exponentiated coefficients and 95% confidence intervals from the Poisson regression models, which are interpreted as rate ratios.

Results

Participant Characteristics and Engagement

Of the 509 participants randomized to the BRAVE arm of the study after enrollment, 270 had 1 trackable click on a study-related message that could be matched to baseline BRAVE survey data using their cell phone number. The gender breakdown of the 270 participants is as follows: 184 were female (68.1%), 50 were male (18.5%), and 36 selected another gender category (13.3%). The average participant was 20.6 years old, with a minimum and maximum age of 15 and 26 years, respectively. Table 1 shows summary statistics for the number of links clicked in the data set, broken down by gender. The data are highly skewed, where most of the 270 users had relatively low engagement as measured by the number of clicks (median 2; mean 3.4), although some users clicked message links as many as 49 times.

<table>
<thead>
<tr>
<th>Gender category</th>
<th>Maximum number of clicks</th>
<th>Mean number of clicks</th>
<th>Median number of clicks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female (n=184)</td>
<td>36</td>
<td>3.2</td>
<td>2</td>
</tr>
<tr>
<td>Male (n=50)</td>
<td>27</td>
<td>3.3</td>
<td>2</td>
</tr>
<tr>
<td>Other (n=36)</td>
<td>49</td>
<td>4.4</td>
<td>2</td>
</tr>
<tr>
<td>All users (n=270)</td>
<td>49</td>
<td>3.4</td>
<td>2</td>
</tr>
</tbody>
</table>

Users engaged most frequently with the YouTube-based content featuring role model videos, with 64.7% (565/873) of the total clicks derived from the BRAVE video episodes, and earlier episodes receiving the highest number of views. Of the 270 users with at least 1 trackable link, 128 (47.4%) opened the first YouTube video (Episode 1: Alex), 112 (41.5%) opened the second YouTube video (Episode 2: Chris), and 96 (35.6%) clicked a link on the We R Native webpage about resilience. A breakdown of engagement by type of message is provided in Table 2.
Table 2. Count and frequency of clicks and number of unique users who accessed each type of message.

<table>
<thead>
<tr>
<th>Message content</th>
<th>Total clicks (n=873), n (%)</th>
<th>Number of unique users (n=270), n (%)</th>
<th>Mean clicks per user (maximum)</th>
</tr>
</thead>
<tbody>
<tr>
<td>We R Native YouTube video: Episode 1: Alex</td>
<td>165 (18.9)</td>
<td>128 (47.4)</td>
<td>1.31 (7)</td>
</tr>
<tr>
<td>We R Native YouTube video: Episode 2: Chris</td>
<td>144 (16.5)</td>
<td>112 (41.5)</td>
<td>1.33 (6)</td>
</tr>
<tr>
<td>We R Native article: How Does a Person Become Resilient?</td>
<td>128 (14.7)</td>
<td>96 (35.6)</td>
<td>1.36 (5)</td>
</tr>
<tr>
<td>We R Native YouTube video: Episode 4: Alex</td>
<td>76 (8.7)</td>
<td>49 (18.1)</td>
<td>1.58 (11)</td>
</tr>
<tr>
<td>We R Native YouTube video: Episode 3: Benny</td>
<td>71 (8.1)</td>
<td>59 (21.9)</td>
<td>1.22 (4)</td>
</tr>
<tr>
<td>We R Native YouTube video: Episode 5: Chris</td>
<td>66 (7.6)</td>
<td>41 (15.2)</td>
<td>1.67 (9)</td>
</tr>
<tr>
<td>Resource article on domestic or dating violence/abuse</td>
<td>62 (7.1)</td>
<td>45 (16.7)</td>
<td>1.43 (8)</td>
</tr>
<tr>
<td>We R Native YouTube video: Episode 6: Benny</td>
<td>44 (5)</td>
<td>36 (13.3)</td>
<td>1.3 (4)</td>
</tr>
<tr>
<td>We R Native article: Creating Safe Spaces</td>
<td>41 (4.7)</td>
<td>28 (10.4)</td>
<td>1.66 (7)</td>
</tr>
<tr>
<td>Resource on healthy relationships and dating</td>
<td>34 (3.9)</td>
<td>27 (10)</td>
<td>1.29 (4)</td>
</tr>
<tr>
<td>StrongHearts Native Helpline</td>
<td>24 (2.7)</td>
<td>15 (5.6)</td>
<td>1.69 (6)</td>
</tr>
<tr>
<td>Tradition Not Addiction community Facebook page</td>
<td>19 (2.2)</td>
<td>16 (5.9)</td>
<td>1.47 (6)</td>
</tr>
</tbody>
</table>

aNumbers are provided for the total (unique users).

User Engagement Times

A time-dependent analysis of the engagement data shows that participants tend to interact with content at specific times of the day and days of the week, and are most likely to click on a message soon after it was sent. Figure 2 shows a histogram of the distribution of clicks by hour of the day (top panel) and by day of the week (bottom panel). Messages were most often clicked in the evening hours. Wednesday is the day of the week when links were most often clicked. An analysis of when users tended to interact with the content compared to when the content is sent is provided Table 3. Table 3 summarizes (in percentiles) the time elapsed (in minutes) from when a message was sent out by the BRAVE team to when a user clicked on it. For example, 50% of messages were clicked on less than 1 minute after they were sent, and 75% of messages were clicked on less than 24 hours after they were sent.

Figure 2. Total clicks by hour and weekday.
Table 3. Percentile of messages clicked by the time elapsed.a

<table>
<thead>
<tr>
<th>Percentile of messages</th>
<th>Time elapsed</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>&lt;1 minute</td>
</tr>
<tr>
<td>75</td>
<td>&lt;24 hours</td>
</tr>
<tr>
<td>90</td>
<td>&lt;100 hours</td>
</tr>
<tr>
<td>99</td>
<td>&lt;37 days</td>
</tr>
</tbody>
</table>

aTime elapsed was calculated based on when the message was sent and when the message was clicked.

Figure 3. Scatter plots of the composite score at baseline for each efficacy measure against the number of clicks.

Finally, we analyzed the correlation between the number of links clicked and composite scores for the psychosocial outcome measures described in the BRAVE efficacy paper [23,24]. The measure scores are on a continuous scale of 1 to 5, which is a composite score across survey questions that were used and reported in BRAVE efficacy paper [23,24]. Plots of composite scores at baseline for each efficacy measure against the number of clicks are shown in Figure 2. The blue line indicates a linear least squares fit through the data. In these plots, although the strength of the association does not appear to be large, the lines show the direction of association for each measure. For the health efficacy measure, a positive association was observed with the number of clicks, and for all other measures the association appears to be flat or negative.

We analyzed each of the efficacy measures separately using a Poisson regression model with number of clicks as the outcome. Exponentiated coefficients from these models can be interpreted as rate ratios and are provided in Table 4, along with 95% confidence intervals and \( P \) values. Most efficacy measure scores at baseline were not significantly associated with the number of clicks. However, help-seeking behavior was highly significant \( (P < .001) \), with a rate ratio of 0.82 (0.73, 0.92), indicating that each 1-unit increase in help-seeking score at baseline is associated with an 18% decrease in the expected number of clicks throughout the study. Alternatively, one could say that someone with a help-seeking score of 4 at baseline has, on average, 0.82 times the number of clicks of someone with a help-seeking score of 5 at baseline. Higher help-seeking scores at baseline indicate those who are more likely to seek help for themselves or others; this relationship indicates that having a self-described higher amount of help-seeking behavior at baseline may actually make someone less likely to click frequently. This is a surprising finding.
Factors that contribute to differences in user engagement should also account for lower engagement. The Healthy Children, Strong Families 2 study reported that nearly one-third of AI participants changed their phone number during the intervention [35]. Although there was only modest engagement with the clickable SMS messages, it is of particular interest to note the findings that demonstrate a positive association between greater engagement with messages and self-reported help-seeking behavior, suggesting that engagement with 3 or more messages has a positive impact on overall help-seeking behavior for participants. This is among a very limited number of studies we are aware of that is able to elucidate a particular number of engagements that is needed to generate benefit, whether for in-person or virtual interventions [21]. The data showing that greater self-reported help-seeking behavior is associated with less engagement are challenging to interpret. It may be that people with a greater sense of efficacy seeking help at baseline did not consider the BRAVE messages personally relevant as they already had tools they employed to support their mental health and wellbeing.

As the use of SMS text messaging for health promotion becomes more commonplace, having standards for measuring engagement should become more accepted and is expected to help in the evaluation of these interventions. In addition, we believe that more dose-finding studies are needed to ascertain the optimal message delivery for mHealth text messages interventions like BRAVE [15,16,36]. BRAVE was designed to engage users with bidirectional messaging. Previous studies report positive outcomes from 1-way SMS text messaging interventions, including increased clinical appointments, childhood vaccinations, and malaria control [37,38]. SMS interventions are particularly useful for low- to middle-income countries and marginalized groups in the United States because users do not pay for incoming messages. Cost and user considerations should be carefully weighed when designing SMS interventions for these populations.

We assert that our methods have helped to set initial standards for what can be measured, while offering some caution for the limitations of these measures given current technological capabilities for SMS text messaging campaigns. Importantly, our work underscores the feasibility of exploring the impact of

Discussion

Principal Findings

This paper offers an approach for passively measuring user engagement with a technology-based intervention to support mental health among AI/AN youth. The contributions of the paper are twofold; first, the methods contribute specific strategies for measuring engagement in technology-based health promotion interventions, an important contribution that offers a partial solution to address the limited agreement on how to measure and document engagement with technology-based solutions to promote health. Second, we offer data that help elucidate the breadth and impact of engagement for a nationwide mHealth intervention that successfully recruited participants from a hard-to-reach group, Native youth.

We offer specific strategies to document engagement with an SMS text messaging campaign, including documenting the total number of messages reviewed, time of day, day of the week, and immediacy of engagement (ie, how soon after messages are distributed are they read?). The findings of this paper illustrate important engagement outcomes that can be useful to establish realistic expectations for the level of intensity and population reach for a health-related SMS text messaging campaign. Few SMS text messaging interventions track engagement specifically and then conduct analyses that explore the impact of greater engagement on outcomes. We believe doing so is becoming easier to accomplish and can offer greater programmatic insight into SMS content, intensity, and series length that can become standard measures in future program implementation.

Factors that contribute to differences in user engagement should be explored in future studies. Contextual factors that may explain user engagement include social and environmental priorities within Native populations. Individual and community-level factors that likely influence engagement include phone ownership, network access, cost of devices, network infrastructure, and location [34]. One SMS intervention to support healthy lifestyle interventions among AI families reported different engagement levels based on urban and rural status, where urban participants liked and commented on posts more than rural participants [35]. Phone number changes may

Table 4. Poisson regression results.²

<table>
<thead>
<tr>
<th>Measure</th>
<th>Rate ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>1.02 (0.93, 1.12)</td>
<td>.74</td>
</tr>
<tr>
<td>Resilience</td>
<td>0.89 (0.78, 1.02)</td>
<td>.10</td>
</tr>
<tr>
<td>Negative coping</td>
<td>0.99 (0.91, 1.08)</td>
<td>.81</td>
</tr>
<tr>
<td>Positive coping</td>
<td>0.95 (0.86, 1.06)</td>
<td>.38</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.89 (0.79, 1.01)</td>
<td>.07</td>
</tr>
<tr>
<td>Self-esteem</td>
<td>0.90 (0.81, 1.01)</td>
<td>.07</td>
</tr>
<tr>
<td>Cultural identity</td>
<td>0.91 (0.8, 1.03)</td>
<td>.14</td>
</tr>
<tr>
<td>Help-seeking behavior</td>
<td>0.82 (0.73, 0.92)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

²Each row in the table represents results from a Poisson regression model with the number of clicks as the outcome and the indicated BRAVE measure as the covariate of interest.
engagement on intended outcomes, allowing for more precise exploration of the dose-response relationship that may be realized through these low-touch initiatives with potential for reaching high numbers of users.

**Limitations**

There are several limitations of this study. Our sample size was small for some of the engagement measures and some of the data were not easily captured. For example, some phone numbers from clicks were not linked to participants who had completed follow-up surveys, so for these participants, we could not explore a relationship between engagement and demographic or efficacy data. By contrast, for some participants, we had efficacy and demographic data, but no engagement data; thus, we could not determine if the lack of engagement (0 clicks) was truly due to no engagement or because we were not able to recover engagement data for those users. Finally, for participants who interacted with the content by going to the site of the material directly (eg, accessing a video on YouTube) rather than clicking on the link in the text message, we were not able to track content accessed in this way. Overall, the engagement data is likely an underestimation. This suggests having multiple approaches to tracking data that go beyond the passive methods we described here could be an improvement in study design. There are also systems that integrate the backend databases and engagement logs, so that all engagement is tracked through the same system that delivered messages, such as Twilio (Twilio Inc) [39] or Messenger (Meta Platforms Inc) [40], two commercial platforms for scaled text message delivery campaigns.
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Abstract

Background: The COVID-19 pandemic has been spreading consistently since the beginning of 2020. On February 27, 2020, the first patient with coronavirus was diagnosed in Israel. On March 14, 2020, the Israeli government declared a general lockdown that lasted about a month, which altered the lives of the entire population.

Objective: The objective of this paper is to evaluate the change in the well-being, physical activity, and sleep quality of undergraduate students of education at 2 time points: before (November 2019) and during (April 2020) the first COVID-19 lockdown.

Methods: In total, 533 undergraduate students of education submitted an online questionnaire before the lockdown and at its end. The questionnaire comprised 4 parts: a (1) sociodemographic and (2) weekly exercise questionnaire taken from the International Physical Activity Questionnaire–Short Form; (3) sleep quality, rated using the Mini Sleep Questionnaire; and (4) well-being, rated using the short version of the Mental Health Inventory. This was a pre-post prospective cohort questionnaire study.

Results: It was predicted that there would be a decrease in the aforementioned parameters. Contrary to all expectations, an increase was observed in all 3. Results showed that during the lockdown, there was an increase in the level of exercise students engaged in. Overall, 102 (61.4%) of 166 students engaged in a greater amount of physical activity during the COVID-19 lockdown compared to 150 (40.9%) of 367 students who engaged in a greater amount of physical activity before COVID-19. Levels of sleep quality (mean 5.34 [SD 0.92] vs mean 5.12 [SD 0.46], P=.02) and well-being (mean 3.79 [SD 0.62] vs mean 3.67 [SD 0.59], P=.02) were also higher during the COVID-19 lockdown.

Conclusions: These findings indicate that undergraduate students seem to have taken advantage of the change in lifestyle due to the lockdown, directing the free time toward improving health by engaging in more physical activity, thus improving sleep quality and well-being.

(JMIR Form Res 2022;6(2):e27286) doi:10.2196/27286
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Introduction

The year 2020 challenged the entire world. Coronavirus (COVID-19) was declared a global epidemic by the World Health Organization [1]. This led many countries to take various precautions to prevent the spread of the virus. The severity of the general closure varied between countries, each implementing different measures ranging from increased enforcement of limitations (limited unessential social interaction, limited mobility, limited work-related activities) up to a general lockdown [2]. On March 14, 2020, the Israeli government declared a general lockdown, which included restricting mobility, reducing working capacity by 10%-20%, and closing
the doors of the entire educational system for all ages [3], lasting approximately 2 months.

The lockdown, as well as many other limitations, had a serious impact on our lifestyle. Studies have shown an increase in depression and self-reported stress and a reduction in well-being during the first COVID-19 lockdown [4-7]. In addition, a reduction in the amount of physical activity performed was found among different populations worldwide; this has had a negative effect on the well-being of the population [8-10]. Furthermore, a decrease in sleep quality was found [11,12].

Sleep is 1 of the essential components of health [13]. Poor sleep quality may adversely affect the immune system, learning abilities, blood pressure, psychological status, and more [14-16]. In general, any changes in our lifestyle may affect our sleep quality [17,18]. In addition, there was a major, sudden transformation in our lifestyle, as imposed upon the population during the first COVID-19 lockdown. The lockdown not only affected sleep quality but also caused sleeplessness [19-22].

Exercise is 1 of the most recommended ways to improve an individual's health [23]. Physical activity can improve sleep quality [24], and regular exercise can be 1 of the methods of treating people with sleep disorders [25,26]. Moreover, studies have shown small-to-moderate beneficial effects of regular exercise on total sleep time, sleep efficiency, sleep onset latency, and sleep quality [25,27]. Acute and long-term exercise has been documented in a number of studies as 1 of the factors that can increase slow-wave sleep and total sleep time, as well as decreasing the period between the initial attempt to fall asleep and the onset of sleep [28-30]. In addition, aerobic physical activity was shown to improve sleep quality for people with sleep disorders [31].

Physical activity is also considered 1 of the factors that can help people improve their well-being; it is often recommended as a way to deal with stress [32]. People with a variety of mental disorders have shown improvement in their mental condition when implementing physical activity in their daily routine [33-35].

Regarding undergraduate students, there are some findings that present a decrease in physical activity as well as well-being during the first COVID-19 lockdown, due to the transition to remote teaching and a major change in their lifestyle [36-38]. However, research conducted on students studying health and science revealed that during the COVID-19 lockdown, they spent more time engaging in physical activity but also increased the amount of time they were sedentary [39].

This study aims to examine the effect of the first COVID-19 lockdown on undergraduate Israeli students of education. These students are characterized by a nonsedentary lifestyle due to their mandatory practical teaching. During the first COVID-19 lockdown, all practical lessons were transferred to remote teaching and therefore students were forced to increase their sitting time. Here, we aim to analyze their physical activity, well-being, and sleep quality before and during the COVID-19 lockdown.

Methods

Subjects

Subjects comprised over 600 students from a college of education in the center of Israel. The questionnaire was distributed to first-, second-, and third-year students in the science and education faculties. The students who replied were included in the study (N=367), while the students who did not reply were excluded (N=233). All 367 (100%) students replied to the pre-COVID-19 questionnaire, and 166 (45.2%) students replied to the questionnaire during the COVID-19 lockdown (postquestionnaire). Altogether, 533 questionnaires were submitted. Ordinarily, during the 4 years of the students’ studies, they attend the college on campus at least 3 days a week, and they are obligated to teach at least once a week in a proscribed school during all 4 of their college study years. In their fourth year, they attend the college only once a week, and during the rest of the week, they teach in schools, under the supervision and guidance of experienced and expert teachers from those schools. This study received ethical approval from the ethics committee of the Seminar Hakibutzim College, Tel Aviv, Israel.

Research Tools

The questionnaire was submitted by the students using Google Forms. The questionnaire included 4 sections: sociodemographic questions, questions pertaining to the level and intensity of their weekly exercise, a well-being questionnaire, and a questionnaire regarding their quality of sleep. The Hebrew version of the exercise questionnaire was taken from the International Physical Activity Questionnaire–Short Form (IPAQ-SF) [40]. The students were asked to note how many times and the number of hours they exercise per week and the number of times and hours a week they engage in physical activity such that it causes sweat production and strenuous breathing. The questions were based on a Likert scale of 1-7, where 1 represents never and 7 represents always. The 4 exercise questions were grouped into 1 variable, and then a dichotomous variable was rebuilt and the population was divided into 2 groups by the median of 3.5. Students with a score of 0-3.49 in exercise were categorized as engaging in a lesser amount of exercise. Students with a score of 3.5-7 in exercise were categorized as engaging in a greater amount of exercise. The well-being questionnaire used was the short version of the Mental Health Inventory (MHI) developed by Veit and Ware [41] and validated by Florian and Drori [42] and included 10 questions: Cronbach α=.96. Sleep quality was measured using the Mini Sleep Questionnaire (MSQ), which included 10 questions that relate to quality of sleep using a Likert scale of 1-7 [43].

Research Process

During the second and third weeks of the first semester (November 2019), the researchers entered the classrooms and explained the objectives of the study. Immediately following that, the questionnaire was distributed, and the students submitted it using Google Forms. The second questionnaire was distributed via email because at that time (at the end of the first COVID-19 lockdown, April 2020), the students studied only online and did not study on campus. Since the students answered the questionnaire of their own volition, and the
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questionnaire was anonymous, not all of them chose to participate; thus, only 166 (45.2%) of 367 students submitted the second questionnaire. In the second questionnaire, the students were asked to answer the questions with reference to the COVID-19 lockdown period.

**Statistical Analysis**

An independent *t* test analysis was performed to measure the difference between the amount of exercise, sleep quality, and well-being among undergraduate students of education before and during the COVID-19 lockdown, and the difference between well-being and the quality of sleep by the amount of exercise engaged in by the students. The analysis of the answers to the questionnaires before and during the COVID-19 lockdown were not matched; thus, an independent *t* test analysis was performed.

A chi-square analysis was performed to measure the difference in the amount of exercise engaged in, the year of study/field of study/gender, and the 3 main research questions asked were whether there was any difference between the 2 periods (1) in the amount of exercise engaged in, (2) in their well-being, and (3) in their quality of sleep. An independent *t* test analysis was conducted, and the results showed that the students engaged in more exercise during the lockdown compared to the beginning of the same school year (mean 4.27 [SD 1.4] vs mean 3.4 [SD 1.7], *P*<.001). They also had better quality of sleep (mean 5.34 [SD 0.92] vs mean 5.12 [SD 0.46], *P*=.02) and better well-being (mean 3.79 [SD 0.62] vs mean 3.67 [SD 0.59], *P*=.02); see Figure 1.

**Results**

**Participant Characteristics**

The students who participated in this study are undergraduate students of education from the faculties of science and education. The average age of the students was 25.3 (SD 4.5) years. Most of the students were female (291/367, 79.3%) and single (304/367, 82.8%). In addition, 163 (44.4%) of the students were in their first year of studies and 204 (55.6%) in their second and third years of studies. Furthermore, 130 (35.4%) of the students studied in the Department of Physical Education, while the rest studied in other education disciplines, such as science, elementary school, early childhood education, and special education. All 367 (100%) students submitted the first questionnaire, while 166 (45.2%) students submitted the second one (Table 1). There was no statistical difference between the students answering the prequestionnaire and those who answered the postquestionnaire concerning their characteristics.

The 3 main research questions asked were whether there was any difference between the 2 periods (1) in the amount of exercise engaged in, (2) in their well-being, and (3) in their quality of sleep. An independent *t* test analysis was conducted, and the results showed that the students engaged in more exercise during the lockdown compared to the beginning of the same school year (mean 4.27 [SD 1.4] vs mean 3.4 [SD 1.7], *P*<.001). They also had better quality of sleep (mean 5.34 [SD 0.92] vs mean 5.12 [SD 0.46], *P*=.02) and better well-being (mean 3.79 [SD 0.62] vs mean 3.67 [SD 0.59], *P*=.02); see Figure 1.

**Figure 1.** The difference between exercise, sleep quality and well-being before and during the COVID-19 lockdown. Independent *t* test analysis was engaged in to measure the difference between the amount of exercise, sleep quality and well-being among undergraduate students of Education. N=367 - pre-COVID-19, N=166 - during COVID-19 lockdown, (***P*<.001, *P*<.05).
When analyzing the amount of exercise the students engaged in before and during the COVID-19 lockdown, 150 (40.9%) of the 367 students engaged in a greater amount of exercise before the COVID-19 lockdown. However, during the COVID-19 lockdown, the number of students engaging in a greater amount of exercise increased to 102 (61.4%) of 166 students (Table 2). The chi-square analysis showed a significant difference ($\chi^2 = 19.41$, $P < .001$). The $\phi$ correlation showed low (0.2) but significant ($P < .001$) strength. An independent $t$ test analysis was performed to compare the quality of sleep among the students who engaged in a greater amount of exercise compared to those who engaged in a lesser amount of exercise during the COVID-19 lockdown. Those who engaged in a greater amount of exercise had better sleep quality (mean 5.57 [SD 0.84] vs mean 4.96 [SD 0.93], $P < .001$). No difference was found in their well-being (Table 3).

A 2-way ANOVA was conducted to compare the main effects of the interaction of the time when the questionnaire was submitted (before or during the COVID-19 lockdown) and the year of study/field of study/gender on the amount of exercise, sleep quality, and well-being (Tables 4-6).

As shown in Table 4, the effect of the 2 independent variables (time when the questionnaire was submitted and the year of study) on the amount of exercise, sleep quality, and well-being was studied. Results showed effects that were statistically significant at the 0.05 significance level only for the time when the questionnaire was submitted. Regarding the amount of exercise, the main effect of the time when the questionnaire was submitted yielded an $F(1, 527)$ ratio of 33.0 ($P < .001$), indicating a significant difference between the amount of exercise the students engaged in before the COVID-19 lockdown (mean 3.4 [SD 1.7]) and during the COVID-19 lockdown (mean 4.28 [SD 1.46]). No effect was found of the year of study, and no interaction was found between the time when the questionnaire was submitted and the year of study. When examining the quality of sleep, the main effect of the time when the questionnaire was submitted yielded an $F(1, 527)$ ratio of 6.17 ($P = .01$), indicating a significant difference between the students’ quality of sleep before the COVID-19 lockdown (mean 5.12 [SD 0.96]) and during the COVID-19 lockdown (mean 5.35 [SD 0.91]). No effect was found of the year of study, and no interaction was found between the time when the questionnaire was submitted and the year of study. The same trend was found regarding well-being. The main effect of the time when the questionnaire was submitted yielded an $F(1, 527)$ ratio of 5.79 ($P = .02$), indicating a significant difference between the students’ well-being before the COVID-19 lockdown (mean 3.67 [SD 0.59]) and during the COVID-19 lockdown (mean 3.8 [SD 0.61]). No effect was found of the year of study, and no interaction was found between the time when the questionnaire was submitted and the year of study.

### Table 1. Descriptive characteristics of the participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Prequestionnaire (N=367)</th>
<th>Postquestionnaire (N=166)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>25.3 (4.5)</td>
<td>25.6 (1.5)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>291 (79.3)</td>
<td>122 (73.5)</td>
</tr>
<tr>
<td>Male</td>
<td>76 (20.7)</td>
<td>44 (26.5)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>304 (82.8)</td>
<td>130 (78.3)</td>
</tr>
<tr>
<td>Other status</td>
<td>63 (17.2)</td>
<td>36 (21.7)</td>
</tr>
<tr>
<td>Field of study, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical education</td>
<td>130 (35.4)</td>
<td>101 (60.8)</td>
</tr>
<tr>
<td>Other study fields</td>
<td>237 (64.6)</td>
<td>65 (39.2)</td>
</tr>
<tr>
<td>Study year, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>First year</td>
<td>163 (44.4)</td>
<td>64 (38.6)</td>
</tr>
<tr>
<td>Second and third years</td>
<td>204 (55.6)</td>
<td>102 (61.4)</td>
</tr>
</tbody>
</table>

### Table 2. The number and percentage of students engaging in a lesser and greater amount of exercise before and during the COVID-19 lockdown.

<table>
<thead>
<tr>
<th>Period</th>
<th>Students engaging in a lesser amount of exercise, n (%)</th>
<th>Students engaging in a greater amount of exercise, n (%)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before COVID-19 lockdown</td>
<td>217 (59.1)</td>
<td>150 (40.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(N=367)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>During COVID-19 lockdown</td>
<td>64 (38.6)</td>
<td>102 (61.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(N=166)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3. The difference in well-being and sleep quality in reference to the amount of exercise engaged in by the students during the COVID-19 lockdown (N=166).

<table>
<thead>
<tr>
<th>Amount of exercise</th>
<th>n (%)</th>
<th>Mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Well-being</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lesser amount of exercise</td>
<td>64 (38.5)</td>
<td>3.7 (0.73)</td>
<td>.07</td>
</tr>
<tr>
<td>Greater amount of exercise</td>
<td>102 (61.5)</td>
<td>3.9 (0.53)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Sleep quality</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lesser amount of exercise</td>
<td>64 (38.5)</td>
<td>4.96 (0.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Greater amount of exercise</td>
<td>102 (61.5)</td>
<td>5.6 (0.84)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 4. Results of 2-way ANOVA to compare the main effects of the independent variables “time when the questionnaire was submitted” and “year of study” and their interaction on the amount of exercise, sleep quality, and well-being.

<table>
<thead>
<tr>
<th>Variables</th>
<th>F1 ratio</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable: amount of exercise</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time when the questionnaire was submitted</td>
<td>33.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Year of study</td>
<td>0.29</td>
<td>.59</td>
</tr>
<tr>
<td>Interaction</td>
<td>0.79</td>
<td>.37</td>
</tr>
<tr>
<td><strong>Dependent variable: sleep quality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time when the questionnaire was submitted</td>
<td>6.17</td>
<td>.01</td>
</tr>
<tr>
<td>Year of study</td>
<td>1.54</td>
<td>.22</td>
</tr>
<tr>
<td>Interaction</td>
<td>0.028</td>
<td>.87</td>
</tr>
<tr>
<td><strong>Dependent variable: well-being</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time when the questionnaire was submitted</td>
<td>5.79</td>
<td>.02</td>
</tr>
<tr>
<td>Year of study</td>
<td>0.43</td>
<td>.51</td>
</tr>
<tr>
<td>Interaction</td>
<td>0.02</td>
<td>.89</td>
</tr>
</tbody>
</table>

Table 5. Results of 2-way ANOVA to compare the main effects of the independent variables “time when the questionnaire was submitted” and “field of study” and their interaction on the amount of exercise, sleep quality, and well-being.

<table>
<thead>
<tr>
<th>Variables</th>
<th>F1 ratio</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable: amount of exercise</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time when the questionnaire was submitted</td>
<td>9.798</td>
<td>.002</td>
</tr>
<tr>
<td>Field of study</td>
<td>166.29</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Interaction</td>
<td>8.34</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Dependent variable: sleep quality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time when the questionnaire was submitted</td>
<td>2.403</td>
<td>.12</td>
</tr>
<tr>
<td>Field of study</td>
<td>11.363</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Interaction</td>
<td>0.435</td>
<td>=.51</td>
</tr>
<tr>
<td><strong>Dependent variable: well-being</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time when the questionnaire was submitted</td>
<td>4.81</td>
<td>.03</td>
</tr>
<tr>
<td>Field of study</td>
<td>0.010</td>
<td>.92</td>
</tr>
<tr>
<td>Interaction</td>
<td>0.003</td>
<td>.96</td>
</tr>
</tbody>
</table>

*Field of study is a comparison between physical education students compared to students from all the other fields together.
Table 6. Results of 2-way ANOVA to compare the main effects of the independent variables “time when the questionnaire was submitted” and “gender” and their interaction on the amount of exercise, sleep quality, and well-being.

<table>
<thead>
<tr>
<th>Variables</th>
<th>F₁ ratio</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable: amount of exercise</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time when the questionnaire was submitted</td>
<td>8.3</td>
<td>.004</td>
</tr>
<tr>
<td>Gender</td>
<td>46.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Interaction</td>
<td>7.38</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Dependent variable: sleep quality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time when the questionnaire was submitted</td>
<td>1.18</td>
<td>.04</td>
</tr>
<tr>
<td>Gender</td>
<td>4.09</td>
<td>.27</td>
</tr>
<tr>
<td>Interaction</td>
<td>2.018</td>
<td>.16</td>
</tr>
<tr>
<td><strong>Dependent variable: well-being</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time when the questionnaire was submitted</td>
<td>5.29</td>
<td>.02</td>
</tr>
<tr>
<td>Gender</td>
<td>2.94</td>
<td>.09</td>
</tr>
<tr>
<td>Interaction</td>
<td>0.155</td>
<td>.69</td>
</tr>
</tbody>
</table>

Table 5 presents the results of a 2-way ANOVA when the 2 independent variables this time were the time when the questionnaire was submitted and the field of study. The 2-way ANOVA showed effects on the amount of exercise that were statistically significant (P<.05). The main effect of the time when the questionnaire was submitted yielded an F₁(1, 529) ratio of 9.798 (P=.002), indicating a significant difference between the amount of exercise the students engaged in before the COVID-19 lockdown (mean 3.4 [SD 1.7]) and during the COVID-19 lockdown (mean 4.28 [SD 1.46]). The main effect of the field of study yielded an F₁(1, 529) ratio of 166.29 (P<.001), indicating a significant difference between the amount of exercise the physical education students engaged in (mean 4.77 [SD 1.3]) and the students from all the other fields of study (mean 2.85 [SD 1.46]). The interaction effect between the variables, meaning a greater amount of exercise was performed during the COVID-19 lockdown and among the students of physical education (Figure 2). Regarding sleep quality, the main effect of the field of study showed effects that were statistically significant at the 0.05 significance level and yielded an F₁(1, 529) ratio of 11.363 (P<.001), indicating a significant difference between the sleep quality of students of physical education (mean 5.37 [SD 0.87]) compared to students from all the other disciplines (mean 5.05 [SD 0.99]). Regarding sleep quality, no interaction was found between the time when the questionnaire was submitted and the field of study (F₁(1,529)=0.435, P=.51).

A 2-way ANOVA was conducted for the influence of another pair of independent variables: time when the questionnaire was submitted and gender (Table 6). Regarding the amount of exercise, the main effect of the time when the questionnaire was submitted yielded an F₁(1, 529) ratio of 8.3 (P=.004), indicating a significant difference between the amount of exercise the students engaged in before the COVID-19 lockdown (mean 3.4 [SD 1.7]) and during the COVID-19 lockdown (mean 4.28 [SD 1.46]). The main effect of gender yielded an F₁(1, 529) ratio of 46.3 (P<.001), indicating a significant difference between the amount of exercise the male students engaged in (mean 4.77 [SD 1.49]) compared to female students (mean 3.4 [SD 1.49]). The interaction effect between the time when the questionnaire was submitted and gender was significant (F₁(1,529)=7.38, P=.01), showing an ordinal interaction between the variables, meaning a greater amount of exercise was performed during the COVID-19 lockdown among male students, although it is interesting to observe that female students showed a more significant change in the amount of exercise during the COVID-19 lockdown (Figure 3 and Table 6).
**Figure 2.** Interaction effect between the time of submitting the questionnaire (before or during the COVID-19 lockdown) and the field of study on the amount of exercise (2-way ANOVA). $P<.05$.

![Interaction effect between time and field of study on amount of exercise](image1)

**Figure 3.** Interaction effect between the time of submitting the questionnaire (before or during the COVID-19 lockdown) and gender on the amount of exercise (2-way ANOVA). Before COVID-19 lockdown: female students, n=367; male students, n=166. During COVID-19 lockdown: female students, n=424; male students, n=109. $P<.05$.
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Discussion

Principal Findings

Undergraduate students of education showed improvement in their well-being, sleep quality, and exercise during the first COVID-19 lockdown. These results were contrary to all expectations, since the restriction enforced due to the COVID-19 pandemic was shown to have a serious impact on the population, resulting in an enormous change in lifestyle and in daily routine [44,45]. Moreover, some studies have shown that during the first COVID-19 lockdown or during quarantine, there was a decrease in well-being, sleep quality, and physical activity among most of the general population [5,7,22,46-51]. Our results can be explained by other studies that have shown that the more time people have, the more they invest in their hobbies and in exercising [52]. A study conducted on European Union citizens revealed that 73.1% exercised in their free time [53], and a study in Spain showed that more than 50% enjoyed new positive experiences during the lockdown; specifically, students of health and science reported an increase in both the number of days in which they engaged in physical activity and in the total number of minutes of physical activity they engaged in per week [39].

However, there are studies showing that during the COVID-19 lockdown, people experienced more time alone, increased the use of electronic devices, and stayed indoors more, which all led to a reduction in sleep quality and a decrease in their well-being [4,11,19-22,50,54,55]. This study does not contradict these findings but complements them with additional aspects of life that have not been tested yet, such as the possible benefit of physical activity on well-being and sleep quality in a time when lifestyle changes may cause sudden distress. The students who participated in this study are studying toward earning a teaching certificate in an Israeli education college in Tel Aviv. Typically, they commute between 1 and 3 hours every day to get to college (the college has no dorms) or to the schools where they teach. After school hours, many of them need to go out to work to support themselves. The first COVID-19 lockdown forced the students to stay at home; discontinue working, teaching in the schools, and studying on campus; and switch to distance learning or distance teaching. Although this situation increased many sitting hours, it also led to more free hours because of less travel time and less or no work (88% reported working less than normal times; see Multimedia Appendix 1). The statistical correlation found between exercising more and sleeping better might be explained by the free time the students gained because of less or no work and no commuting, while not having additional personal or family responsibilities. Doing more exercise and sleeping better may have improved their well-being. These results are in line with previous works showing that free-time activities play an important role in subjective well-being [56] and that high levels of free-time exercise are associated with benefits for psychological well-being [57].

Studies have demonstrated that physical activity can improve well-being regardless of gender, socioeconomic status, and health status [8,58-61]. In addition, physical activity (especially high levels) can improve sleep quality [24,25,62,63]. Furthermore, studies have shown that the amount and extent of physical activity are positively associated with the researched population’s well-being. During the COVID-19 lockdown period, the student population was at high risk for developing mental health problems, indicating a decrease in their well-being [48,49]. Here, it was shown for the first time that there is not only a correlation between an increase in the intensity and the amount of the students’ exercise (102/166 [61.4%] of the students engaged in a greater amount of physical activity) but also a correlation between the students who engaged in a greater amount of exercise and their well-being and sleep quality.

Transitional times in life, such as going to college and being a freshman, include leaving home, gaining more independence, and adhering to less structured schedules, and other stressful conditions can affect sleep patterns and well-being [64-66]. Thus, there was expected to be a difference between first-year and second- and third-year students with regard to maintaining a healthy lifestyle. Here, no interaction was found between the time the questionnaire was submitted and the year of study regarding the amount of exercise, sleep quality, and well-being. Emphasizing that all students, regardless of what year of study they are in, showed better sleep quality and well-being and engaged in more exercise during the lockdown compared to the previous period. The study by Romero-Blanco et al [39] showed that first- and second-year students, but not final-year students, who increased the amount of physical activity during COVID-19 accounted for the difference in the exercise time by the fact that third-year students are required to take on a larger number of written assignments, hence increasing their sitting time. In contrast, in this study, the undergraduate students of education had a similar curriculum during the first 3 years of studies; thus, no difference was found between the years of study with respect to physical activity.

Finally, an ordinal interaction was found between the time when the questionnaire was submitted and gender regarding the amount of exercise, that is, even though all students exercised more during the COVID-19 lockdown, male students engaged in a greater amount of exercise before and during the lockdown compared to female students, although female students had a more significant change during the COVID-19 lockdown. This is in line with other studies showing that male students, in general, engage in more sports and more physical activity because of the positive sensation they experience from exercise, stimulation, and enjoyment compared to female students [67].

In addition, male students mention enjoyment, challenges, social recognition, affiliation, competition, and strength as motivating factors for exercise, whereas female students mention preventing poor health and maintaining good health, weight management, and a pleasing appearance [68].

Limitations

This study had several limitations. First, the study was conducted on a small and specific population most of whom are single and without children; therefore, our findings cannot be generalized to all undergraduate student populations, particularly those who are married and with children. Second, there was a difference between the students’ responses to the first and second questionnaires because the pre- COVID-19 questionnaire was...
given to the students by their teacher during 1 of their classes and they were given time to answer and submit during class. During the COVID-19 lockdown, all student-teacher communication was only online. Hence, the second questionnaire was sent via email, and not all students who answered the pre-COVID-19 lockdown questionnaire answered the second one. Although the number of respondents decreased, our findings were statistically significant. Third, it should be noted that there might be other factors that can affect well-being, sleep quality, and the amount of exercise that were not examined, such as health status, economic status, personality type, social status, and even living area (city vs rural locality). Finally, this effect was explored during the first lockdown only and lacks information regarding whether there could be a long-term, during-COVID-19 effect or whether the effect would similar during the second COVID-19 lockdown. This should be studied in continued research.
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A New Performance Metric to Estimate the Risk of Exposure to Infection in a Health Care Setting: Descriptive Study

Kimia Hadian, Geoff Fernie, Atena Roshan Fekr

Abstract

Background: Despite several measures to monitor and improve hand hygiene (HH) in health care settings, health care-acquired infections (HAIs) remain prevalent. The measures used to calculate HH performance are not able to fully benefit from the high-resolution data collected using electronic monitoring systems.

Objective: This study proposes a novel parameter for quantifying the HAI exposure risk of individual patients by considering temporal and spatial features of health care workers’ HH adherence.

Methods: Patient exposure risk is calculated as a function of the number of consecutive missed HH opportunities, the number of unique rooms visited by the health care professional, and the time duration that the health care professional spends inside and outside the patient’s room without performing HH. The patient exposure risk is compared to the entrance compliance rate (ECR) defined as the ratio of the number of HH actions performed at a room entrance to the total number of entrances into the room. The compliance rate is conventionally used to measure HH performance. The ECR and the patient exposure risk are analyzed using the data collected from an inpatient nursing unit for 12 weeks.

Results: The analysis of data collected from 59 nurses and more than 25,600 records at a musculoskeletal rehabilitation unit at the Toronto Rehabilitation Institute, KITE, showed that there is no strong linear relation between the ECR and patient exposure risk ($r=0.7, P<.001$). Since the ECR is calculated based on the number of missed HH actions upon room entrance, this parameter is already included in the patient exposure risk. Therefore, there might be scenarios that these 2 parameters are correlated; however, in several cases, the ECR contrasted with the reported patient exposure risk. Generally, the patients in rooms with a significantly high ECR can be potentially exposed to a considerable risk of infection. By contrast, small ECRs do not necessarily result in a high patient exposure risk. The results clearly explained the important role of the factors incorporated in patient exposure risk for quantifying the risk of infection for the patients.

Conclusions: Patient exposure risk might provide a more reliable estimation of the risk of developing HAIs compared to ECR by considering both the temporal and spatial aspects of HH records.

Key Words: hand hygiene; health care-acquired; infection control; compliance; electronic monitoring; exposure; risk; hygiene; monitoring; surveillance; performance; metric; method; estimate; predict; development
Introduction

Health care-acquired infections (HAIs) occur during the process of care in hospitals or health care centers and were not present at the time of patient admission. HAIs cause more than 99,000 deaths and account for an additional cost of US $28-$45 billion annually in the United States [1,2]. In Canada, 48,653 cases of HAI were reported between 2017 and 2018 [3]. A study conducted in 2017 indicated that the prevalence of HAIs in Canada was 7.9% [4]. The hands of health care workers (HCWs) play an important role in spreading the pathogens responsible for HAIs in health care settings [5]. Studies have shown that hand hygiene (HH) is one of the most effective ways to reduce infection transmission in health care settings, and both alcohol-based hand sanitizers and soaps are effective in disrupting the chain of infection transmission (including viruses such as SARS-CoV-2) [5-9]. Currently, the growing number of COVID-19 cases highlights the importance of HH in infection prevention [10].

Several organizations including the World Health Organization and the Ministry of Health and Long-Term Care (MOHLTC) in Ontario, Canada have provided guidelines and recommendations for HH practices in health care environments [11,12]. According to MOHLTC’s standard precautions, HCWs should clean their hands in four moments or opportunities: (1) before initial patient or patient environment contact; (2) before aseptic procedures; (3) after body fluid exposure risk; and (4) after patient or patient environment contact [12]. Most types of HAIs can be avoided by complying with the standard HH protocols [13]. HCWs’ adherence to recommended HH procedures varies from 5% to 89% with an overall average of as low as 38.7% [13]. Identifying the poor performers as well as the population at greater risk of infection are the two key elements to understanding the underlying reasons for low compliance and directing efforts to prevent the spread of infection.

Detection of HH actions by a trained observer is currently the gold standard in HH monitoring; however, this method is not only expensive but also suffers from inadequate staffing, delayed data feedback, and an overestimate of performance between 200% and 300% [14,15]. With the recent advances in electronic monitoring systems (EMS), it is possible to track individual HCW’s HH actions automatically [16-21]. These systems provide additional information such as the length of time spent in each room, consecutive missed HH opportunities, and the number and time of entrances into and exits from each zone. This information allows us to augment existing measurements of HH performance by extending the focus from single moments to continuous time-dependent and space-dependent features in HH records. The compliance rate, which focuses on the adherence of HCWs to HH protocols, is commonly used to estimate each individual’s HH performance [5]. However, this parameter masks the temporal and spatial aspects of HH involved in infection transmission. In this study, a novel HH performance metric is proposed to quantify the individual patient’s exposure risk to infection. This parameter, called patient exposure risk, changes the focus from improving HCWs’ compliance rate to reducing the patient’s risk of infection. Different examples are discussed to show the likely ability of the new proposed metric compared to the traditional compliance rate in estimating the infection risk for patients.

Methods

Overview

In this paper, a new performance metric, patient exposure risk, is introduced to quantify the risk of exposure to an infection for each individual patient at a health care environment. This parameter, which is estimated for each patient’s room during 24 hours, is compared with the entrance compliance rate (ECR), a localized version of the conventional compliance rate. ECR is defined as the ratio of the number of times HH actions were performed by the HCWs upon entering a specific room to the total number of times HH action was required. Therefore, the higher the ECR, the better the performance of HH for that specific room. In other words, an ECR of 100% shows that all HCWs who entered and exited the patient’s room washed their hands.

Conventional compliance rate considers HH opportunities as isolated binary events. However, the risk of infection transmission to the patient is multifactorial concept depending on the events prior to entering the patient’s room as well as the events happening inside the room. The risk of developing an infection in a patient depends on the number of microorganisms on the HCW’s hand, the type of microorganism, the duration of exposure, the activity performed by the HCW, and host susceptibility [22]. The new proposed patient exposure risk estimates the risk of exposure to an infection by continuously monitoring five major factors that are responsible in the chain of infection transmission but were not included in the current compliance measure. These factors include the number of consecutive missed HH opportunities, the number of unique rooms visited by the HCWs with missed HH opportunities, the length of time spent inside each patient room without performing HH, the length of time spent outside of the patient room without performing HH, and the risk factor associated with the type of pathogens present in each specific room.

Analyzing the data collected from 59 nurses at a musculoskeletal rehabilitation unit at the Toronto Rehabilitation Institute, KITE, highlighted the important role of the factors incorporated in patient exposure risk estimation. These data were collected from 10 single rooms and 10 double rooms in three 30-day trials from 2016 to 2017 using the Buddy Badge (Hygienic Echo Inc) EMS [23]. The Buddy Badge EMS provides information such as the number of consecutive missed HH opportunities, the HCWs’ location, and the time each HCW spent inside or outside of each patient’s room [24]. After cleaning the data, 85 days were considered in our analysis. Python 3.6 (Python Software Foundation) and the Spearman rank-order correlation were used for the analysis. The Spearman correlation measures the monotonic relationship between 2 variables (ie, if 1 variable increases or decreases, the other should also increase or decrease to produce a high correlation coefficient). The values in each signal will be assigned a rank variable with respect to each other. The Spearman correlation coefficient is defined as the Pearson correlation coefficient between the ranked values and is computed as:
where \( r_s \) denotes the Spearman correlation coefficient, \( \text{cov}(r_{s1}, r_{s2}) \) is the covariance of the rank variables, and \( \sigma_{r_{s1}} \) and \( \sigma_{r_{s2}} \) are the standard deviation of the rank variables [25].

**Preliminary Analysis of the Contributing Factors to the Patient Exposure Risk**

The overall risk of infection lies in the cumulative high frequency of hands touching surfaces and patients instead of individual HH indications [22]. The authors in [23] showed that more than 80% of missed HH opportunities occur as a part of a chain with a median length of 4 and an IQR of 8, instead of a single isolated event. In addition, the results of our analysis showed that 28% (1954/6887) of the nurses entering a specific room without washing hands had a chain of missed HH opportunities (Figure 1).

It was also observed that 40% (2774/6887) of missed HH chains are made up of consecutive visits to the same room (eg, when the nurses exit the room to pick up clean supplies from the clean utility room or dispose soiled linen in the soiled utility room). Table 1 indicates the number of unique rooms visited by the nurses without handwashing before entering a specific room.

**Figure 1.** Number of entrances with and without a chain of missed hand hygiene opportunities prior to the entrance over 85 days. HH: hand hygiene.

![Figure 1](https://example.com/fig1.png)

**Table 1.** Histogram of the number of unique rooms visited in the chain of missed hand hygiene opportunities over 85 days.

<table>
<thead>
<tr>
<th>Number of unique rooms visited</th>
<th>Total number of unique rooms visited (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65.82</td>
</tr>
<tr>
<td>2</td>
<td>21.48</td>
</tr>
<tr>
<td>3</td>
<td>5.71</td>
</tr>
<tr>
<td>4</td>
<td>2.51</td>
</tr>
<tr>
<td>5</td>
<td>1.47</td>
</tr>
<tr>
<td>6</td>
<td>0.94</td>
</tr>
<tr>
<td>7</td>
<td>0.68</td>
</tr>
<tr>
<td>8</td>
<td>0.42</td>
</tr>
<tr>
<td>9</td>
<td>0.29</td>
</tr>
<tr>
<td>10</td>
<td>0.26</td>
</tr>
<tr>
<td>11</td>
<td>0.20</td>
</tr>
<tr>
<td>12</td>
<td>0.07</td>
</tr>
<tr>
<td>13</td>
<td>0.12</td>
</tr>
<tr>
<td>14</td>
<td>0.03</td>
</tr>
</tbody>
</table>

This analysis shows that in more than 34% (2354/6887) of the entrances in which HCWs did not perform HH, they had failed to perform handwashing actions in 2 or more previous visits to other rooms as well. In other words, in about 34% of entrances, the patient may have been exposed to the risk of infection from 2 or more types of infectious agents acquired in previously visited rooms.

Another important factor responsible in the transmission risk is the length of time spent in a patient room without a handwashing action. Bacterial hand contamination increases linearly over time [26]. Thus, the more time the nurse spends in each room, the more likely the patient will become infected if HH action is missed. Figure 2 depicts the average daily time duration spent in each room without HH action for the entire data set. For instance, considering room #1, the nurses spent totally about 908 minutes (~15 hours) inside this room without washing their hands upon entry, during 85 days. Therefore, on average, the nurses spent about 11 minutes during 24 hours in room #1 without washing their hands. This means that, on
average, the patient in this room was exposed to risk of infection transmission from the HCWs’ hands for 11 minutes in a single day.

Clack et al [27] reported that, on average, 14.2 hand-to-surface exposures per minute happened in an intensive care unit, where 46% were outside the patient zone. This indicates that the time duration spent outside the patient room, including visiting the previous patients or staying in the hallways, can play an important role in infection transmission since this will give the HCWs enough time to contact the environment. Figure 3 shows the time duration spent outside the patients’ rooms before entering a specific room without HH action.

It was observed that more than 35% (2449/6887) of the nurses spent less than 5 minutes outside the patients’ rooms with no handwashing action. In addition, about 75% (5091/6887) of the nurses spent 0-25 minutes outside the rooms without performing HH. It is likely that the conventional performance metric, compliance rate, is unable to accurately estimate the patient’s exposure risk to an infection without considering all these factors.

Figure 2. The average duration and unwashed duration spent in each room during 24 hours over 85 days; HH: hand hygiene; min: minutes.

Figure 3. Distribution of time between previous hand hygiene and entrance to a room. HH: hand hygiene; min: minutes.

Formal Definition

The patient exposure risk is defined considering 4 zones shown as \( z_i \) (Figure 4), including outside the room (“out”), inside the room (“in”), room entrance (“en”), and room exit (“ex”). The “en” or “ex” zones \( z_i \) with \( i=2k+1 \), where \( k \in W \) are specified by 2 time constants: \( t_c \) and \( t_p \).

An HH opportunity is compliant if HCWs wash their hands within \( t_c \) seconds before and \( t_p \) seconds after entering or exiting the room detected by zone markers \( ZM_i \) (Figure 4). \( t_c \) is defined for the scenarios where the first and the fourth moments of HH are combined. For instance, if the HCW performs HH upon exiting a room (moment 4) and immediately enters another room (moment 1) without touching other surfaces, moment 1 and moment 4 are combined, and one handwashing action is sufficient in this scenario. Therefore, the missed HH opportunities that occur within \( t_c \) seconds after the last HH action are not counted. HCWs can wash their hands after \( t_p \) seconds of their entrance if they forget to do so. This parameter can also be used to issue a reminder for missed HH opportunities.
The patient exposure risk, denoted by PER, for room $x$ is calculated as follows:

$$P_{ER_x} = \alpha_{x} \cdot \prod_{i=1}^{n} \left( 1 - R_{i} \right)$$

where $t$ denotes time and $w$ is a binary representation of handwashing action. $w=1$ and $w=0$ show that handwashing is performed and missed, respectively. $t^w_i - t^{en}_i$ is the time duration spent in room $x$ by the $i^{th}$ entrance without HH. Two scenarios ($k \in \{w, ex\}$) are modeled in Equation 2. The first scenario is when the caregiver washes their hands inside the room after $t^w_i$ seconds ($t^w_i - t^{en}_i$), and the second scenario is when they do not wash their hands until they exit the room. In this case, the total time that they spent in this room is considered as ($t^{en}_i - t^{en}_i$). The parameter $R$ (Equation 3) represents the risk associated with each HCW entering room $x$ and is calculated as follows:

$$R_x = \frac{1}{n_{HH}} \left( \sum_{i=1}^{n_{HH}} \frac{1}{t^{HH}_i} \right)$$

$H_{n,zi}$ denotes the history of the $n^{th}$ staff entering the $i^{th}$ zone. This variable represents the risk of infection that staff ‘$n$’ accumulates over time before entering $z_i$. $I_{n,zi}$ is a set of rooms visited by $n^{th}$ staff without performing HH before entering $z_i$. Therefore, $|I_{n,zi}|$ calculates the number of unique rooms visited by this staff without any handwashing action before entering $z_i$. For the “en” or “ex” zones, where $i=2k+1$, the $H_{n,zi}$ is calculated as Equation 4, and for the “in” or “out” zones, where $i=2k$, the $H_{n,zi}$ is calculated as Equation 5.

$$H_{n,zi} = |I_{n,zi}|$$

$\alpha_{zi}$ and $ZM_i$ are the risk factor and zone marker for zone $i$. We assume that each zone might have different risk factors based on the infectious agents that might be present in each individual zone ($\alpha_{zi}$). For example, the risk factor for the isolation room will be different from that of regular patient rooms, or the risk factor for the hallway will be different from that of patient rooms. In the “en” or “ex” zones, the history of HCW will be increased if they do not perform any handwashing action ($w=0$) upon entering or exiting the room (moment 1 and moment 4).

In the “in” or “out” zones, where $i=2k$, we incorporated the time duration that the HCWs did not wash their hands. There are 2 cases that are modeled in Equation 5. The first case is that the caregiver washes their hands inside the zone after $t_{n,w}$ seconds ($t_{n,w}^w - t^{en}_i$), and the second case is when they do not wash their hands until they exit the zone. In this case, the total time that they spent in this zone ($t_{n,w}^w - t^{en}_i$) is calculated and added to their current history ($H_{n,zi}$). The history ($H_{n,zi}$) resets whenever handwashing action is performed ($w=1$).

**Results**

In this section, we compared the ECR and the proposed patient exposure risk with risk factors set to $\alpha_{zi}=1$. Since the ECR is calculated based on the number of HH actions performed upon room entrance, this parameter is already included in our patient exposure risk. Therefore, we expect to see some correlations between patient exposure risk and (100 – ECR). However, the critical points are where these 2 parameters are not in agreement; this indicates that other factors may play an important role in the prediction model, which were ignored in the ECR. As an example, Figure 5 provides a comparison between patient exposure risk and (100 – ECR) for room 1104, in October 2017. Although the correlation coefficient between these 2 variables was $r=0.83$ ($P<.001$), there are 7 points where the 2 parameters provided conflicting results. For example, considering October 10 and 11, the ECR values on these 2 days showed that the HH performance was significantly higher on October 11 versus October 10, whereas the analysis of patient exposure risk indicated that the patient was likely exposed to a substantially greater risk of infection on October 11 compared with October 10.

On October 10, 3 out of 7 entrances to Room 1104 had a chain of missed HH opportunities. As summarized in Table 2, these 3 HCWs visited a total of 5 rooms, missed 6 HH opportunities, and spent about 16.45 minutes outside the room without washing their hands before entering Room 1104. However, in total, they all spent only 1 minute in the patient’s room. Thus, the overall patient exposure risk for Room 1104 was as low as 38. On this day, 57% (4 out of 7) entrances into this room were compliant with HH.
On October 11, there were 25 entrances into Room 1104, where 5 nurses did not wash their hands upon entering the room (ECR=80%). As summarized in Table 2, these 5 nurses visited 12 rooms, missed 32 HH opportunities, and spent almost 3.5 hours without washing their hands outside the room. In total, they spent about 17 minutes inside the patient room. This example obviously showed that the patient was in greater risk of becoming infected on October 11 compared with October 10 because these staff were more likely to carry infection. However, the ECR was approximately 25% higher on October 11, meaning that the performance of HH was better on this day. This example clearly explained that the traditional compliance rate only focuses on the adherence of HCWs to HH protocols and is not able to quantify and assess the potential patient exposure to infection. Similarly, October 20 and 21 showed another example in which ECR values were almost the same for both days, but the patient exposure risk was significantly different.

The more the 2 parameters are uncorrelated, the better the role of factors incorporated in the patient exposure risk and excluded in the ECR are highlighted. Figure 6 (image B) shows the distribution of the daily ECR for all the days and rooms in the data set. The distribution of the patient exposure risk in each bar is illustrated using colors. Even in the columns that represent an acceptable range for ECR (eg, 90-95%) there exists a noticeable proportion of high patient exposure risk values (red areas). Moreover, the columns with a significantly low ECR (eg, 0-5%) can have values with low patient exposure risk (blue areas). This is due to the fact that patient exposure risk considers more than just missed HH opportunities upon entrance. For example, if all the nurses who enter a room, except 1 nurse, perform HH upon entrance, the ECR can demonstrate a high HH performance. However, if this nurse has a high “History”—has missed several HH opportunities, visited various rooms, or did not wash his hands for a long time—and spends a considerable amount of time inside the patient’s room, the patient may be exposed to a high risk of infection. On the other hand, if only one nurse enters a patient’s room and does not perform HH but spends only a few seconds inside that room, the ECR will be as low as 0 whereas the patient exposure risk is negligible.

### Table 2. An example to compare the patient exposure risk and entrance compliance rate (ECR).

<table>
<thead>
<tr>
<th>Days</th>
<th>#ent&lt;sup&gt;a&lt;/sup&gt;</th>
<th>#ent with H&lt;sup&gt;b&lt;/sup&gt;↓1</th>
<th>#missed HH&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Time outside the room (minutes)</th>
<th>Time inside the room (minutes)</th>
<th>Patient exposure risk</th>
<th>100-ECR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oct 10</td>
<td>7</td>
<td>3</td>
<td>[1, 3, 1]</td>
<td>(5.68, 9.21, 1.55)</td>
<td>(0.03, 0.93, 0.05)</td>
<td>37.59</td>
<td>42.86</td>
</tr>
<tr>
<td>Oct 11</td>
<td>25</td>
<td>5</td>
<td>[1, 2, 2, 5, 2]</td>
<td>(20.2, 37.38, 53.05, 71.6, 13.92)</td>
<td>(3.6, 5.65, 1.16, 3.57, 2.95)</td>
<td>2388.24</td>
<td>20</td>
</tr>
</tbody>
</table>

<sup>a</sup>ent: entrance.
<sup>b</sup>H: History.
<sup>c</sup>HH: hand hygiene.

**Figure 5.** Entrance compliance rate (ECR) and patient exposure risk for room 1104 in October 2017.

**Table 2.** An example to compare the patient exposure risk and entrance compliance rate (ECR).
**Discussion**

**Principal Findings**

The examples provided in this paper showed that the ECR cannot provide accurate information about the risk of contracting HAIs. On the other hand, patient exposure risk is designed to estimate the risk of infection for each individual patient. The patient exposure risk keeps track of consecutive missed HH opportunities and the risk accumulated by spending time inside and outside the patients’ rooms. It considers the source of infectious agents by identifying high-risk areas (e.g., type of room and the medical condition of the patient inside the room). Areas such as soiled utility rooms, which are intended for decontamination, storage, and disposal of used equipment and waste, can be a potential source of infection. Moreover, the risk of transmission varies between different types of contagions present in the patient’s room [22,28]. Obviously, the ECR does not recognize the high risk caused by these areas whereas the patient exposure risk assigns a risk factor to each zone depending on its location and condition.

Several studies suggested that the risk of infection transmission is cumulative, yet health care settings rely on monitoring HH as individual binary events. In this paper, patient exposure risk is introduced to bridge the gap between the capabilities of new HH monitoring systems and infection prevention and control.

**Limitations and Future Work**

While introducing this concept, we encountered different limitations such as a lack of prognostic data to validate the relationship between the patient exposure risk and infection rates. However, we plan to address these limitations in our future studies where we will include data from various hospital settings. We will present some examples of these limitations in the following section:

1. In this study, the patient exposure risk was estimated only for single-bed rooms since the current EMSs are not able to identify the exact location of the caregiver inside the room to detect the patient receiving care in multi-bed rooms. Incorporating localization inside the patient room is a possible future research area to overcome this limitation.

2. The proposed performance metric monitors the potential transmission of infectious agents through the HCWs’ hands by tracing their history of actions before entering each patient room. This is estimated using the number of consecutive missed HH opportunities, the number of unique rooms visited, and the time the HCWs spent without washing their hands before entering the patient’s room. In addition to these 3 parameters, the type of activities performed by the caregivers plays an important role in infection transmission. For instance, changing a patient’s dressing will potentially put the patient at greater risk of infection as opposed to assisting the patient with a wheelchair. The current EMSs are not able to identify the activities performed by the HCWs, and our data set does not contain this information. Therefore, the patient exposure risk concept will be extended in the future to include the types of activities performed by each staff, using artificial intelligence. This will be a new era of intelligent activity and behavior detection of frontline staff, which can help us identify the 4 moments of HH and the risk of exposure to infection accurately.

3. The analyzed dataset did not provide information regarding the patients in each room, and the patient exposure risk was not reported for each patient and was instead calculated for each patient’s room. However, this might lead to inaccuracies since a room can host different patients in a single day. Including this additional information, the patient exposure risk can be calculated for each patient without any changes in the formulation.

4. HH policies vary depending on the HCWs’ group assignment. For example, the staff responsible for pick-up and delivery of meal trays can go room to room without performing HH if there are no contacts with the patient or patient environment. In this paper, the patient exposure risk
was only calculated for the nursing group who will need to perform HH in all the 4 moments of MOHLTC precautions. Future studies could explore the calculation of the patient exposure risk for other HCW groups according to their specific HH protocol. In addition, similar to the patient exposure risk that measures the risk of infection for the patients, a new concept will be introduced in the future to measure the risk of infection for HCWs who are at a high risk of infection.

5. Although in the patient exposure risk definition we considered the time duration that the HCWs spent in each patient’s rooms without handwashing action, it is also critical to include cases where the HH actions are performed but the contact time is over 15 minutes. For example, a close contact of more than 15 minutes is thought to increase the risk of infection transmission in the case of COVID-19 from staff to patient and vice versa [29]. Therefore, we will extend the patient exposure risk concept to a more general model that will incorporate such considerations.

6. Depending on the patient’s susceptibility, the number of microorganisms required to cause infection varies [22]. In other words, 2 patients can be exposed to the same number of pathogens but, depending on their immune status, the risk of developing an HAI might be different for them. This is another potential for future work to explore.

7. Although the patient exposure risk is introduced and tested in a rehab setting in this study, it can be easily extended to other environments and hospital settings. The integrated risk factors in the patient exposure risk formula can be customized depending on the hospital setting, the type of room, and the contagion in the room. By incorporating activity recognition into the system and accounting for patient’s susceptibility, we will be able to calculate the patient exposure risk tailored to each unit or hospital in the future. Currently, we are collecting data to test the patient exposure risk concept in different hospital environments.

8. Finally, in the future, we will investigate how to provide a standard rating system on patient exposure risk to enable the public to better understand the risk of infection exposure.

Several studies have demonstrated that performance feedback is effective in improving HH adherence [30-32]. Maintaining a positive culture is critical for sustaining improvements [33]. Criticizing staff by concentrating on the deviation of their compliance rate from a desired rate may result in a negative disciplinary tone. Infection prevention among patients is considered to be the most important reason among HCWs to perform HH [34]. We believe that by introducing patient exposure risk and reinforcing the need to decrease the risk of infection for both patients and HCWs [35], we will see further improvements in HH performance.

Conclusion

Measuring the risk of HAIs for patients is an essential step for devising effective interventions for infection control. Controlling infection in health care settings requires continuous monitoring of HCWs’ handwashing behavior. HH behavior should be studied as a series of linked events in the chain of infection transmission. While conventional performance measures consider HH opportunities as binary events, the patient exposure risk enables us to evaluate the risk of missed HH opportunities based on time and location. As supported by different examples, the patient exposure risk helps predict the likelihood of patients becoming infected with HAIs. Future work will focus on providing a better estimation of the risk of contracting HAIs for patients by including additional factors such as activities performed by the staff in the room, estimated using sensors and AI. The same concept will be extended to estimate the HCWs’ exposure to infection risk.
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Abstract

Background: Ecological momentary assessment (EMA) uses mobile technology to enable in situ self-report data collection on behaviors and states. In a typical EMA study, participants are prompted several times a day to answer sets of multiple-choice questions. Although the repeated nature of EMA reduces recall bias, it may induce participation burden. There is a need to explore complementary approaches to collecting in situ self-report data that are less burdensome yet provide comprehensive information on an individual’s behaviors and states. A new approach, microinteraction EMA (μEMA), restricts EMA items to single, cognitively simple questions answered on a smartwatch with single-tap assessments using a quick, glanceable microinteraction. However, the viability of using μEMA to capture behaviors and states in a large-scale longitudinal study has not yet been demonstrated.

Objective: This paper describes the μEMA protocol currently used in the Temporal Influences on Movement & Exercise (TIME) Study conducted with young adults, the interface of the μEMA app used to gather self-report responses on a smartwatch, qualitative feedback from participants after a pilot study of the μEMA app, changes made to the main TIME Study μEMA protocol and app based on the pilot feedback, and preliminary μEMA results from a subset of active participants in the TIME Study.

Methods: The TIME Study involves data collection on behaviors and states from 246 individuals; measurements include passive sensing from a smartwatch and smartphone and intensive smartphone-based hourly EMA, with 4-day EMA bursts every 2 weeks. Every day, participants also answer a nightly EMA survey. On non–EMA burst days, participants answer μEMA questions on the smartwatch, assessing momentary states such as physical activity, sedentary behavior, and affect. At the end of the study, participants describe their experience with EMA and μEMA in a semistructured interview. A pilot study was used to test and refine the μEMA protocol before the main study.

Results: Changes made to the μEMA study protocol based on pilot feedback included adjusting the single-question selection method and smartwatch vibrotactile prompting. We also added sensor-triggered questions for physical activity and sedentary behavior. As of June 2021, a total of 81 participants had completed at least 6 months of data collection in the main study. For 662,397 μEMA questions delivered, the compliance rate was 67.6% (SD 24.4%) and the completion rate was 79% (SD 22.2%).

Conclusions: The TIME Study provides opportunities to explore a novel approach for collecting temporally dense intensive longitudinal self-report data in a sustainable manner. Data suggest that μEMA may be valuable for understanding behaviors and states at the individual level, thus possibly supporting future longitudinal interventions that require within-day, temporally dense self-report data as people go about their lives.
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Introduction

Background
Mobile technologies create new opportunities to design personalized health interventions in 2 broad ways. First, mobile technologies such as smartphones and smartwatches can be used to improve the assessment of behavioral, psychological, and contextual states, reducing reliance on known-to-be-problematic retrospective recall surveys that may poorly capture within-day variations [1-3]. Second, real-time measures gathered using mobile technologies can be used to design just-in-time adaptive interventions [4,5] that are sensitive to everyday changes in behaviors and states. State or behavior assessment and personalized interventions both require computational models that can represent the interrelationships between different behaviors and states unique to individuals. Such models could be created by using (1) a hypothetico-deductive approach to study relationships between predictors and outcomes of interest based on prior knowledge [6,7], (2) data-driven discovery from a large number of constructs measured in intensive longitudinal data (ILD) studies [8,9], or (3) an appropriate combination of both [10,11]. Creating models of behavior that capture relationships between behavior and context that can happen quickly and many times in a day requires methods for sustainable data gathering on, and modeling of, within-day changes of variables (eg, physical activity [PA], sleep, sedentary behavior [SB], and affect) [12,13].

Ideally, health-related constructs could be measured using passive sensors from easy-to-wear devices, without requiring any end-user effort other than wearing the devices and charging them. However, we currently need self-report input to measure many subjective experiences (eg, perceived pain, hunger, and fatigue) that play an important role in predicting health behavior changes [14]. A popular practice for obtaining self-report data on mobile devices is using experience sampling methods [15], also known as ecological momentary assessment (EMA) [16], to gather participant perspectives on in situ experiences that sensors cannot measure directly. As smartphones have become ubiquitous, EMA has become affordable to deploy with most adult populations [17].

In the most common EMA protocols used to collect ILD, participants’ smartphones prompt with audio or vibration several times a day, each time presenting a set of questions that may take a few seconds or minutes to answer, depending upon the number and complexity of the questions. Typically, questions are multiple choice, but sometimes they involve open-ended responses or sliding scales. The sampling frequency in EMA varies widely based on study goals, as does potential burden. Burden results from the annoyance of each EMA interruption and the time and mental effort required to answer the questions presented at the prompt [18,19]. To minimize response burden, researchers often reduce the number of questions in each question set, the complexity of the questions, the frequency of prompting, or all three, thereby limiting the scope and temporal density of the behaviors and states measured in an ILD study. Although intensive EMA protocols can be sustained for short-term studies (eg, 7-30 days), burden will accumulate in ILD collection studies that last several months or years [20]. This accumulated burden, if not managed, could prevent the conducting of large-scale longitudinal studies or interventions that rely on frequent self-report input.

Although compliance-contingent compensation is a common practice to boost or maintain EMA response rates, it can be expensive for large-scale longitudinal studies involving thousands of participants. Beyond observational studies, future personalized health interventions that may require self-report of participant states and contexts must balance information gathering with burden to ensure that long-term engagement does not wane. For instance, an intervention to reduce stress and increase PA may need to query users regularly about their perceived stress and physical exertion (among other subjective experiences) to adjust the intervention in real time. For such an intervention to be sustainable, the system may have to gather these data frequently at the rate at which stress and activity can change—that is, many times throughout the day—while keeping end-user burden manageable. For such an intervention to be affordable, financially compensating participants to motivate a reasonable response rate is not a viable long-term option. In fact, compliance-contingent compensation may result in poor data quality if the participants are only motivated by money [21]. Thus, new strategies are needed for acquiring temporally dense self-report on multiple constructs with sustainable burden, even for studies or interventions deployed for months or years.

A strategy for acquiring longitudinal self-report data is using microinteraction EMA (µEMA or micro-EMA) [22]. Microinteractions are actions lasting for 3-4 seconds (eg, checking the time on a watch or turning on a lamp); microinteractions are so short lived that they can be completed without disrupting ongoing activity [23]. µEMA is a type of EMA where all prompts are for single questions with single-tap answers (eg, Nervous right now? with answers Yes, Sort of, or No) [22]. Unlike EMA, where questions are prompted in a set, in µEMA a device prompts only a single question per interruption and there is a guarantee that the question can be answered with a microinteraction [23]. Because of this microinteraction guarantee, µEMA may enable self-report data collection at a much higher frequency than EMA. This at-a-glance response property is achieved in 2 ways. First, µEMA is deployed on wearable devices such as smartwatches that permit quick access to question content; unlike mobile phones, the questions can be seen with a flip of the wrist without additional time required to access a mobile phone that may be in a bag or out of sight [24,25]. Prior studies have demonstrated that smartwatches are more suitable for glanceable microinteractions (eg, checking notifications) than smartphones [26,27]. Second, µEMA questions are intended to be cognitively simple to answer (eg, Feeling stressed?—Yes, Sort of, or No)
and with a limited answer set that fits on a small smartwatch screen and therefore does not require a scrolling interface. Prior work shows that reducing the number of answers (eg, from a 5-point Likert scale to a 3-point ordinal or nominal scale) improves response time without necessarily changing the perceived item difficulty [28]. The benefit of leveraging microinteractions is also supported by 2 laws in user interface (UI) design. First, Hick’s law posits that the more options there are to choose from, the longer the response time on the UI will be [29,30]. Second, Fitt’s law shows that the navigation time between 2 targets on a UI is directly proportional to the distance between the targets and inversely proportional to the size of the target [31,32]. However, the downside of restricting all prompted interactions to cognitively simple, glanceable, single-question microinteractions is that information obtained from a single microinteraction question is more limited than what can be obtained from unconstrained EMA questions with multiple answer options (eg, In the past one hour, how stressed did you feel?—Extremely, Quite a bit, Moderately, A little, or Not at all). Presenting such EMA questions on a smartwatch screen would make smartwatch interaction cumbersome, requiring either a font size that would be too difficult for most people to read, especially for those who need reading glasses, or requiring scrolling. Furthermore, using self-report to capture feelings aggregated over longer time windows (eg, in the past hour or over the past day) introduces recall burden [18,33] and cognitive complexity. Therefore, EMA questions nearly always require adjustment to achieve the microinteraction property we seek.

Prior work has used wearable devices such as smartwatches and heads-up displays (eg, Google Glass) to deploy EMA question sets with the goal of making EMA easier. However, typically, such work has directly adopted surveys (with back-to-back questions) from mobile phone–based EMA surveys that require users to engage in prolonged interactions on the devices (eg, sliding or scrolling) [34-37] and thus do not result in microinteractions. Converting an EMA survey with multiple questions with multiple answers per question to a small smartwatch display has indeed required additional scrolling to make the questions and answers readable, thereby likely slowing down—not speeding up—answer selection and resulting in the smartwatch interaction becoming more burdensome than answering the same surveys on the mobile phone.

In 2 prior 4-week between-subject pilot studies, we found that despite experiencing approximately 4-6 times more interruption when using µEMA instead of mobile phone–based EMA, participants using µEMA on a smartwatch had significantly higher compliance, reported lower perceived burden, and answered with faster response times than participants when measuring the same constructs using EMA [22,38]. Prior work also demonstrates that for a single construct measured at high frequency, µEMA can yield good criterion validity when compared against a research-grade passive sensor (eg, in the domain of PA measurement) [39]. Table 1 summarizes key differences between the mobile phone–based EMA and smartwatch-based µEMA in a prior study [22] where both EMA and µEMA were used to measure positive and negative affect (using the Positive and Negative Affect Schedule [40] over a period of 4 weeks [41]).

With µEMA, a user is guaranteed that the worst-case interaction required to answer a prompt will always be a single, glance-and-tap microinteraction; thus, it is nearly as easy to answer a microinteraction prompt as it is to manually dismiss it (by swiping on the screen) or ignore it. If researchers develop simple questions appropriate for microinteractions that provide valuable information about constructs of interest, µEMA may support ILD studies that gather dense, within-day information on behavior. So far, researchers have used µEMA to measure only 1-2 constructs per study, such as hyperarousal [42], stress [43], and subjective comfort [44]; µEMA has also been used with situated displays in home settings [45,46]. µEMA is well suited for constructs that may require frequent self-report, such as chronic pain assessment [47]. µEMA can be assessed at such a high temporal density (ie, 4 times per hour) that it can also measure multiple constructs in a single day while maintaining reasonable temporal density of each construct.

Despite the promise of µEMA, much remains to be explored to determine the viability of the technique. In this paper, we present the µEMA protocol for the Temporal Influences on Movement & Exercise (TIME) Study. The TIME Study has a primary protocol that uses EMA, which is presented elsewhere (Wang, S, unpublished data, January 2022). Here, we present the protocol for a secondary, exploratory study within the TIME Study on the viability of using µEMA in an ILD study. The TIME µEMA substudy is the first large-scale ILD study (duration: 1 year) examining how µEMA might be used to measure multiple health behaviors such as PA, SB, and sleep along with time-varying subjective states (eg, stress, fatigue, and happiness). First, we describe the overall goal of the TIME µEMA substudy. Next, we detail the µEMA app we designed for the study, followed by reporting the qualitative feedback received from our pilot study participants. Subsequently, we present details of changes made to the protocol in response to pilot testing. Finally, we present preliminary compliance results from a subset of participants in the main study (81/246, 32.9%).
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TIME μEMA Substudy Objectives

The goal of the TIME Study is to examine daily and within-day microtemporal processes (e.g., feeling stressed, increased workload, being with family, and being at home) that may influence PA, SB, and sleep in young adults [48]. EMA is being deployed to capture reflective processes, reactive processes, internal factors, and external factors and assess how they affect health behavior adoption and maintenance (Wang, S, unpublished data, January 2022). Reflective processes are those that are slow and require careful deliberation (e.g., intention to engage in healthy behaviors) [49]. In contrast, reactive processes are quick and automatic (e.g., being on a regular routine) [49]. Internal factors are physiological and emotional sensations that originate internally (e.g., positive and negative affect, pain, and fatigue). External factors are social, situational, and physical settings or events that originate externally to the individual (e.g., an increase in workload or meeting a friend). An exploratory aim of the TIME Study is to assess the feasibility of using μEMA to gather similar health behavior data from participants. The fundamental difference between using EMA and μEMA for ILD can be summarized as follows. Traditional EMA is a method that interrupts less often than μEMA but asks for substantially more information with each interruption. In contrast, μEMA is a method that interrupts more often than EMA but asks only 1 simple question with each interruption. The TIME μEMA substudy will permit exploration of what we can learn about health behavior from small amounts of information gathered at high frequency using μEMA; the TIME substudy data will allow investigators to study the following research questions:

1. How sustainable is μEMA for ILD studies compared with mobile phone–based EMA?
   - Interrupting participants 4 times more often with a single, simple μEMA question could be perceived as far more burdensome than interrupting less often with a longer, more complex EMA survey. Can participants in a full-year ILD collection study sustain μEMA with high compliance compared with EMA?

2. How do contextual factors influence μEMA compliance?
   - Prior EMA literature has shown that contextual factors such as time of day, day of week, and location influence whether the participant is able to complete the EMA survey [50].

3. Can intermittent μEMA questions provide information on an individual’s overall behavior and state?
   - Sustaining intensive mobile phone–based EMA longitudinally may not be realistic, requiring long temporal gaps between measurements and more retrospective recall. The TIME μEMA substudy will permit exploration of whether using μEMA between EMA burst periods could provide information on the diurnal patterns of behaviors and states not captured in the EMA bursts alone.

4. How can we use μEMA data together with data acquired from the passive sensors and EMA to design predictive models of health behavior change and maintenance?
   - Each instance of μEMA self-report provides information on a single variable at a particular time, but μEMA prompts will be temporally dense, measuring different behaviors and states throughout the day. The TIME μEMA substudy will permit exploration of whether the amount and quality of μEMA data acquired in the TIME μEMA substudy is sufficient to build ideographic predictive models of behavior, either alone or in combination with EMA and passive sensing data.

In the remainder of the paper, we describe the protocol for the TIME μEMA substudy, from which ILD will be derived that will support such work.

μEMA Design Overview

Deploying μEMA requires designing a specific smartwatch-based graphical UI and the question scheduling strategy.

Custom μEMA App Interface

We developed a custom μEMA app (called the TIME app or app) that runs on a smartwatch (Android Wear OS version 2.0) with a linked app on the paired smartphone (Android OS version ≥7.0). The Android OS was chosen because it provides flexibility in gathering raw sensor data from both smartphone and smartwatch continuously in the background. The apps work together to present μEMA questions on the smartwatch, collect

<table>
<thead>
<tr>
<th>Prompts per day</th>
<th>Mobile phone–based EMA</th>
<th>Smartwatch-based μEMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>≤7</td>
<td>≤48</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prompting frequency</th>
<th>Mobile phone–based EMA</th>
<th>Smartwatch-based μEMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Once in 2 hours</td>
<td>Four times an hour</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of questions per prompt</th>
<th>Mobile phone–based EMA</th>
<th>Smartwatch-based μEMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>≤6</td>
<td>Only 1 question</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Example of question framing</th>
<th>Mobile phone–based EMA</th>
<th>Smartwatch-based μEMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Over the past hour, how stressed did you feel?</td>
<td>Feeling stressed?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of response options per question</th>
<th>Mobile phone–based EMA</th>
<th>Smartwatch-based μEMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>≥4 (including choose all that apply responses)</td>
<td>≤3 (eg, Yes, Sort of, and No)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interruption burden</th>
<th>Mobile phone–based EMA</th>
<th>Smartwatch-based μEMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High (must access mobile phone, unlock it, and then start to answer)</td>
<td>Low (smartwatch always accessible with glance)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Response burden</th>
<th>Mobile phone–based EMA</th>
<th>Smartwatch-based μEMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High, because of multiple questions with more answer options</td>
<td>Low, because of only 1 question with limited answer options; aim is cognitive simplicity</td>
</tr>
</tbody>
</table>

[Table 1. Differences between mobile phone–based ecological momentary assessment (EMA) and smartwatch-based micro-EMA (μEMA; from prior work [22]).]
and process passive sensor data, and transfer data to a research server each day. Each μEMA prompt presents only 1 question at a time that can be answered in a glance and a tap (a microinteraction). Example questions are *Feeling stressed?* and *Feeling productive today?* with three answer options: Yes, Sort of, and No. The smartwatch prompts the participant with a vibration pattern lasting for 3 seconds. The question screen displays at the start of the vibration (Figure 1). The brightness of the screen is determined automatically by the smartwatch based on ambient brightness or the smartwatch settings selected by the participant.

The question stays visible on the screen for 20 seconds, after which the question disappears and a missed response is recorded. If participants answer a question, they are presented with an acknowledgment screen with a short thank-you message and an *Undo*? button (Figure 1). The thank-you messages on the acknowledgment screen are selected from >250 unique variations designed to reduce repetition and boost engagement—they are all pithy, and some are quirky. The undo option is available for 3 seconds. If participants tap on the undo button, they are taken back to the question screen and they can then change their answer within 20 seconds. If they do not undo within 3 seconds, the app records the final answer and the question disappears. Participants have only 1 chance to undo an answer. If the app is dismissed (by swiping right on the screen) when the original question appears, it is recorded as never started, and if the app is dismissed on the undo screen, it is recorded as completed then dismissed. Similarly, if the user does not answer the question again after selecting the undo button, then the prompt status is recorded as partially completed.

### Figure 1.
(Left) A microinteraction ecological momentary assessment question screen with 3 answer options, which will display for 20 seconds or until an answer is selected. (Right) A thank-you screen with the Undo? button indicating that the user selected the Sort of answer; the screen displays for 3 seconds with a countdown timer before it disappears.

#### μEMA Prompt Scheduling

μEMA prompts occur during waking hours, including when the smartwatch is being charged or is off the wrist. Participants self-report their upcoming sleep time and the next day’s wake time using EMA on their smartphone (Figure 2); this information is used to compute the waking hours and is sent to the smartwatch in real time. If participants do not respond to the sleep- and wake-time questions on the smartphone or if the smartphone cannot connect to the smartwatch for any reason, the smartwatch uses the previous day’s wake and sleep times as the default waking schedule to determine the μEMA prompting schedule. The purpose of the sleep-wake questions is to predict the prompting schedule for the day. Once answered, these sleep- and wake-time questions are presented again after 10 hours, in case participants want to change their schedule. Moreover, participants can use the app to manually change the sleep-wake times at any time of the day. μEMA prompting starts 15 minutes after each day’s wake time and ends 15 minutes before that day’s sleep time. For instance, if the participant plans to sleep at 11 PM and wake up the next day at 6 AM, then μEMA prompting will stop at 10:45 PM and resume at 6:15 AM the next day. Thus, days with longer waking hours will result in more μEMA prompts than days with shorter waking hours. μEMA questions are prompted 4 times an hour at random, with at least eight minutes guaranteed between 2 consecutive prompts using the following formula. The app generates this schedule for the 24-hour period using the following equations and then only prompts during waking hours.

\[
P_n = \lfloor 0, \text{MaxTimeAvailable}_n \rfloor + 8 + P_{n-1}
\]

\[
\text{MaxTimeAvailable}_n = 55 - ((4 - n + 1) \times 8) - P_{n-1}
\]

First, for each hour (eg, 8 AM to 9 AM), the app computes the maximum remaining time (MaxTimeAvailable\(_n\)) in minutes to schedule a prompt (\(P_n\), where \(n=1,...4, P_0=0\)) by subtracting the minimum required time gap (ie, 8-minute gap per prompt) and the time elapsed since the previous prompt within that hour (\(P_{n-1}\)). Then, the app selects a random time from the MaxTimeAvailable\(_n\) and adds the 8-minute gap and the prompt time of the previous prompt (\(P_{n-1}\)) to determine the current prompt time (\(P_n\)). The μEMA smartwatch app respects the settings on the smartwatch; therefore, prompting is paused when a participant turns on the do-not-disturb (DND) mode on the smartwatch. However, if the smartwatch is in DND mode for >60 consecutive minutes, participants receive a notification on the mobile phone to disable the DND mode on the smartwatch so that prompting can be resumed without further data loss (Figure 2). If the smartwatch is off the wrist, including when it is being charged, μEMA prompting continues normally.

Participants receive a notification on the mobile phone and smartwatch to (1) connect the smartwatch if it is disconnected from the mobile phone (through Bluetooth) for >60 consecutive minutes, (2) wear the smartwatch if the system detects that the smartwatch is fully charged but on the charger, (3) charge the smartwatch when the smartwatch battery reaches ≤15% capacity (Figure 2), and (4) update the software when the mobile phone...
or smartwatch software requires an update. Mobile phone and smartwatch notifications disappear as soon as the problem that was flagged is resolved. In addition, the mobile phone app presents a persistent notification indicating that the TIME app is running in the background collecting data and highlighting the countdown of when the next burst period on the mobile phone will start.

**Figure 2.** (Left) A mobile phone survey asking for prospective sleep and wake times. These times are used to adjust the prompt scheduling. (Right) Example notifications: (1) a reminder to wear the smartwatch prompted when it is still on the charger and is 100% charged and (2) a reminder to turn off the do-not-disturb mode on the smartwatch, which appears if that mode is active for >60 minutes consecutively.

### System Components

The system has three components: mobile phone, smartwatch, and a remote server. The mobile phone prompts users with EMA surveys and end-of-day surveys. In addition, the mobile phone passively collects sensor data such as acceleration, location, and mobile phone use (eg, number of apps used). The details of mobile phone–related functionality are beyond the scope of this paper and are reported elsewhere (Wang, S, unpublished data, January 2022). The smartwatch prompts μEMA questions and passively collects raw accelerometer data (described in the next section). The data from the smartwatch are sent to the mobile phone either (1) once every 4 hours or (2) whenever the smartwatch is on the charger. The mobile phone then encrypts the data and sends it to a remote server daily. When the smartwatch or mobile phone are not transferring data automatically as expected, they each provide an option that permits participants to force the data transfer to the mobile phone; this functionality is used to resolve data transfer problems working remotely with the research staff.

### Methods

#### Pilot Study

With the μEMA system described in the previous sections, we conducted a pilot study with 15 participants who answered μEMA questions for up to 3 consecutive weeks.

#### Pilot Study Participants

Participants for the pilot study were recruited by means of flyers posted on university campuses in the Los Angeles metropolitan area and through targeted ads on Facebook. Participants were eligible to participate if they (1) were aged 18-24 years, (2) owned an Android smartphone with OS version ≥6.0, (3) were fluent in English, (4) were not planning to change their smartphone in the next 1 month, (4) were willing and able to wear a smartwatch and answer questions on their smartphone for a period of 1 month, and (5) were currently engaged in recommended levels of PA or intending to do so in the next 12 months.

#### Pilot Study Design

The research staff met with the eligible participants in person (in 2019) and installed the TIME app on their smartphones. The app prompted participants with EMA surveys in 2 measurement burst periods. Each burst period lasted 4 days (called burst days). If participants completed at least eight EMA surveys per day in the first burst period, they were loaned a Fossil Gen 4 smartwatch (Fossil Group, Inc) and instructed on how to install the TIME smartwatch app. For the remaining 3 weeks, participants also collected data on the smartwatch. On the nonburst days, the smartwatch prompted with μEMA questions about a myriad of behaviors, including positive and negative affect, location, and PA. With each prompt, the smartwatch TIME app selected a question at random and presented it on the screen. In addition, questions about momentary PA, SB, and location (ie, *Physically active now?*, *Sedentary right now?*, and *At home right now?*) with answer options *Yes*, *Sortof*, and *No*) were also selected randomly throughout the day. Thus, it was possible for a question to repeat consecutively when sampled at random. The goal of the pilot study is to assess the app’s performance, improve the study protocol, and fine-tune question wording and the overall user experience. At the end of the pilot study, participants took part in a structured interview.
about their experience of answering questions on the smartphone and smartwatch.

**Pilot Study µEMA Response Behavior**

A total of 15 participants completed 1 month of data collection (3 weeks with µEMA prompting on the smartwatch). With 15,120 µEMA questions delivered, the µEMA response rate was 76.4% (SD 22.3%), with a mean µEMA response time of 4.3 (SD 1.0) seconds.

**Pilot Study Qualitative Feedback**

At the end of the 1-month pilot study, participants completed a structured interview lasting for approximately 30 minutes to enable us to gather feedback on how to improve the user experience with the TIME app and to adjust the main study protocol accordingly. When asked about positive experiences with µEMA, participants highlighted the ease of access of the smartwatch and the simplicity of answering just 1 question. A participant described the experience as follows:

_Honestly, it was the easiest to answer surveys on the watch because it’s right on your wrist and it vibrates [and] there is a survey, I answer the question and I am done...The watch questions are actually less burdensome than the phone questions. Watch questions are pretty convenient because you can just touch [tap] on the watch and you’re done basically._ [F, aged 24 years]

However, several participants felt that the µEMA question did not stay available for long enough. A participant stated as follows:

_I like how it was really simple, it wasn’t like a series of questions. They were just “yes” or “no.” What made it difficult was the timing...it seems like it only lasts for five seconds and it disappears. Sometimes I may be doing something like resting and then survey comes up. Then I have to stick my arm out of the blanket to answer but then it goes away before I could._ [F, aged 22 years]

Initially, the prompt only remained active for 15 seconds, which we later updated during the pilot to 20 seconds. Participants generally noticed the smartwatch vibration on their wrists with a delay, despite a relatively aggressive vibration pattern. In fact, pilot participants described the µEMA vibration pattern (lasting for 11 seconds, intensifying progressively) as “too loud.” Although the smartwatch vibration creates a quiet buzzing sound when on the arm, if the smartwatch is sitting on a surface (eg, charging), the resulting surface vibration can make a surprisingly loud sound that is difficult to ignore.

Participants reported difficulty answering µEMA questions when both hands were occupied, especially while driving. However, they were instructed to only answer µEMA questions when it was safe to do so, and they were given the specific example of driving as a situation in which they should ignore the prompts. Participants also reported difficulty answering µEMA questions while doing other cognitively demanding activities such as writing. In fact, a participant mentioned missing prompts while being in an examination room, stating as follows:

_Sometimes if I was taking a quiz or test in class, I didn’t want to be caught using my watch, so I didn’t touch [ie, answer] it._ [M, aged 19 years]

Participants found the ability to undo their responses useful, especially when there were accidental taps on the smartwatch. A participant stated as follows:

_Yes [Undo] was useful because sometimes on the watch...may be because of the clothes I’m wearing...but [if] an option would be chosen so I’d be able to go “undo” and choose the right answer._ [F, aged 24 years]

Participants also found the Sort of answer option helpful in instances when they were not sure of their experience at the moment and would have had difficulty entering a more limited Yes or No response. A participant stated as follows:

_“Sort of” made me think about my answer a little more rather than an outright yes or no, which is how I kind of determine how I’m going to answer yes or no...if you’re feeling such and such, [then] I do like the “sort of” option because you’re not feeling fully something. And you are not “not” feeling it completely either. So [“Sort of”] is a pretty easy option for people who are feeling like in the middle._ [F, aged 24 years]

In response to such observations with the goal of achieving cognitive simplicity to support microinteraction, we designed all the questions to have a middle answer such as sort of.

In the pilot study, each question presented was randomly sampled from the pool of questions. This resulted in questions either being overrepresented or repeated too consecutively for some individuals, adding monotony, which some participants noted. A participant stated as follows:

_I think there were questions based on time or place. Questions like how was your day?...It would ask multiple times a day. I don’t know if it was intentional, but it feels like I’m answering the same question over and over again. Same thing for places. It would ask me multiple times “is this your home?” or something like this._ [M, aged 18 years]

**Changes to the Main Study Protocol**

**Overview**

Table 2 summarizes the changes made to the µEMA app and protocol based on the pilot participants’ feedback. In summary, there were 4 major changes to the main protocol based on the data and participant feedback in the pilot study. These changes are explained in detail in the next sections.


Table 2. Changes made to the microinteraction ecological momentary assessment (μEMA) protocol or technology before the main study in response to the pilot participants’ feedback.

<table>
<thead>
<tr>
<th></th>
<th>Pilot study</th>
<th>Main study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical activity and sedentary behavior questions</td>
<td>Asked at random</td>
<td>Asked as sensor-triggered questions based on wrist-accelerometer activity</td>
</tr>
<tr>
<td>Location-based questions</td>
<td>Asked at random</td>
<td>Removed from μEMA and included as part of mobile phone EMA to obtain semantic location labels</td>
</tr>
<tr>
<td>μEMA question selection</td>
<td>At random</td>
<td>Using filter-based sampling algorithm</td>
</tr>
<tr>
<td>Person-level characteristics and validation questions</td>
<td>Not included in pilot study</td>
<td>Included in main study to assess validity and add variety to questions on μEMA days</td>
</tr>
<tr>
<td>Thank-you messages after answering a μEMA question</td>
<td>Messages selected at random from a bank of 10 messages</td>
<td>Messages selected sequentially from a bank of ≥ 250 messages</td>
</tr>
<tr>
<td>μEMA prompt wait time</td>
<td>15 seconds</td>
<td>Increased to 20 seconds</td>
</tr>
<tr>
<td>μEMA prompt vibration</td>
<td>11 seconds of progressively intense vibration pattern</td>
<td>6 seconds (2-second vibration with 1-second pause)</td>
</tr>
</tbody>
</table>

**Changed μEMA Question-Selection Algorithm**

In the pilot study, each μEMA prompt selected a question at random. As a result, the app had less control over preventing overrepresentation of questions within the day. On the basis of the interviews, we learned that participants found this repetitiveness of the questions monotonous. Thus, for the main study we developed a new question-selection algorithm that (1) guarantees that a given question is never asked consecutively and (2) ensures that a question is not answered more than a predetermined number of times.

**Added Sensor-Triggered Questions**

In the pilot study, we randomly sampled questions on PA, SB, and the participant’s current location. However, these questions also felt repetitive to the pilot participants. Thus, in the main study protocol, these questions were asked when the passive sensors (using accelerometer and GPS) detected a relevant event, gathering information only when it was contextually relevant.

**Added μEMA Validation and Engagement Questions**

We added 2 additional types of questions for μEMA. First, we included validation questions to check whether the participants are paying attention to the μEMA prompts. Second, we added questions related to the slowly changing characteristics of the participants; these questions add variety to the question pool while also gathering useful information. Finally, on the μEMA undo screen, we added more variety in the thank-you messages that participants receive after answering a μEMA prompt. As the main study would last for 12 months per participant, we deemed reducing burden and increasing engagement to be important considerations.

**Optimized μEMA Interface**

We increased the time duration that a μEMA question stays visible on the smartwatch face from 15 seconds to 20 seconds. To address participant concerns about the loud vibration, we changed the pattern from an 11-second-long vibration to a 6-second pattern of 2-second vibrations separated by 1-second pauses.

**Main TIME μEMA Substudy**

The protocol described here is based on changes made to the μEMA app after the pilot study feedback.

**TIME Study Design**

The TIME Study uses a nested design with multiple measurement bursts of smartphone-based EMA across a 12-month study period (Figure 3). Each measurement burst occurs over 4 days and always includes Saturday and Sunday. Measurement bursts occur every 2 weeks. The app ensures that there is at least a one-week gap between 2 consecutive burst periods. Thus, for a 12-month period (ie, 52 weeks), we expect up to 26 EMA burst periods (104 EMA burst days). The remaining nonburst days (or μEMA days) are reserved for μEMA prompting on the smartwatch; there can be up to 261 such days, with the number per participant dependent upon the receipt date of the smartwatch that is mailed only after the first successful burst period. The smartphone automatically sets the study schedule and controls the smartwatch so that μEMA questions are only prompted on the appropriate days and at the appropriate times. End-of-day surveys are prompted on all days, irrespective of measurement bursts. No μEMA prompts occur on the EMA burst days, and no other smartphone-based EMA prompts occur on μEMA days except for the end-of-day survey and sensor-triggered location surveys. Details of the smartphone-based EMA protocol are beyond the scope of this paper; they can be found in the main protocol paper (Wang, S, unpublished data, January 2022). Participants in the TIME Study are exposed to more interruptions from μEMA than from EMA, both within a day (4 μEMA prompts vs 1 EMA prompt per hour with possible additional reprompts) and across months (approximately 261 days for μEMA vs approximately 104 days for EMA for a year). Participants are also asked to complete baseline, 6-month, and 12-month surveys on the web using REDCap (Research Electronic Data Capture) [51]; the 6-month and 12-month surveys include questions about the perceived burden [52] of responding to μEMA and EMA questions. After the completion of the study, participants undergo a semistructured interview designed to gather additional information about their overall experiences answering questions on the devices. Participants who voluntarily withdraw from the
study or who are asked to withdraw because of low EMA compliance are also asked to complete an exit survey to enable us to learn more about their experiences and reasons for withdrawal or poor compliance.

Figure 3. Temporal Influences on Movement & Exercise Study protocol with nested ecological momentary assessment (EMA) on nonburst days; CS: context-sensitive.

Measures
Here we describe the self-report measures, question-selection algorithms, and simulation results to validate the filtering algorithm to select questions for μEMA.

Self-report μEMA Measures

Core-Construct Questions
Core-construct questions measure different behaviors, momentary states, and contexts that cannot be objectively captured using sensors and are expected to change throughout the day. The questions are selected to capture reflective processes, reactive processes, and internal and external processes that can predict or explain behavior adoption and maintenance [49]. Example constructs include feelings of pain, stress, procrastination, happiness, and positive and negative affect. These questions are sampled from a question bank (based on a procedure defined later) consisting of 30 questions (Multimedia Appendix 1); they are presented with signal-contingent prompts based on the aforementioned schedule. Each day during waking hours, 90% (55/62) of the scheduled prompts are reserved for these core-construct questions. In the question bank of 30 core-construct questions, 6 (20%) measure reflective processes, 5 (17%) measure reactive processes, 6 (20%) measure external factors, and 13 (43%) measure internal factors.

Engagement and Validation Questions
In addition to the core-construct questions, 8% (5/62) of the scheduled prompts during waking hours are used to present questions about person-level characteristics. These are questions that gather data on attributes such as whether a participant owns a car, cares for a pet, self-describes as a morning person, or has other specific personality characteristics. The questions serve two purposes: gathering information that changes relatively slowly and breaking monotony (thus, perhaps helping with participant engagement) by surprising participants with approximately 4 novel questions a day. These questions follow the wording requirements of other μEMA questions (eg, Own a pet? with answers Yes or No or Bike to work? with answers Frequently, Sometimes, and Rarely). The system uses a question bank of >280 questions so that they will not repeat for approximately 3½ months (assuming 60 μEMA prompts per day).
The remaining 2% (1/62) of the waking-day prompts are used to present validation questions designed to assess whether participants are paying attention to the μEMA questions and answering them carefully (ie, not randomly tapping on the screen to dismiss a question without looking at it, carelessly answering prompts incorrectly, or accidentally pressing buttons on the smartwatch without realizing it). The validation questions are like other μEMA questions—cognitively simple single questions with 2-3 answers. However, these questions always have an unambiguously correct answer to verify response accuracy. Validation questions include simple math problems (1 + 3 = 5?—Yes or No), trivial trivia questions (Sun rises in the east?—Yes or No), intentionally silly questions (Do pigs fly?—Yes or No), and simple attention-assessment questions (Please press A:—A, B, or C). To break the question monotony and enhance engagement, validation questions rarely repeat. Our item bank has >300 validation questions for an estimated 7½ months of question prompting without repetition.

**PA and SB Questions**

Sensor-triggered questions are prompted to measure PA and SB, which are indirectly, passively measured using sensors but may require self-report for validation. Participants are asked to report whether they are currently engaging in PA or SB based on their activity level as inferred from the smartwatch raw acceleration data (collected continuously at 50 Hz). In real time, we compute the area under the curve (AUC) of the high-passed raw accelerometer signal for 10-second epochs [53]. The AUC is then used to determine the prompting of sensor-triggered questions. If the AUC exceeds an empirically determined threshold in a continuous 10-minute window, a PA question is eligible to be asked. If the AUC falls below a threshold for a continuous 60-minute window, an SB question is eligible to be asked [53].

Sensor-triggered questions are prompted only when a specific sensor event of interest occurs that suggests contextual relevance. The questions are Physically active [Δ] min ago? and Sedentary [Δ] min ago?, with answer options Yes, Sort of, and No, where Δ is the time difference from the current time to the end of the activity plus 25% of the activity bout length (ie, 2½ minutes for a 10-minute PA bout or 15 minutes for a 60-minute sedentary bout). This additional 25% of bout length is used to ensure that the question is asked at approximately the moment in time when the behavior was likely taking place but not at the behavioral transition.

At each scheduled μEMA prompt time, if there is an eligible sensor-triggered question, the system will trigger the question only 50% of the time. This is done to avoid continuous and monotonous sensor-triggered prompting for prolonged sedentary and physical activities. When the sensor-triggered questions are eligible to be prompted, they take priority over the core-construct, validation, and engagement questions. For instance, if the next scheduled prompt has a core-construct question queued but the app has identified a PA event, then 50% of the time, that core-construct question is replaced by the PA confirmation question. If both PA and SB are identified, the question about the most recent event is presented.

**Question Selection for Prompting**

A way to gather self-report data on a comprehensive set of behaviors using μEMA is to randomly select a question to ask the user—as was done in our pilot study. However, it may be useful to measure internal factors (eg, perceived stress, fatigue, and nervousness) more frequently within a day rather than external factors (eg, being with a friend). The app uses a strategic sampling algorithm to maximize the value of data collected about some constructs by limiting presentation of some questions, ensure that questions differ within an hour, and guarantee that each day includes questions from each of four broad construct categories (ie, internal and external factors and reflective and reactive processes).

**Selecting Day-Level Subset for Core-Construct Questions**

Each μEMA day, from our bank of 30 μEMA questions of core constructs, the app selects 4 (13%) questions related to internal factors, 2 (7%) to external factors, 2 (7%) to reflective processes, and 2 (7%) to reactive processes. More internal factors than other categories are selected because they are expected to vary throughout the day [54]. Rather than selecting any question at random, this procedure ensures that at least one question measuring each of the different factors is presented each day, with a temporally dense presentation. Each question is expected to be presented ≥4 times in a day, allowing measurement of within-day changes.

**Filters Applied for Core-Construct Question Selection**

**Maximum Allowable Prompting per Question**

Each μEMA question is assigned a maximum number of presentations per day (Multimedia Appendix 1). This ensures that some questions are not overrepresented in a day at the expense of others. For instance, questions capturing frequently changing constructs are assigned a higher limit (eg, Feeling stressed?) than questions that assess more stable constructs (eg, Slept well yesterday?). If the number of answers received for a question reaches the question’s limit, that question is no longer presented that day.

**Minimum Time Gap for Question Repetition**

Once a particular μEMA question has been answered, it will not be presented again until at least 60 minutes have elapsed. For instance, if the question Feeling stressed? is answered, it is not asked again for at least one hour. However, if the question is not answered, it could be presented at the next prompt, within the hour.

**Filtering Algorithm When Selecting a μEMA Question**

The app uses the following algorithm to select μEMA questions (Textbox 1). For each μEMA day (μEMA_prompting_day, line 1), the app first generates a day-level subset (day_level_subset, line 2) of 10 questions from the pool of 30 μEMA questions (all_μEMA_questions). Next, at each μEMA prompt, day-level questions that have reached their limit (remove_maxed_out_questions, line 4) or have been asked recently (remove_questions_answered_within_one_hour, line 5) are filtered. From the remaining list, a question is selected at random (select_question_at_random, line 6). If the question
prompted is answered, the question’s prompt count is updated (\textit{update\_prompt\_count}, line 8), as is the last-answered time (\textit{update\_answer\_time}, line 9). If the question is not answered, then it is available for selection in the next scheduled μEMA prompt.

\textbf{Textbox 1.} Microinteraction ecological momentary assessment (μEMA) question-filtering algorithm at each prompt on nonburst days.

\begin{Verbatim}
\textbf{Algorithm used to select μEMA questions}
\begin{enumerate}
\item For each \texttt{μEMA\_prompting\_day}:
\item \texttt{day\_level\_subset=subset (all\_μEMA\_questions)}
\item For each \texttt{μEMA prompt}:
\item \texttt{filtered\_questions=remove\_maxed\_out\_questions (day\_level\_subset)}
\item \texttt{filtered\_questions=remove\_questions\_answered\_within\_one\_hour (filtered\_questions)}
\item question\texttt{\_to\_ask=select\_question\_at\_random (filtered\_questions)}
\item if question\texttt{\_to\_ask} is answered:
\item \texttt{update\_prompt\_count (question\_to\_ask)}
\item \texttt{update\_answer\_time (question\_to\_ask)}
\end{enumerate}
\end{Verbatim}

\textbf{μEMA Question-Selection Simulation}

To verify our filtering algorithm (Textbox 1), we simulated question sampling and compared the distributions of questions asked through random sampling (used in the pilot study) with our proposed protocol.

\textbf{Question-Sampling Algorithm Simulation}

We simulated question selection for 365 days for 300 users, where 261 days were reserved for μEMA prompting, resulting in 78,300 total μEMA days. We assumed 8 hours of sleep and 16 hours of wake time per day, resulting in 15½ hours available for μEMA prompting. Targeting 4 prompts an hour results in 62 μEMA prompting opportunities. Of these, 90% (55/62) were available for core constructs, resulting in 55 slots for core-construct questions each day. We assumed that 75% (46/62) of the scheduled prompts would be answered (ie, compliance).

\textbf{Algorithm Simulation Results}

Compared with random sampling (Multimedia Appendix 1), the filtering algorithm increased the frequency of presentation of core-construct questions in a day. For instance, when using random sampling, certain items such as sleep satisfaction are repeated at the expense of other variables of interest (eg, internal factors). Although with random sampling a question is prompted on more days (approximately 75% vs approximately 33%), the questions are repeated only twice (median frequency) on a given day. This presentation is insufficient to study within-day changes in slopes when we need at least three observations. The filtering algorithm ensures that on days when questions are presented, they are repeated 4 times (median frequency) a day. Later, we validate this algorithm against the real-world data from our main study participants (Multimedia Appendix 2).

\textbf{TIME Study Main Trial Participants and Recruitment}

Participants were eligible for the TIME Study main trial if they (1) owned an Android smartphone running Android version ≥6.0 as their only personal mobile phone with no intention to switch to a non-Android smartphone, (2) did not wear a smartwatch already, (3) were aged 18-29 years and living in the United States, (4) were currently engaged in recommended levels of PA (or intended to within the next 12 months) [55], (5) spoke and read English, (6) resided in an area with Wi-Fi connectivity, (7) did not have any physical or cognitive limitations that prevented participation, and (8) were able wear a smartwatch and answer real-time smartphone and smartwatch surveys. All study procedures were approved by the institutional review board at the University of Southern California (USC; HS-18-00605). Participants were recruited using several strategies: (1) sending emails to individuals enrolled in the Happiness & Health Study, a USC longitudinal cohort study of young adults [56]; (2) posting flyers in the greater Los Angeles metropolitan area; (3) purchasing web and social media advertisements; (4) sending emails to addresses on file from other institutional review board–approved USC studies; and (5) contacting participants identified using ResearchMatch [57]. As of June 2021, 246 participants had been enrolled, among whom 81 (32.9%) had completed at least 6 months of data collection from their respective start dates (Table 3). We recruited 246 participants who received a smartwatch after the initial run-in period. This sample size was determined based on the objectives of the main TIME Study protocol (Wang, S, unpublished data, January 2022). The μEMA substudy was added (Figure 3) for exploratory purposes.
Table 3. Participant demographic survey for those who had completed 6 months as of June 2021 (N=81).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>21.7 (2.4)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>45 (55)</td>
</tr>
<tr>
<td>Female</td>
<td>36 (45)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>51 (63)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>30 (37)</td>
</tr>
<tr>
<td><strong>Race</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>41 (54)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>35 (46)</td>
</tr>
<tr>
<td>Black</td>
<td>7 (9)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>5 (7)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>12 (15)</td>
</tr>
<tr>
<td>Some college</td>
<td>47 (58)</td>
</tr>
<tr>
<td>College graduate</td>
<td>22 (27)</td>
</tr>
<tr>
<td><strong>Work status</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>36 (45)</td>
</tr>
<tr>
<td>Out of work</td>
<td>16 (20)</td>
</tr>
<tr>
<td>Student</td>
<td>53 (66)</td>
</tr>
<tr>
<td>Unable to work</td>
<td>4 (5)</td>
</tr>
</tbody>
</table>

^Participants could select >1 answer option from American Indian or Alaska Native, Hawaiian or Pacific Islander, Black or African American, White, Asian, Unknown, and Would prefer not to answer.

^Participants could select >1 answer option; for example, “Student” and “Employed.”

**Study Procedures**

Because of COVID-19 restrictions on in-person recruitment for human subjects research, all participant recruitment and onboarding was conducted remotely. After screening, research staff individually met with each participant remotely (through Zoom) to obtain informed consent. Staff then guided the participants through the TIME app installation on their personal smartphones. Researchers then observed EMA burst compliance for the first 4-day EMA burst (ie, run-in period) during the next 2 weeks. If the compliance for the run-in period was <8 surveys per day on all days, the participants were withdrawn from the study. Otherwise, they could continue in the study and were mailed a smartwatch (Fossil Gen 4 or Gen 5 model). Once the participants received the smartwatch, a staff member scheduled a second remote orientation session with the participant to guide them through the TIME smartwatch setup. Expectations for smartwatch wear (including wearing it during sleep), charging it, and answering µEMA questions were explained. Participants were instructed that to remain compliant they should wear the smartwatch for 23 hours a day and charge it every day. They were also instructed to wear the smartwatch while sleeping. For µEMA prompting, participants were instructed as follows:

“You will be prompted on the smartwatch with single questions of the type Are you walking right now? Yes | Sort of | No. These questions will take only 2-4 seconds to respond to—just like checking time on the smartwatch. There may be up to six such question prompts in an hour, on average, and the frequency of question prompts may vary at different times of your waking day. All the smartwatch questions will be outside of the 4-day smartphone survey burst periods. Each watch prompt will wait for up to 20 seconds for you to respond; if the question is not answered within 20 seconds, the question may disappear from the watch. Unlike phone surveys, watch questions are not re-prompted.”

After the smartwatch orientation, participants could use the smartwatch as they deemed fit (if it did not interfere with TIME app functionality), while answering µEMA questions when they appeared. Participants receive US $20 per month for wearing the smartwatch for 23 hours on at least 24 days of the month. Participants could earn up to an additional US $80 per month for EMA burst compliance (Wang, S, unpublished data, January 2022). In addition, if at the end of the study, participants have >50% compliance with µEMA, they were able to keep the...
smartwatch as their personal device. However, no monthly or regular compensation was provided for μEMA compliance. Participants do not receive feedback on their μEMA compliance, and their withdrawal from the study does not depend on μEMA compliance.

**Response Behavior Measures**

We measure compliance rate, completion rate, undo rate, and validation rate to characterize participant response behavior when answering μEMA questions.

**Compliance Rate**

Compliance rate is measured as the percentage of μEMA questions answered out of all the scheduled questions, including those not prompted because of the device being turned off or in DND mode.

\[
\text{Compliance rate (\%)} = \frac{\text{#Questions answered}}{\text{#Questions scheduled}} \times 100
\]

**Completion Rate**

Completion rate is measured as the percentage of μEMA questions answered out of all the delivered questions, excluding those not prompted because of the device being turned off or in DND mode.

\[
\text{Completion rate (\%)} = \frac{\text{#Questions answered}}{\text{#Questions delivered}} \times 100
\]

**Undo Rate**

Undo rate is measured as the total number of μEMA questions answered when the Undo? option was selected after providing an initial answer.

\[
\text{Undo rate (\%)} = \frac{\text{#Undo count}}{\text{#Questions answered}} \times 100
\]

**Validation Rate**

Validation rate is measured as the percentage of μEMA validation questions answered correctly out of all the validation questions answered.

\[
\text{Validation rate (\%)} = \frac{\text{#Validation correctly answered}}{\text{#Validation answered}} \times 100
\]

**Results**

**Compliance, Completion, and Validation Rates**

Overall, the compliance rate (n=81 at ≥ 6 months) for μEMA was 67.7% (SD 13.7%) and the completion rate was 80.23% (SD 13.3%). The μEMA validation rate for the participants (n=81) was 92.9% (SD 23.7%)—indicating that they were paying attention to the μEMA question content and not carelessly tapping to dismiss them.

**Response Behavior**

Table 4 presents a summary of the response behavior. We also verified the filter-based question-selection algorithm’s performance against the real-world data from 2% (2/81) of the study participants who completed 6 months in the study (Multimedia Appendix 2). We found that no core-construct question was asked more than its maximum allowable number of times. In addition, the median number of times a core-construct question was asked more than its maximum allowable number of times. In addition, the median number of times a core-construct question was asked was consistent with our simulation results (Multimedia Appendix 1).

Table 4. Main study microinteraction ecological momentary assessment (μEMA) response behavior for participants completing 6 months as of June 2021 (N=81).

<table>
<thead>
<tr>
<th>Values</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>μEMA days, n</td>
<td>13,415</td>
</tr>
<tr>
<td>Expected μEMA questions, n</td>
<td>790,388</td>
</tr>
<tr>
<td>Delivered μEMA questions, n, %</td>
<td>662,397 (83.81)</td>
</tr>
<tr>
<td>Answered μEMA questions, n, %</td>
<td>535,430 (80.83)</td>
</tr>
<tr>
<td>Mean daily μEMA compliance rate, % (SD)</td>
<td>67.6 (24.4)</td>
</tr>
<tr>
<td>Mean daily μEMA completion rate, % (SD)</td>
<td>78.5 (22.2)</td>
</tr>
<tr>
<td>Mean participant μEMA compliance rate, % (SD)</td>
<td>67.4 (13.7)</td>
</tr>
<tr>
<td>Mean participant μEMA completion rate, % (SD)</td>
<td>80.2 (13.3)</td>
</tr>
<tr>
<td>Mean μEMA response time, seconds (SD)</td>
<td>4.8 (1.4)</td>
</tr>
<tr>
<td>Total μEMA undos (% of total μEMA questions answered)</td>
<td>22,202 (4.2)</td>
</tr>
<tr>
<td>Mean μEMA question validation rate, % (SD)</td>
<td>92.9 (23.7)</td>
</tr>
</tbody>
</table>

**Discussion**

Our work with μEMA demonstrates that the technique may enable temporally dense ILD collection with manageable burden to support longitudinal studies or interventions, although some limitations of this work will require further investigation.

**Summary and Strengths**

Traditional mobile phone–based EMA can lead to interruption and response burden. To prevent this burden, researchers often compromise on the temporal density of prompts (ie, by prompting less frequently) and reduce the number of questions or constructs being measured. Complementary forms of EMA are needed where both the researchers’ needs for comprehensive...
understanding of health behaviors and users’ concern for burden are taken into account. μEMA provides such an opportunity, where the quick microinteractions not only make it less burdensome for the users to answer questions on the smartwatch, but also enable data gathering at a higher temporal density.

The TIME μEMA substudy combines smartphone-based EMA with low-burden μEMA on a smartwatch to gather real-time self-report data from naturalistic settings using the personal smartphones of participants. Participants are encouraged to use their smartphone and the loaned smartwatch normally with only a few limitations (ie, avoiding apps that interfere with TIME app functionality, such as fitness trackers). Participants are incentivized to wear the smartwatch, but they can pause smartwatch survey prompting as needed. Participants are not directly compensated for high μEMA compliance, although they are told that they can keep the smartwatch if they have >50% μEMA compliance at the end of 1 year. μEMA compliance, by contrast, is reinforced with an explicit and compliance-contingent reward provided at regular monthly intervals.

Our preliminary results from the pilot and ongoing TIME μEMA substudy show that despite a high interruption rate, μEMA could be sustainable for gathering self-report data longitudinally. Controlled filtering of μEMA questions enables measurement of a comprehensive set of behaviors repeatedly during waking hours. The validation questions make it possible to identify careless responding on both μEMA and smartphone-based EMA.

The TIME μEMA substudy can be used to assess the utility and sustainability of μEMA. Comparing response rates with the qualitative data from the exit interviews, for example, suggests that μEMA can be used to gather temporally dense self-report information. In addition, passively collected data on wrist motion (using accelerometers) and location (using GPS) may help explore contextual factors that affect μEMA compliance. The filtering-based μEMA question-selection algorithm may be used to capture diurnal patterns of different constructs during waking hours. These diurnal patterns could be used to explore (1) different clusters of individuals who have similar diurnal patterns for variables of interest [58] and (2) how similar, or different, diurnal patterns are that were captured using μEMA versus those captured using EMA. With 4 prompts per hour (or 70 prompts for an 18-hour wake period), μEMA may enable denser measurement than EMA. Combined with passive sensing, μEMA may support study of diurnal patterns, which might be compared with EMA at the end of the day.

Overall, the purpose of μEMA is not to replace traditional EMA but to complement it. The TIME Study’s μEMA substudy protocol provides an opportunity to explore how small amounts of information gathered at high frequency can help us learn about health behavior change and maintenance, even as constructs related to behavior change deviate by the hour. Beyond observation studies, TIME Study data could enable exploration of the viability of μEMA for longitudinal interventions (eg, just-in-time adaptive interventions), where self-report on many different behaviors may be required. For instance, when optimizing mobile health interventions as part of microrandomized trials [59], μEMA may provide a low-burden self-report interface that can gather information about behaviors that sensors cannot measure yet (eg, fatigue, procrastination, and pain), especially when such measurements are needed in close time intervals (eg, within an hour) and across changing contexts.

Limitations and Opportunities

There will be several limitations of the TIME μEMA substudy that will provide opportunities for future research. Findings about the μEMA methodology may not generalize to other population age groups because the main protocol is designed to study health behavior adoption and maintenance in young adults (age 18-29 years). There has been an increased interest in exploring the acceptance of wearable technologies in older adults [60-62], youth [63], and children [64] and more research is needed to explore the acceptance of μEMA as a data collection method for both longitudinal observational and intervention studies with these demographic groups. As μEMA is deployed on a wearable smartwatch, our data collection excludes participants who may not be allowed to wear, or be comfortable wearing, the smartwatch during work hours; in some professions, answering μEMA or EMA surveys may not be appropriate (eg, professions that require being in intensive care units, using cleanrooms, extended driving, operating heavy machinery, and working in construction).

We had to restrict our data collection to Android users because our research app used advanced sensor capabilities not programmatically available on iOS devices; thus, the TIME μEMA substudy excludes iOS users. Nevertheless, we observed more demographic diversity in the Android users who participated in our screening surveys (of the 746 participants, 393, 52.7%, were women; 372, 49.9%, were White; 216, 28.9%, were Asian; 119, 15.9%, were Black; and 184, 24.6%, were Hispanic; 630, 84.5%, engage in PA) versus the iOS users (of the 395 participants, 296, 75.1%, were women; 177, 44.9%, were White; 99, 25.1%, were Asian; 71, 17.8%, were Black, and 130, 32.9% were Hispanic; 365, 92.4%, engage in PA). We have no reason to believe that the platform itself would affect μEMA response patterns.

Although μEMA may keep burden more manageable than EMA despite intensive prompting, each question provides a limited answer set (Yes, Sort of, and No) that may be less sensitive to construct variance than mobile phone–based EMAs with more response options. Yet, with a median of ≥4 measurements per construct within a day (Multimedia Appendix 1), μEMA provides opportunities to use mixed effects location scale models to study changes in variances and slopes of different constructs [65,66]. This also provides opportunities to explore approaches beyond multilevel models, for instance, using dynamic Bayesian networks [67,68] or temporal networks [69,70] to build individual-specific models.

Unlike EMA, where multiple questions are asked back to back, thus allowing for the simultaneous comparison of different behaviors, μEMA presents only 1 question at a time to ensure that each prompt can be responded to as a microinteraction. Therefore, different construct measurements are spread throughout waking hours at different times. Although this approach does not allow for testing concurrent associations.
among constructs, there are alternative ways of exploring temporally lagged associations of different μEMA measures (eg, Granger Causality [71]).

Conclusions
The TIME μEMA substudy provides an opportunity to explore a new method of collecting temporally dense self-report data. Although EMA provides information on temporal dynamics of behavior, the burden of accessing the mobile phone, unlocking it, and then answering multiple complex questions compromises engagement. In this formative research, we explored the feasibility of using μEMA to measure multiple constructs in an ILD study. When deploying μEMA, each prompt is a cognitively simple single question that can be answered with a quick glanceable microinteraction with an always-accessible smartwatch. Because of this simplicity, μEMA permits a higher interruption rate than EMA without a corresponding increase in perceived burden. The TIME Study is the first ILD study to deploy μEMA for an entire year; thus, it could provide insights on methodological properties of μEMA—especially the ability to sustain participant engagement. Data from the study could be used to study what influences μEMA compliance, what can be learned about an individual’s behavior using μEMA, and how μEMA might be used along with EMA and passive sensors to richly characterize human behavior, especially how it may change throughout the day in response to rapidly changing contexts.
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Abstract

Background: Computed tomography pulmonary angiography (CTPA) is frequently used in the emergency department (ED) for the diagnosis of pulmonary embolism (PE), while posing risk for contrast-induced nephropathy and radiation-induced malignancy.

Objective: We aimed to create an automated process to calculate the Wells score for pulmonary embolism for patients in the ED, which could potentially reduce unnecessary CTPA testing.

Methods: We designed an automated process using electronic health records data elements, including using a combinatorial keyword search method to query free-text fields, and calculated automated Wells scores for a sample of all adult ED encounters that resulted in a CTPA study for PE at 2 tertiary care hospitals in New York, over a 2-month period. To validate the automated process, the scores were compared to those derived from a 2-clinician chart review.

Results: A total of 202 ED encounters resulted in a completed CTPA to form the retrospective study cohort. Patients classified as “PE likely” by the automated process (126/202, 62%) had a PE prevalence of 15.9%, whereas those classified as “PE unlikely” (76/202, 38%; Wells score >4) had a PE prevalence of 7.9%. With respect to classification of the patient as “PE likely,” the automated process achieved an accuracy of 92.1% when compared with the chart review, with sensitivity, specificity, positive predictive value, and negative predictive value of 93%, 90.5%, 94.4%, and 88.2%, respectively.

Conclusions: This was a successful development and validation of an automated process using electronic health records data elements, including free-text fields, to classify risk for PE in ED visits.

(Keywords: health informatics; pulmonary embolism; electronic health record; quality improvement; clinical decision support systems)

Introduction

Computed tomography pulmonary angiography (CTPA) is the gold standard test for diagnosing patients with pulmonary embolism (PE), a potentially deadly condition that often presents with nonspecific signs and symptoms [1,2]. Fast, sensitive, and specific, CTPA use has rapidly proliferated since it supplanted ventilation-perfusion scanning for the diagnosis of PE in the 1990s [3,4]. While CTPA testing is widely available and easy to perform, its utility must be weighed against harm from ionizing radiation and intravenous contrast. Potential harm from CTPA includes a 14% risk of contrast-induced nephropathy and lifetime radiation-induced malignancy risk as high as 2.76% [5,6].

Clinical prediction rules, such as the Wells criteria for pulmonary embolism, or the Wells score, have been developed and widely validated to assist providers with the decision to perform CTPA [7]. By estimating pretest probability and
recommending CTPA only when suspicion is appropriately high, the use of such tools can reduce the number of tests performed without missing diagnoses of PE [8]. The incorporation of prediction rules into electronic health record (EHR) systems as clinical decision support (CDS) has been shown in multiple studies to significantly improve CTPA yield by 30% to 98% [9-11]. However, acceptance of CDS varies among physicians as CDS use is viewed as time-consuming [12]. At our institution, although users of a CDS tool incorporating the Wells score had CTPA yields of 38% higher than nonusers, the tool was dismissed in 65% of the cases [13]. Rather than requiring burdensome review of fragmented clinical data [14-16] and manual input of score components by providers, a CDS tool that presents a Wells score automatically calculated from existing EHR data could improve efficiency and usability and thereby tool acceptance [17,18].

Previous analysis of the Wells score concluded that it is less amenable to automatic calculation due to the inclusion of variables that either require clinical gestalt (PE as or more likely than alternative diagnosis) or are likely to be embedded in unstructured data (clinical signs and symptoms of deep venous thrombosis [DVT] and hemoptysis) [19]. Yet, using narrow definitions of the Wells score components based only on structured data can lead to decreased sensitivity for relevant clinical documentation [17]. The objective of our study was to design an automated process that incorporates information from unstructured data, and to validate its accuracy.

Methods

Study Setting and Design

This retrospective cohort study of emergency department (ED) encounters took place at 2 academic tertiary-care hospitals in New York. The study included all consecutive adult ED visits during the months of May and June of 2019 where a CTPA was performed to evaluate for PE. CTPA studies carried out for other indications, for example aortic dissection, were excluded. Patient demographic and clinical characteristics not part of the Wells Score were not collected. The study was approved by the institutional review board as minimal-risk research using data collected for routine clinical practice and the requirement for informed consent was waived. Data were collected from the enterprise EHR (Sunrise Clinical Manager, Allscripts, Chicago, IL, U.S.) reporting database.

Automatic Score Design

We designed the automated process for the Wells score calculation with usability for an ED-based CDS tool as our goal. The process was therefore limited to only information in each encounter that was recorded prior to the CTPA order. We incorporated all 7 components of the Wells score, which are clinical signs and symptoms of DVT (3 points), PE being as or more likely than other diagnoses (clinical gestalt, 3 points), heart rate greater than 100 beats per minute (1.5 points), immobilization for at least 3 days or surgery in the prior 4 weeks (1.5 points), previous objectively diagnosed PE or DVT (1.5 points), hemoptysis (1 point), and active malignancy (with treatment within 6 months or palliative, 1 point).

Clinical signs and symptoms consistent with DVT or hemoptysis were taken from the chief complaint fields of the ED nurse triage note. This note is completed on patient arrival, before assessment by a provider, and includes both free text and discrete options for documentation of chief complaint. By combining a list of anatomic terms describing parts of the lower extremity, such as “leg” or “thigh,” terms of laterality, and prefix and suffix descriptors, such as “pain in” or “edema” (Textbox 1), we generated a list of 192 search phrases (Table S1 in Multimedia Appendix 1) for the signs and symptoms of DVT component of the Wells score. The list included common abbreviations referring to the lower extremity, such as “LE,” and included indicators of laterality. A similar list of 7 phrases describing hemoptysis (“hemoptysis,” “coughing blood,” “coughing up blood,” “blood-tinged sputum,” “bloody sputum,” “blood in sputum,” and “blood in phlegm”) was created. These lists were supplemented with phrasing encountered during a preliminary review of ED nurse triage notes and ED provider notes from encounters with CTPA in a period prior to our period of study.
Textbox 1. Terms used in combination to generate list of key phrases indicating signs and symptoms of deep venous thrombosis.

<table>
<thead>
<tr>
<th>List of anatomic terms describing parts of the lower extremity</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Prefix descriptors</td>
</tr>
<tr>
<td>• edema to</td>
</tr>
<tr>
<td>• swollen</td>
</tr>
<tr>
<td>• pain in</td>
</tr>
<tr>
<td>• Indicators of laterality</td>
</tr>
<tr>
<td>• bilateral</td>
</tr>
<tr>
<td>• b/l</td>
</tr>
<tr>
<td>• bl</td>
</tr>
<tr>
<td>• right</td>
</tr>
<tr>
<td>• left</td>
</tr>
<tr>
<td>• L</td>
</tr>
<tr>
<td>• R</td>
</tr>
<tr>
<td>• Anatomic terms</td>
</tr>
<tr>
<td>• LE</td>
</tr>
<tr>
<td>• lower extremity</td>
</tr>
<tr>
<td>• leg</td>
</tr>
<tr>
<td>• lower leg</td>
</tr>
<tr>
<td>• thigh</td>
</tr>
<tr>
<td>• calf</td>
</tr>
<tr>
<td>• Suffix descriptors</td>
</tr>
<tr>
<td>• swelling</td>
</tr>
<tr>
<td>• swollen</td>
</tr>
<tr>
<td>• edema</td>
</tr>
<tr>
<td>• pain</td>
</tr>
<tr>
<td>• discomfort</td>
</tr>
</tbody>
</table>

We assumed 3 points for clinical gestalt for all encounters, assuming high concern for PE by the provider as a CTPA was performed. The remaining 4 components of the score were derived from structured data. For the heart rate criterion, the maximum value prior to the CTPA order was extracted, and 1.5 points were given if greater than 100. For the immobilization criterion, the EHR was queried for any intensive care unit stays and operative notes (specifying use of general anesthesia) within the preceding 30 days, as well as International Classification of Disease (ICD)-10 codes corresponding to quadriplegia. For history of PE/DVT, the problem list in Sunrise was queried for relevant ICD codes (for PE: ICD-9 codes 415.1, 415.11, 415.12, 415.13, 415.19, V12.55; ICD-10 code I26.99; and for DVT: ICD-9 codes 453.4-453.9, V12.51; ICD-10 code I82.409). For active malignancy, the Sunrise problem list was similarly queried for ICD-10 codes corresponding to a malignancy diagnostic group. The query was limited to problem list items documented prior to the index CTPA order. Once all score components became available, each encounter was classified as “PE likely” (Wells score greater than 4) or “PE unlikely” (Wells score less than or equal to 4) based on the two-tier model of risk stratification.

Chart Review
A 2-reviewer manual chart review was conducted to validate the automatically derived Wells scores. A review process and standardized data collection sheet were first designed by the senior investigator and were trialed by 2 clinician-investigators (NZ and PR) in a preliminary review using data from a period prior to our period of study. In this preliminary review, the data collection process was refined and standardized. Subsequently, 2 investigators independently reviewed data from the study period. The review of each chart included the entirety of available data, including vital signs, laboratory values, radiology reports, problem list, and nurse and provider notes. Clinician notes were reviewed if they were linked to the patient encounter even if documentation was completed after CTPA order. It was assumed that the provider would have been aware of all findings.
documented in the history and physical exam before CTPA order. Three points were given for clinical gestalt in all cases. During the review, D-dimer ordering and the results of the CTPA (whether positive for PE) were also noted. Interreviewer agreement was measured by comparing risk classifications for encounters based on the Wells score using the Cohen kappa coefficient. Discrepancies were resolved by consensus.

**Measures and Data Analysis**

The automated Wells score components based on the queries designed as above were then compared to manually derived score components as the gold standard to arrive at sensitivity and specificity data for each component, as well as sensitivity, specificity, positive predictive value, and negative predictive value with respect to risk classification based on the two-tier model. Positive and negative predictive values for the automatic score were also calculated with regards to risk stratification as “PE likely,” as this category is recommended to proceed directly to CTPA. For the lower risk category, a D-dimer is recommended to be performed first, and if normal, to stop further PE evaluation. To assess the ability of the automated score to stratify risk, we calculated the CTPA yield for each automated risk category. CTPA yield was calculated as the number of PE diagnoses divided by the number of CTPA exams.

**Results**

**Prevalence of PE and Score Components**

A total of 202 ED encounters resulted in a completed CTPA to form the retrospective study cohort. There was a high interreviewer agreement with a Cohen kappa 0.93. Based on chart review of CTPA results, the overall prevalence of PE was 12.9% (26/202 encounters). Patients classified as “PE unlikely” by the automated Wells score had a PE prevalence of 7.9% (6/74 encounters), whereas those classified as “PE likely” had a PE prevalence of 15.9% (20/128 encounters). This compares to 8.1% (6/74) and 15.6% (20/128) based on chart review. By chart review, the prevalence of positive Wells score components ranged from 3.5% (7/202) for hemoptysis to 44% (87/202) for tachycardia.

**Sensitivity of the Automated Process**

Of these components, the sensitivity of the automated process ranged from 54% (15/28) for signs and symptoms of DVT, to 100% (87/87) for pulse greater than 100. Of the 13 instances where signs and symptoms of DVT were missed by the automated process (out of the 28 found by chart review), 1 was due to a description not covered by our search strategy and 12 were due to descriptions not being present in the “Chief Complaint” field of the ED nurse triage note, but only in the “History of Present Illness” or “Physical Exam” field of the ED provider note (Table S2 in Multimedia Appendix 1). Moreover, 7 out of 22 instances of immobility were only described in the “History of Present Illness” fields of ED provider notes and not captured in intensive care unit stays, operative notes, or quadriplegia diagnoses.

**Specificity of the Automated Process**

False positive rates were low across all automated score components, ranging from 0% (0/180) for immobility to 5.2% (8/155) for active malignancy, corresponding to specificities of 94.8% to 100%. Several false positive findings of diagnoses of PE/DVT or active malignancy were due to erroneous entries in the problem list for the former, and inactive, past diagnoses for the latter. For all individual score components, excluding clinical gestalt, which was assumed positive in all cases, overall accuracy was 96% (1163/1212).
Overall Performance of the Automated Process

With respect to classification of the patient as “PE likely,” the automated process achieved an accuracy of 92.1% (186 correct classifications out of 202 encounters) when compared to chart review, with sensitivity of 93% (119/128) and specificity of 90% (67/74) (Table 2 and Table 3). Positive predictive value was 94.4% (119/126), and negative predictive value was 88% (67/76). Out of a total of 202 patient encounters, there were 16 (7.9%) instances where there was discrepancy between automated and manual classifications. Moreover, 9 false negatives included 5 where signs and symptoms of DVT were present but not mentioned in the ED nurse triage note, 2 where history of PE was not documented in the problem list but was described by the ED provider note, and 2 where patients had recent surgeries described in notes but were not captured by operative notes in the EHR. In addition, 7 false positives included 3 where a search phrase was present in the ED nurse triage note but was preceded by words of negation, 3 due to erroneous entries of PE or DVT in the EHR problem list, and 1 due to an erroneous pulse entry.

Table 2. Performance of the automated risk classifications—confusion matrix.

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>Formula</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>(119 + 67) / (119 + 7 + 9 + 67)</td>
<td>92.1%</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>119 / (119 + 9)</td>
<td>93.0%</td>
</tr>
<tr>
<td>Specificity</td>
<td>67 / (67 + 7)</td>
<td>90.5%</td>
</tr>
<tr>
<td>Positive predictive value</td>
<td>119 / (119 + 7)</td>
<td>94.4%</td>
</tr>
<tr>
<td>Negative predictive value</td>
<td>67 / (67 + 9)</td>
<td>88.2%</td>
</tr>
</tbody>
</table>

Table 3. Automated process performance measures.

Guideline Concordance

Based on the automated process, 151 of 202 CTPA orders were guideline concordant, resulting in a concordance rate of 74.8%, compared to 153 of 202 (75.7%) based on chart review. Of the 76 cases classified as “PE unlikely” by the automated Wells score, 28 (37%) had a D-dimer ordered, with 25 (33%) resulting above the upper limit of normal. The 3 cases (1.5%) where D-dimer was within normal range and the 48 cases (24%) where no D-dimer was ordered prior to CTPA were considered nonguideline concordant.

Discussion

Principal Findings

In this study we created an automated process to calculate Wells score with the aim of improving CDS tool usability and evaluating provider guideline concordance. We found that our process was 96% accurate with respect to individual instances of score components, and 92% accurate with respect to risk classification when compared to a manual chart review standard. The process achieved high positive predictive value (94.4%) while preserving negative predictive value (88%). To address 2 important score components that tend to reside outside of structured EHR elements (signs and symptoms of DVT and hemoptysis), we designed an innovative key phrase search method that made use of free-text fields in notes without requiring advanced natural language processing (NLP) techniques. The automated score was able to stratify risk within ED encounters where CPTA was performed, with cases classified as “PE likely” having a CTPA yield that is double the yield of cases classified as “PE unlikely.”

Significant prior work has been carried out for the automated calculation of clinical risk prediction scores using EHR data. Much success has been achieved for scores whose variables can be exclusively derived from structured data, such as CURB-65 (confusion, uremia, respiratory rate, BP, age ≥65 years) for pneumonia severity [20], CHADS2-VASc (congestive heart failure, hypertension, age ≥75 years, diabetes mellitus, stroke, vascular disease, age 65-74 years, sex category [female]) for stroke risk [21], PESI (pulmonary embolism severity index) for PE severity [22], SOFA (sequential organ failure assessment) in sepsis [23], and the Padua prediction score for risk of venous thromboembolism [16,24]. These studies in general found very high degrees of accuracy when compared to scores derived manually, with near perfect accuracy with regards to scalar variables such as vital signs or laboratory values. Certain isolated areas of lower sensitivity and specificity are related to the incompleteness of administrative and EHR databases of diagnoses—a well-recognized issue [24,25]—as well as the temporality of EHR-documented diagnoses, due to the accumulation of resolved, inactive medical problems and incomplete documentation of recent, acute ones. For example, Navar-Boggan et al [20] found lower specificity for active stroke risk factors in the CHA2DS2-VASc score due to detection of historical, resolved diagnoses, and Pavon et al [15] found lower sensitivity for active cancer, infection, myocardial infarction, and stroke diagnoses for the Padua score due to election of only using items from the “Admitting Diagnoses” list. The issue of
temporality also affected the active malignancy component of our automatic score, which resulted in 8 false positives due to the detection of inactive, resolved cancer. Using EHR problem list diagnoses relies on their accuracy, which may introduce error [18], as it did in our score when false positive history of PE or DVT were introduced by erroneous entries, although the false positive rate was very low (2.9%).

More challenging is the extraction of information necessary for variable components more likely to be found in unstructured data, such as signs and symptoms of DVT in our study. Significant work has been carried out to address this issue, with Grouin et al [26] using NLP techniques to extract criteria for the CHA2DS2-VASc score from clinical notes, including negation and speculation handling, achieving an accuracy of 97.6% for score components and 85.7% for scores. Deleger et al [27] similarly used NLP techniques to extract data from ED physician notes and incorporated structured lab values to calculate an automated pediatric appendicitis score. The automated score achieved a sensitivity of 86.9% and positive predictive value of 86.3% when compared to manual chart review. Without the option to implement advanced NLP techniques on EHR data in real time, we devised a less complex and more transparent search strategy using a list of phrases generated from combinations of terms used to describe signs and symptoms of DVT and hemoptysis. With the additional constraint of being only applied to EHR documentation present prior to ED CTPA ordering, our process achieved sensitivity, specificity, and overall accuracy of 54%, 98%, and 90.6% percent for signs and symptoms of DVT, and 86%, 99%, and 96.5% for hemoptysis when compared to chart review.

While our automated process shows remarkable promise for use in CDS for CTPA ordering for PE, given its high accuracy and positive and negative predictive values, it also reveals the limits of automated information retrieval. False positives and negatives are likely to occur when applied to hundreds of cases, and the automated process is naive regarding information not documented in its targeted fields. Therefore, in addition to further refining our automated process, the practical limitations of its information retrieval may be better remedied with a hybrid approach combining automated variables that are captured with high accuracy and manual input variables, as suggested by Pavon et al [15] in their study of automated Padua scores for venous thromboembolism risk classification. Additionally, inaccuracies in information retrieval need to be checked by human knowledge. After the clinician interviews and examines the patient, he or she is likely to have gathered pertinent information not captured by the EHR, information that can rectify false positives and false negatives presented by automated information retrieval. Ideally, a CDS tool incorporating the automated Wells score should also display the source of each extracted element to create transparency and enable validation by the human user.

Limitations
Our study has several limitations. We did not study ED encounters where PE may have been considered as a diagnosis but CTPA was ultimately not performed; therefore we do not know the performance of our score in such patients. Our study was retrospective in nature, relying on manual chart review to establish a standard against which our automatic score was compared. Although our chart review was thorough, it likely represents an imperfect standard due to likely incomplete documentation of information available to the provider at the time of CTPA ordering. Our study was performed using data from 2 urban tertiary care hospitals within a single New York health care system, using Allscripts Sunrise EHR, and may not be generalizable to other settings.

Conclusions
We successfully designed and validated an automated process to calculate a Wells criteria score for PE to risk-stratify patients prior to CTPA. Our study achieved high accuracy as well as positive and negative predictive values, demonstrating its potential for use in augmenting CDS tools with automated information retrieval. When implemented in a CDS tool, our score could serve as the foundation for a hybrid approach combining automated prepopulation of variables with the option for manual input by the provider. Our method was novel in using a keyword search strategy using a list of phrases formed from combinations of terms used to describe signs and symptoms of DVT, applied to existing EHR notes prior to CTPA ordering.
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Abstract

Background: Since the 2008 advent of the smartphone, more than 180 billion copies of apps have been downloaded from Apple App Store, with more than 2.6 million apps available for Android and 2.2 million apps available for iOS. Many violence prevention and response apps have been developed as part of this app proliferation.

Objective: This study aims to evaluate the prevalence and quality of freely available mobile phone apps targeting intimate partner violence (IPV) and sexual violence (SV) prevention and response.

Methods: We conducted a systematic search of violence prevention and response mobile phone apps freely available in Apple App Store (iOS; March 2016) and Google Play Store (Android; July 2016). Search terms included violence prevention, sexual assault, domestic violence, intimate partner violence, sexual violence, forensic nursing, wife abuse, and rape. Apps were included for review if they were freely available, were available in English, and had a primary purpose of prevention of or response to SV or IPV regardless of app target end users.

Results: Using the Mobile Application Rating Scale (MARS), we evaluated a total of 132 unique apps. The majority of included apps had a primary purpose of sharing information or resources. Included apps were of low-to-moderate quality, with the overall subjective quality mean for the reviewed apps being 2.65 (95% CI 2.58-2.72). Quality scores for each of the 5 MARS categories ranged from 2.80 (engagement) to 4.75 (functionality). An incidental but important finding of our review was the difficulty in searching for apps and the plethora of nonrelated apps that appear when searching for keywords such as “rape” and “domestic violence” that may be harmful to people seeking help.

Conclusions: Although there are a variety of mobile apps available designed to provide information or other services related to SV and IPV, they range greatly in quality. They are also challenging to find, given the current infrastructure of app store searches, keyword prioritization, and highlighting based on user rating. It is important for providers to be aware of these resources and be knowledgeable about how to review and recommend mobile phone apps to patients, when appropriate.

(JMIR Form Res 2022;6(2):e28959) doi:10.2196/28959
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Introduction

Both sexual violence (SV) and intimate partner violence (IPV) continue to be major public health problems in the United States and worldwide. Every 68 seconds, a US resident is sexually assaulted [1]. In the 2015 National Intimate Partner and Sexual Violence Survey, 1 in 3 (33%) people reported experiencing lifetime physical violence or SV [2]. When psychological abuse is considered, the numbers are closer to 1 in 2 (50%) people. Rates are often higher in lesbian, gay, bisexual, transgender, and queer (LGBTQ) populations, with 50% of transgender people, 61% of bisexual women, 44% of lesbian women, 37% of bisexual men, and 26% of gay men reporting an experience of IPV in their lifetime [3,4].

Documented direct and indirect health outcomes linked to IPV and SV include physical, mental, and sexual health sequelae. In addition to physical injury, these types of violence are associated with chronic stress, chronic immune system activation, and inflammation [5]; accelerated cellular aging [6]; and cardiovascular disease risk [7]. Depression, acute stress disorder, and posttraumatic stress disorder are common comorbidities [8]. IPV and SV are also associated with substance use, alcohol use, and sexual risk taking, all of which are documented risk factors for HIV and other sexually transmitted infections. In addition, experience of SV and IPV is associated with diminished control over sexual and reproductive health decisions [9], unplanned pregnancies, preterm labor, low-birthweight babies, and maternal morbidity and mortality [10].

Although rates of SV and IPV have remained relatively stable over the past decade, the ways that people access and gather information have changed. Social media and other mobile apps are most people’s preferred source of information [11]. Smartphones are ubiquitous among adolescents and young adults, with 98% of Generation Z owning a smartphone [12]—overlapping with those at highest risk for sexual assault ages 12-34 years [13]. As researchers and clinicians working on SV and IPV, we recognized this shift toward internet- and smartphone-available information was imminent in our field. For example, in 2012, early media reports of the UAskDC app garnered attention, showing that these spaces were being utilized and that information in apps could be vetted in partnership with reputable health and advocacy service providers [14-16].

The UAskDC app effectively curated the many disparate resources from each higher education campus Title IX and student affairs office, and health, advocacy, and criminal justice services across the District of Columbia into 1 place. The app provides more accurate and trauma-informed information than a Google search for “rape” or “sexual assault” and “District of Columbia” would, and the platform allows for rapid updates. Resource sharing apps, such as UAskDC, are focused on secondary and tertiary prevention—connecting a survivor to resources for safety and health. These community-specific apps, while designed for potential survivors/patients, are also an invaluable resource for health care providers, friends, and family members who may be trying to direct a patient or loved one to appropriate resources. Because most health care providers are not experts in IPV or SV, receiving an average of only 1-5 hours of training in these topics during their preclicensing training [17], resources used by health systems (eg, handouts, apps, and websites) become heavily-relied-upon sources of information. Therefore, it is of utmost importance that the quality of these apps be known and maintained to achieve their goals.

Although IPV and SV prevention and response apps are widely available, the literature focused on these apps remains limited. Of the studies including IPV- or SV-related apps, most examined apps that were directed at college-aged women offering resources for use during or after SV to support safety and decision making [18-21], while 2 were directed toward education in recognition and prevention of child sexual abuse and trafficking [22,23]. Overall, these studies found potential for IPV- or SV-related apps to educate users about prevention, recognition, harm reduction, safety measures, and resources for victims of IPV or SV [18-23].

Perhaps the most documented IPV app in the literature is MyPlan [24]. MyPlan draws on elements of social cognitive and decision-making theories through self-monitoring, social support, and priority setting [25]. MyPlan further integrates safety-planning strategies and tools used by IPV advocates for decades [26,27]. This app allows survivors to evaluate their relationship and safety while designing a plan tailored to their individual needs and simultaneously receiving resources with embedded links. It allows survivors to return to their plan and review and update information over time to coincide with changes within their abusive relationship. In prospective clinical trials, MyPlan and its precursor, the computer-based decision aid Internet Resource for Information and Safety (IRIS), both found improvements in decisional conflict, use of relationship safety strategies, and ending unsafe relationships [28-30].

Given the proliferation of apps and our prior experience developing and testing a mobile app for IPV and SV response, we are aware of the multiple challenges with app dissemination and maintenance [20]. Therefore, this paper aims to determine the prevalence and quality of freely available mobile smartphone apps that include a primary goal of addressing prevention and response. A secondary aim was to determine priority recommendations for health care providers interested in integrating mobile apps within patient care.

Methods

Study Design

We conducted a search of Apple App Store (March 2016) and Google Play Store (July 2016) using the following search terms: violence prevention, sexual assault, domestic violence, intimate partner violence, sexual violence, forensic nursing, wife abuse, and rape. Complete lists of results were downloaded to Microsoft Excel for review. SV and IPV apps were included in this analysis as they both commonly co-occur (approximately 18% of women and 8% of men report lifetime intimate partner sexual violence [31]) and are commonly addressed by services that are colocated or multipurpose (eg, a community’s IPV shelter also provides rape crisis accompaniment services to health care facilities).
Titles were reviewed by a member of the study team to determine whether inclusion criteria were met. When the title was unclear, they continued to the next step, which was review of the app’s general information available in the publisher’s app store without downloading the app. For apps that clearly met the inclusion criteria or in which it was unclear from the information available in the app store Information section, we continued to the final step: full review via download of the app to a mobile phone or tablet.

Inclusion criteria for our analysis were (1) available in English, (2) free version available, and (3) directed toward 1 of the following audiences: the general public at risk for SV or IPV, people who have experienced IPV or SV, or health or advocacy providers who work with people who experience violence.

**App Review**

Apps were reviewed for quality using the Mobile Application Rating Scale (MARS) [32]. Since its initial publication in 2015, MARS has been used to evaluate the quality of smartphone apps on a wide range of health-related topics. These include health promotion topics, such as fitness [33], nutrition and weight management [34-36], mental health [37], and mindfulness [38], as well as self-management of medical conditions, such as diabetes [39], sleep disorders [40], pain management [41], heart failure [42], and asthma [43].

For this analysis, modifications to MARS were made to ensure fit for the SV and IPV content area. These included using “sexual or intimate partner violence” to fill in the content areas for the target health behavior in the Perceived Impact of Health Behavior Change section, including instructions for categorizing violence advocacy and service agencies when addressing the item on credibility, and adding features that we knew to be potentially common or relevant to the goals of violence-specific apps (eg, Global Positioning System [GPS], linking to service providers, emergency exit features). Our full data collection instrument is available in Multimedia Appendix 1.

All data were entered into an internet-based survey form, which also collected date and time information as well as which research team member was entering the data. At the search onset, the team selected 4 apps to all independently review and discuss during a team meeting to create shared definitions and consistency within the team. Subsequently, each app was reviewed by 1 team member with consultation to the team, as needed. Apple platform apps were reviewed between April 2016 and September 2016, and Google platform apps were reviewed between October 2017 and February 2018.

**Data Analysis**

Descriptive analyses were completed to summarize the apps reviewed. Mean scores were calculated for each of the MARS categories (engagement, functionality, aesthetics, information, and subjective quality). Individual item frequencies and proportions were also calculated for nonscale items. Data were analyzed using SPSS Statistics version 25 (IBM Corp.) [44]. App classification data were recoded by consensus of 2 of the team members (authors JCA and LR) to better summarize results and due to the large number of “Other” responses in some categories (initial \( n=38, 28.8\% \) for focus area; \( n=14, 10.6\% \) for theoretical background/strategies) based on the initial use of MARS with minor modifications.

**Results**

**Search Results**

In our initial searches, 978 unique apps were identified from Apple App Store and 1043 from Google Play Store. Of the app titles screened, 835 (85.4\%) Apple apps and 894 (85.7\%) Google apps were excluded (see Figure 1 for the search flow diagram), resulting in 143 (14.6\%) Apple apps and 149 (14.3\%) Google apps for store description abstract information review. Following this step, 65 (45.5\%) Apple and 85 (57\%) Google apps met the inclusion criteria and remained for full analysis. Of these 150, 18 (12\%) apps appeared in both app stores, and duplicates were removed from the list, resulting in 132 (86\%) apps in the final analysis.

**Figure 1.** Flow diagram of the app search and inclusion process. IPV: intimate partner violence; SV: sexual violence.
Although it was not an aim of this project, an additional important finding came to light during the app store search process. Unlike typical search engines (e.g., Google) or research databases (e.g., PubMed), Boolean operators ("and," "or") do not work when searching in app stores. Searching in app stores is heavily reliant on developer tagging of titles and keywords, ratings and reviews from other users, and advertising/marketing monies spent to promote apps [45,46]. Because of how these search functions work, searching for the word "rape" in Apple App Store brings up hundreds of results for voice changer and rap music apps (presumably because of the similar spelling of "rape" and "rap"). Searching for sexual assault, synonymous but more formal terminology, in the same Apple App Store brings up only a fraction of the results and far more that are designed for SV providers, advocates, prevention, and response. These differences in search strategies and logic have important implications for providers who may be recommending use of apps to individuals they work with.

**Descriptives**

Table 1 summarizes the apps’ targeted age groups, features, focus areas, behavior change strategies, and organizational affiliations. Over three-quarters (101/132, 76.4%) of the apps focused on resource or information sharing, with at least 10% of apps focusing on each of the following: IPV (37/132, 28%), crisis intervention or mental health (29/132, 22.2%), sexual assault (18/132, 13.6%), relationship conflict/health (17/132, 12.9%), and peer support (15/132, 11.4%). Apps primarily targeted adults (87/132, 65.9%), young adults (36/132, 27.3%), or no specific age group (31/132, 23.5%). In addition, 1 in 3 (45/132, 34.1%) apps was affiliated with a nonprofit or nongovernment agency and 1 in 4 (36/132, 27.3%) with a government agency. Nearly 1 in 5 (26/132, 19.7%) apps had developers or content that did not allow their affiliation to be determined. The most common features or functions observed in the reviewed apps included requiring internet service to operate (21/132, 15.9%), location or GPS services (20/132, 15.2%), and emergency exit/panic features (17/132, 12.9%); however, these were still only present in 13-20 (10%-15%) apps. Additional functions, such as logins, passwords, and reminders, were each present in a minority of apps. Apps overwhelmingly used information and education as a behavior change (104/132, 78.8%), with safety monitoring/tracking (15/132, 11.4%) and goal setting/safety planning (14/132, 10.6%), each following with approximately 1-10 (0.7%-7.6%) apps using these strategies.
<table>
<thead>
<tr>
<th>Category</th>
<th>Apps, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>App focus areas</strong></td>
<td></td>
</tr>
<tr>
<td>Resource or information sharing</td>
<td>100 (76.4)</td>
</tr>
<tr>
<td>IPV</td>
<td>37 (28.0)</td>
</tr>
<tr>
<td>Crisis intervention/mental health</td>
<td>29 (22.2)</td>
</tr>
<tr>
<td>Sexual assault</td>
<td>18 (13.6)</td>
</tr>
<tr>
<td>Relationship conflict/health</td>
<td>17 (12.9)</td>
</tr>
<tr>
<td>Peer support</td>
<td>15 (11.4)</td>
</tr>
<tr>
<td>General violence risk</td>
<td>9 (6.8)</td>
</tr>
<tr>
<td>Behavior change</td>
<td>6 (4.5)</td>
</tr>
<tr>
<td>Goal setting</td>
<td>6 (4.5)</td>
</tr>
<tr>
<td>Physical health</td>
<td>3 (2.3)</td>
</tr>
<tr>
<td>Safety planning</td>
<td>24 (18.2)</td>
</tr>
<tr>
<td>Entertainment</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>Education</td>
<td>4 (3.2)</td>
</tr>
<tr>
<td>Legal</td>
<td>2 (1.6)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.6)</td>
</tr>
<tr>
<td><strong>Target age groups</strong></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>31 (23.5)</td>
</tr>
<tr>
<td>Adults</td>
<td>87 (65.9)</td>
</tr>
<tr>
<td>Young adults</td>
<td>36 (27.3)</td>
</tr>
<tr>
<td>Teens</td>
<td>13 (9.8)</td>
</tr>
<tr>
<td>Children (&lt;12 years)</td>
<td>2 (1.5)</td>
</tr>
<tr>
<td><strong>Affiliations</strong></td>
<td></td>
</tr>
<tr>
<td>Nongovernment organization/nonprofit</td>
<td>45 (34.1)</td>
</tr>
<tr>
<td>Government organization</td>
<td>36 (27.3)</td>
</tr>
<tr>
<td>Unknown</td>
<td>26 (19.7)</td>
</tr>
<tr>
<td>University/educational organization</td>
<td>13 (9.8)</td>
</tr>
<tr>
<td>Commercial organization</td>
<td>6 (4.5)</td>
</tr>
<tr>
<td>Health care organization</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td><strong>App features or functions</strong></td>
<td></td>
</tr>
<tr>
<td>Web required</td>
<td>21 (15.9)</td>
</tr>
<tr>
<td>Location services</td>
<td>20 (15.2)</td>
</tr>
<tr>
<td>Panic/exit</td>
<td>17 (12.9)</td>
</tr>
<tr>
<td>Social media sharing</td>
<td>9 (6.8)</td>
</tr>
<tr>
<td>Login</td>
<td>8 (6.1)</td>
</tr>
<tr>
<td>Password</td>
<td>7 (5.3)</td>
</tr>
<tr>
<td>Reminders</td>
<td>6 (4.5)</td>
</tr>
<tr>
<td>Integration with phone (eg, calendar or reminders)</td>
<td>2 (1.5)</td>
</tr>
<tr>
<td>App community</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td><strong>App theoretical background/intervention strategies</strong></td>
<td></td>
</tr>
<tr>
<td>Information/education</td>
<td>104 (78.8)</td>
</tr>
<tr>
<td>Category</td>
<td>Apps, n (%)</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Safety monitoring/tracking</td>
<td>15 (11.4)</td>
</tr>
<tr>
<td>Goal setting/safety planning</td>
<td>14 (10.6)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (9.1)</td>
</tr>
<tr>
<td>Location tracking</td>
<td>10 (7.6)</td>
</tr>
<tr>
<td>Decision making</td>
<td>8 (6.1)</td>
</tr>
<tr>
<td>Feedback</td>
<td>3 (2.3)</td>
</tr>
<tr>
<td>Assessment</td>
<td>2 (1.5)</td>
</tr>
</tbody>
</table>

*aCategories are not mutually exclusive.

*bIPV: intimate partner violence.

**App Quality**

MARS classifies app quality into 5 categories: engagement, functionality, aesthetics, information, and overall subjective quality. The scale also includes a sixth domain of questions related to the perceived potential impact of an app on behavior change. App mean quality scores in this study ranged from 2.80 (engagement) to 4.75 (functionality), and the app perceived potential impact mean score was 3.02 (95% CI 2.84-3.20). The overall subjective quality mean for the reviewed apps was 2.65 (95% CI 2.58-2.72). The individual item means ranged from 1.08 (evidence base) to 4.15 (quantity of information), both items being within the information domain. Tables 2 and 3 summarize category and individual item scores for the reviewed apps.
Table 2. Mobile Application Rating Scale (MARS) app quality subscale ratings.

<table>
<thead>
<tr>
<th>MARS section</th>
<th>Mean (SD)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Engagement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>2.08 (0.676)</td>
<td>1.96-2.20</td>
</tr>
<tr>
<td>Entertainment</td>
<td>1.94 (0.935)</td>
<td>1.78-2.11</td>
</tr>
<tr>
<td>Interest</td>
<td>2.14 (1.077)</td>
<td>1.95-2.33</td>
</tr>
<tr>
<td>Customization</td>
<td>1.56 (0.981)</td>
<td>1.39-1.74</td>
</tr>
<tr>
<td>Interactivity</td>
<td>1.54 (0.896)</td>
<td>1.38-1.70</td>
</tr>
<tr>
<td>Target group</td>
<td>3.26 (0.734)</td>
<td>3.13-3.39</td>
</tr>
<tr>
<td><strong>Functionality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>3.73 (0.957)</td>
<td>3.57-3.90</td>
</tr>
<tr>
<td>Performance</td>
<td>3.45 (1.163)</td>
<td>3.25-3.66</td>
</tr>
<tr>
<td>Ease of use</td>
<td>3.95 (0.847)</td>
<td>3.80-4.10</td>
</tr>
<tr>
<td>Navigation</td>
<td>3.95 (0.932)</td>
<td>3.79-4.12</td>
</tr>
<tr>
<td>Gestural design</td>
<td>3.98 (0.704)</td>
<td>3.85-4.10</td>
</tr>
<tr>
<td><strong>Aesthetics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>3.38 (0.757)</td>
<td>3.25-3.52</td>
</tr>
<tr>
<td>Layout</td>
<td>3.83 (0.853)</td>
<td>3.68-3.98</td>
</tr>
<tr>
<td>Graphics</td>
<td>3.32 (0.829)</td>
<td>3.17-3.47</td>
</tr>
<tr>
<td>Visual appeal</td>
<td>3.08 (0.771)</td>
<td>2.94-3.22</td>
</tr>
<tr>
<td><strong>Information</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>2.71 (0.731)</td>
<td>2.58-2.84</td>
</tr>
<tr>
<td>Accuracy of description</td>
<td>3.74 (1.023)</td>
<td>3.56-3.92</td>
</tr>
<tr>
<td>Goals</td>
<td>2.15 (1.628)</td>
<td>1.86-2.44</td>
</tr>
<tr>
<td>Quality of information</td>
<td>4.02 (1.402)</td>
<td>3.76-4.27</td>
</tr>
<tr>
<td>Quantity of information</td>
<td>4.15 (1.186)</td>
<td>3.92-4.38</td>
</tr>
<tr>
<td>Visual information</td>
<td>1.7 (1.453)</td>
<td>1.44-1.96</td>
</tr>
<tr>
<td>Credibility</td>
<td>2.94 (1.148)</td>
<td>2.74-3.15</td>
</tr>
<tr>
<td>Evidence base</td>
<td>1.08 (0.302)</td>
<td>1.03-1.13</td>
</tr>
</tbody>
</table>
been trained in or possess. Notably, we believe the most skill set that violence advocates and health care providers have platforms disseminate content to users and are not necessarily Marketing and sharing are key variables in how app-sharing dissemination in violence prevention and response work [20,47].

1 key area of their usefulness and 1 challenge in their marketed, downloaded, and shared among networks highlight a range of 1 to >21,000). These variations in how apps are listed (median user rating across rated apps was 4.20; however, Of the 132 included apps, 104 (78.8%) had at least 1 rating the number of times an app was rated and the current app rating. the MARS subscales, the tool does include collecting data on accessible and engaging for users. Although not part of any of additional technology hurdles to overcome regarding maintenance of the infrastructure and content in ways that are accessible and engaging for users. Although not part of any of the MARS subscales, the tool does include collecting data on the number of times an app was rated and the current app rating. Of the 132 included apps, 104 (78.8%) had at least 1 rating listed (median user rating across rated apps was 4.20; however, the median number of user ratings across rated apps was 2, with a range of 1 to >21,000). These variations in how apps are marketed, downloaded, and shared among networks highlight 1 key area of their usefulness and 1 challenge in their dissemination in violence prevention and response work [20,47]. Marketing and sharing are key variables in how app-sharing platforms disseminate content to users and are not necessarily a skill set that violence advocates and health care providers have been trained in or possess. Notably, we believe the most concerning finding of this search was incidental. We were disturbed during the search process at the juxtaposition of violence prevention and response apps with zombie-killing games (any search including the term “violence”), dating sims (“intimate”), and the aforementioned voice changer app (when searching “rape”). The potential for retraumatization of our patients if they search these app stores looking for appropriate resources is high.

**Recommendations for Health Care Providers**
Clinicians caring for patients after sexual or physical violence interested in sharing a mobile app–based resource with their patient population should treat any app similar to any other resource. The resource should be vetted by the health care team patient population should treat any app similar to any other resource. The resource should be vetted by the health care team before adoption. As things in the mobile app industry change at an ever-increasing pace, any recommended app should routinely be reviewed to ensure it is still up to date and has not gone defunct. Several of the apps we identified in the initial search were not available by the time we returned to review them (see Figure 1). Clinicians interested in providing mobile app resources to their patients experiencing IPV or SV should consider reidentifying a few select mobile app resources and sharing them directly with interested patients via a QR code or direct link to prevent patients from searching the app stores on their own. This would reduce the potential for retraumatization related to inappropriate or unexpected results of a search of the major app stores. Alternatively, if the patient allows or prefers, providers could search for and download the app directly onto the patient’s phone or device on their behalf.

Clinicians interested in developing and launching a mobile health app for their target population should consider using or adopting an existing tool versus creating a new one. The costs of developing and maintaining an app must be weighed against the other services that could be rendered with those funds. There are costs associated with creation and design, as well as costs

### Table 3. Mobile Application Rating Scale (MARS) app subjective quality ratings and perceived impact scores.

<table>
<thead>
<tr>
<th>Subjective quality and perceived impact items</th>
<th>Mean (SD)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subjective quality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall score</td>
<td>2.65 (0.398)</td>
<td>2.58-2.72</td>
</tr>
<tr>
<td>Would you recommend this app to people who might benefit from it?</td>
<td>3.37 (1.147)</td>
<td>3.16-3.57</td>
</tr>
<tr>
<td>How many times do you think you would use this app in the next 12 months if it was relevant to you?</td>
<td>1.62 (0.778)</td>
<td>1.48-1.76</td>
</tr>
<tr>
<td>What is your overall star rating of the app?</td>
<td>3.06 (0.905)</td>
<td>2.90-3.22</td>
</tr>
<tr>
<td><strong>Perceived impact</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall score</td>
<td>3.02 (1.005)</td>
<td>2.84-3.20</td>
</tr>
<tr>
<td>Awareness: This app is likely to increase awareness of the importance of sexual assault and IPV².</td>
<td>2.97 (1.101)</td>
<td>2.77-3.16</td>
</tr>
<tr>
<td>Knowledge: This app is likely to increase knowledge/understanding of sexual assault and IPV.</td>
<td>2.96 (1.165)</td>
<td>2.75-3.17</td>
</tr>
<tr>
<td>Attitudes: This app is likely to change attitudes toward improving sexual assault and IPV.</td>
<td>3.34 (1.043)</td>
<td>3.15-3.52</td>
</tr>
<tr>
<td>Intention to change: This app is likely to increase intentions/motivation to address sexual assault and IPV.</td>
<td>3.11 (1.061)</td>
<td>2.92-3.30</td>
</tr>
<tr>
<td>Help seeking: Use of this app is likely to encourage further help seeking for sexual assault and IPV (if it is required).</td>
<td>2.73 (1.188)</td>
<td>2.52-2.94</td>
</tr>
<tr>
<td>Behavior change: Use of this app is likely to increase/decrease sexual assault and IPV (of their sequelae).</td>
<td>3.10 (1.032)</td>
<td>2.91-3.28</td>
</tr>
</tbody>
</table>

¹IPV: intimate partner violence.

### Discussion

**Principal Findings**

Despite reviewing over 100 freely available, English language mobile apps targeted at SV and IPV prevention and response, the overall quality was average. There were few apps that we ourselves as experienced forensic examiners would use as clinicians or recommend to our patients after a physical or sexual assault. We recognize the limitations of a dated search in a rapidly evolving mobile app space. However, our primary findings related to (1) identifying relevant apps and (2) high-quality evidence-based apps remain salient.

The focus of the apps was largely on education and information sharing. Although individuals are spending more time on mobile phones, if the focus is largely on education and information sharing, we fear that these apps will not be successful in meeting their desired goal. As with any health promotion and prevention content, mobile app content must be regularly reviewed, and updated for accuracy—and the mobile app platform adds additional technology hurdles to overcome regarding maintaining the infrastructure and content in ways that are accessible and engaging for users. Although not part of any of the MARS subscales, the tool does include collecting data on the number of times an app was rated and the current app rating. Of the 132 included apps, 104 (78.8%) had at least 1 rating listed (median user rating across rated apps was 4.20; however, the median number of user ratings across rated apps was 2, with a range of 1 to >21,000). These variations in how apps are marketed, downloaded, and shared among networks highlight 1 key area of their usefulness and 1 challenge in their dissemination in violence prevention and response work [20,47]. Trends in how apps are marketed, downloaded, and shared among networks highlight 1 key area of their usefulness and 1 challenge in their dissemination in violence prevention and response work [20,47].

Marketing and sharing are key variables in how app-sharing platforms disseminate content to users and are not necessarily a skill set that violence advocates and health care providers have been trained in or possess. Notably, we believe the most

https://formative.jmir.org/2022/2/e28959 JMIR Form Res 2022 | vol. 6 | iss. 2 | e28959 | p.633 (page number not for citation purposes)
to publish an app on each individual platform and maintenance costs to ensure the app remains relevant [48]. One piece of data that may have supported this in our analysis was the large number of apps that were initially found in our title searches but were not able to be relocated by the time we undertook our full analysis. There are multiple reasons that apps are removed from app stores. Primary reasons are related to apps not being compatible with current hardware or software requirements. As technology moves extraordinarily rapidly, maintaining apps requires diligent attention to these requirements to stay current. Our results were also consistent with a 2016 examination of the turnover of mental health apps, which found that in approximately a 6-month period, there was a 50% turnover (eg, apps were found on the initial search and not found on subsequent searches) in search results on the Android platform, whereas in iOS, approximately 90% of apps remained in the app store throughout the entire 9-month study period [49].

Recommendations for Research

Few of the apps included had any scholarship or evidence associated with their effectiveness. It is difficult to recommend an app for use in a clinical setting when there is no evidence related to whether it achieves its stated goals. Many of the apps were targeted at information sharing; something as simple as a test-retest knowledge assessment would provide at least basic data regarding whether the app is effective in increasing knowledge. There is also a precedent for evaluating mobile apps in their target population as well as with relevant service providers [20,21,29,50-54].

As we discovered during our analysis, MARS may not be the best tool for evaluating violence prevention and response apps. Although we adapted the tool for our use, we would recommend further adjustments in the future. For example, several of the features noted anecdotally may be worth formally evaluating (eg, how and when GPS is integrated into the app, the presence of an “emergency exit” button). It would also be prudent to assess and understand the limits of data confidentiality, as GPS can be used by apps to assist people in help seeking but also by IPV perpetrators to track their victims. We also did not further adapt MARS for items such as whether the apps used a trauma-informed approach [55]. Factors that may make an app useful to a provider or patient who has experienced violence, such as whether it is designed with trauma-informed principles in mind (eg, the information not only correct but also written using language that is nonjudgmental and easily understandable during a traumatic situation), are not currently captured in MARS and would be beneficial to include in future work on violence and trauma-related mobile apps.

There is also the continued difficulty of many apps placing the onus of violence prevention on the potential victim. Many apps are dependent on a potential victim taking a precautionary behavior: downloading the app, setting up a network, and holding a button on an app down until they are “safe.” These types of interventions perpetuate victim blaming, both blaming by others and self-blaming. Blaming is a form of retraumatization, which is in direct conflict with providing trauma-informed care [55].

Limitations

Mobile apps and the mobile space are changing rapidly. The amount of time people spend on mobile apps increased by 35% in 2019 [12]. Unfortunately, health care research has historically moved at a much slower pace, and conducting a systematic search and analysis took an incredible investment of time. Based on our own data, by the time these data exist in the world, many of the included apps will likely no longer be accessible to the public, demonstrating the incredibly fast nature of how mobile apps come and go compared to how research is conducted. Conducting a search of a constantly changing medium required adjustment to traditional methods. We were unable to evenly divide up the apps for review due to device and platform availability at our respective institutions.

Additional limitations of this review included both the limitations inherent to the MARS tool and specifically its usefulness as a tool for evaluating violence apps. Although MARS standardizes language (eg, “This app is likely to increase awareness of the importance of address [insert target health behavior]), this still requires a reviewer to make numerous subjective decisions and assumptions. MARS also does not contain violence-specific content. This presented challenges in completely evaluating the aspects of apps that violence victims, survivors, or providers may find most important.

A final significant limitation is the often overlapping yet distinct needs of the people who interact with violence apps. Providers, friends, family, and survivors may all benefit from rapid collated access to local service information, but survivors may additionally want, need, or benefit from specific guided planning and resources. Providers or friends and family using an app to assist a patient or loved one may instead find the most benefit from tailored educational information and trauma-informed response information [19,56]. Although we broadly included all apps for these audiences in our search and analysis, we did not collect data to determine which apps appeared to specify which target audiences.

Conclusion

In assessing freely available smartphone apps related to SV and IPV prevention or response, we note first the incredible amount of information that one needs to sift through before even getting to relevant apps. Over 2000 titles were assessed, including first-person shooter games and voice changer apps. Once narrowed to the 132 relevant and included apps, we must highlight that despite the number of apps in this space, the lack of quality and evidence base leaves much work to be done. As with any other item in our toolbox as health care providers and advocates, apps are 1 tool and will likely be most useful when implemented in the correct settings and with the appropriate knowledge, training, and skill sets.
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Abstract

Background: Early surveillance to prevent the spread of influenza is a major public health concern. If there is an association of influenza epidemics with mobile app data, it may be possible to forecast influenza earlier and more easily.

Objective: We aimed to assess the relationship between seasonal influenza and the frequency of mobile app use among children in Osaka Prefecture, Japan.

Methods: This was a retrospective observational study that was performed over a three-year period from January 2017 to December 2019. Using a linear regression model, we calculated the R\textsuperscript{2} value of the regression model to evaluate the relationship between the number of “fever” events selected in the mobile app and the number of influenza patients ≤14 years of age. We conducted three-fold cross-validation using data from two years as the training data set and the data of the remaining year as the test data set to evaluate the validity of the regression model. And we calculated Spearman correlation coefficients between the calculated number of influenza patients estimated using the regression model and the number of influenza patients, limited to the period from December to April when influenza is prevalent in Japan.

Results: We included 29,392 mobile app users. The R\textsuperscript{2} value for the linear regression model was 0.944, and the adjusted R\textsuperscript{2} value was 0.915. The mean Spearman correlation coefficient for the three regression models was 0.804. During the influenza season (December–April), the Spearman correlation coefficient between the number of influenza patients and the calculated number estimated using the linear regression model was 0.946 (P<.001).

Conclusions: In this study, the number of times that mobile apps were used was positively associated with the number of influenza patients. In particular, there was a good association of the number of influenza patients with the number of “fever” events selected in the mobile app during the influenza epidemic season.

(JMIR Form Res 2022;6(2):e31131) doi:10.2196/31131
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**Introduction**

Influenza can still spread in recent years and can cause death, especially in the elderly and infants. In addition, the spread of influenza not only harms people’s health but also has a significant social and economic impact due to absenteeism and missed work. Therefore, early surveillance to prevent the spread of influenza is a major public health concern. However, traditional infectious disease reports require 10 days to 2 weeks. Various early surveillance models using absenteeism records [1-3], pharmacy drug sales [4,5], and visits to emergency departments [6,7] have been studied. In recent years, there have also been early prediction models for influenza using Internet search engine data [3,8-12]. In Japan, based on the Infectious Disease Control Law, patients with influenza are reported by medical institutions to public health centers, and the public health departments of each prefecture announce the results. However, such traditional surveillance of infectious diseases is associated with high costs and considerable time from data collection to publication. Thus, we have previously revealed the relationship between telephone triage service data and the number of infectious disease patients in Osaka Prefecture, Japan [12,13].

In 2015, we developed a self-triage mobile app for the residents of Osaka Prefecture that determines the urgency of symptoms in children with sudden illness or injury and guides them to ambulances and appropriate medical institutions based on the urgency of their symptoms. The profile of users of this self-triage app has been revealed in detail [14]. This mobile app has been available for free download from Google Play and the App Store in Japan since 2016, and by the end of 2019, it had been downloaded 23,732 times and used a total of 63,230 times. If the relationship between the frequency of mobile app use and the number of influenza patients can be clarified and a prediction model can be structured, it may be possible to forecast influenza earlier and more easily. While traditional infectious disease reports actually require 10 days to 2 weeks, syndromic surveillance with mobile app data allows aggregation and forecasting to be done programmatically, enabling low-cost, real-time forecasting. The purpose of this study was to assess the relationship between seasonal influenza and the frequency of mobile app use among children in Osaka Prefecture, Japan.

**Methods**

**Study Design, Population, and Setting**

This was a retrospective observational study during a three-year period from January 2017 to December 2019. Osaka Prefecture has the largest urban area in western Japan, with an area of 1905.14 km², a population of 8.8 million, and 1.09 million children of ≤14 years of age [15]. In this study, we included cases in which the child’s parents or guardians used the mobile app in Osaka Prefecture. Informed consent was obtained from the mobile app users at the time of mobile app use. This study was approved by the ethics committee of the Osaka University Graduate School of Medicine (approval no. 20313). This manuscript was written based on the STROBE statement (strengthening the reporting of observational studies in epidemiology) [16].

**Outpatient Surveillance of Influenza-Like Illness in Japan**

The Infectious Disease Surveillance Program in Japan, initiated in 1981, formed the basis for influenza surveillance for outpatients [17,18]. This program was revised and updated to its present form following the revision of the Infectious Disease Control Law in 1999 [17-20]. The system is currently called the National Epidemiological Surveillance for Infectious Diseases, which includes a mandatory reporting system for nationally notifiable diseases and sentinel surveillance systems for various types of infectious diseases [21].

Influenza falls under the sentinel surveillance arm of the program. Weekly numbers of influenza patients have been reported to local health centers from 5000 medical institutions nationwide. Sentinel sites were designated according to their geographic distribution, type of medical institution (clinic or hospital), and population density. These sentinels use the following criteria for reporting influenza-like illness (ILI): (1) sudden onset of illness, (2) fever >38°C, (3) symptoms of upper respiratory inflammation, and (4) systemic symptoms such as general fatigue. A case is considered to meet the reporting criteria if the patient meets all symptoms from (1) to (4) or at least one of the symptoms in combination with a positive rapid diagnostic test [19]. Sentinel sites report the age group and sex of patients on a weekly basis. The report does not include personal information (e.g., names or addresses). This information is transferred from local health centers to the prefectoral government, where it is aggregated into a prefectoral report. The report is then forwarded to the National Institute of Infectious Diseases in Tokyo, which is affiliated with the Ministry of Health, Labor and Welfare. Within Osaka Prefecture, 300 medical institutions report influenza patients to 10 local health centers [22]. In this study, the main endpoint was the weekly number of influenza patients in Osaka Prefecture. These data were acquired from the website of the Information Center of Infectious Diseases in Osaka Prefecture [22].

**Mobile App for Emergency Pediatric Patients**

The details of the mobile self-triage app that was used in this study have been described previously [14]. First, the age and sex of the children were selected in this mobile app. Next, the user selects either “sickness” or “injury, poisoning, foreign substances, and others.” When either of these is selected, the list of chief complaints shown is displayed in the mobile app, and the user selects the relevant chief complaint. For example, if “fever” is selected, relevant signs and symptoms with high urgency, such as “fever of ≥41°C,” are displayed in the app. If none of these are selected, relevant signs and symptoms with moderate urgency, such as “decreased urine volume,” are displayed in the app. If none of them apply, the related signs and symptoms corresponding to “low urgency” are further displayed, and the urgency is determined based on the selected signs and symptoms. The app provides emergency medical services, such as the ability to call an ambulance or telephone triage center and information on available hospitals and clinics. Based on the judgment of urgency. If there is another chief
Results

From 2017 to 2019, the mobile app was used a total of 59,375 times; 29,392 (49.5%) of these uses occurred in Osaka Prefecture. On the other hand, the number of influenza patients ≤14 years of age in the same period was 188,590 (Multimedia Appendix 2). Table 1 shows the characteristics of the subjects in this study. The median age was 1 year (IQR 0-3 years), and the most frequent age group was infants with 17,401 (59.2%) uses, followed by toddlers with 8999 (30.6%) uses. A total of 15,387 (52.4%) subjects were male, 13,788 (46.9%) were female, and 217 (0.7%) were of unknown sex. The mobile app was used 6453 (22.0%) times in 2017, 10,724 (36.5%) times in 2018, and 12,215 (41.6%) times in 2019. By season, the mobile app was used 6142 (20.9%) times in winter, 7714 (26.2%) times in spring, 7673 (26.1%) times in summer, and 7863 (26.8%) times in autumn. The region in which the app was most frequently used was Osaka City (13,570 times, 46.2%), and the region in which the app was used the least was the Mishima area (1156 times, 3.9%). The chief complaint most frequently selected on the mobile app was “fever” (14,777 times, 39.1%), followed by “cough” (2592 times, 6.9%) and “head and neck injury” (2523 times, 6.7%).

Figure 1 shows the weekly number of influenza patients ≤14 years of age and the weekly number of times that “fever” was selected in the mobile app. Figure 2 shows the weekly number of influenza patients ≤14 years of age and the calculated number of influenza patients ≤14 years of age estimated using the linear regression model. The red line shows the weekly number of influenza patients; the yellow line shows the number of times that “fever” was selected per week in the mobile app, and the blue line shows the calculated number of influenza patients ≤14 years of age estimated using the linear regression model. The regression coefficient of the weekly number of times that “fever” was selected in the mobile app was 2.977 (95% CI 0.680-5.314). The R² for the linear regression model was 0.944, and the adjusted R² value was 0.915. Spearman correlation coefficient between the number of influenza patients and the calculated number estimated using the regression model was 0.946. There was a significant interaction between influenza season and the number of times “fever” was selected in the mobile app (regression coefficient 5.873, 95% CI 2.521 to 9.226).

Table 2 shows the result of subgroup analysis by age group. The regression coefficient of the weekly number of times that “fever” was selected in the mobile app was 0.955 (95% CI –0.045 to 1.954) in infants and toddlers, 12.684 (95% CI 6.880 to 18.487) in kids, and 4.609 (95% CI –0.730 to 9.949) in teenagers, respectively.

Statistical Analysis

Using a linear regression model, we calculated the R² value of the regression model to evaluate the relationship between the number of “fever” events selected in the mobile app and the number of influenza patients ≤14 years of age. We also calculated the Spearman correlation coefficient between the number of influenza patients and the calculated number of influenza patients ≤14 years of age, the adjusted R² value, and the P value. The age groups were classified as follows: infants and toddlers (0-4 years), kids (5-9 years), and teenagers (10-14 years). The seasons were categorized as winter (January-March), spring (April-June), summer (July-September), and autumn (October-December). Then, we evaluated the interaction between influenza season (December-April) and the number of “fever” events selected in the mobile app. In addition, to assess the regression model in a smaller area, we divided Osaka Prefecture into eight regions (Toyono, Mishima, North-Kawachi, Middle-Kawachi, South-Kawachi, Sakai, Senshu, and Osaka City) (Multimedia Appendix 1). The eight regions were classified based on the medical care plan of the Osaka Prefectural Government [23]. Finally, we calculated Spearman correlation coefficients between the calculated number of influenza patients estimated using the regression model and the number of influenza patients, limited to the period from December to April, when influenza is prevalent in Japan. P values of <.05 were considered to indicate statistical significance. All statistical analyses were performed using SPSS version 23.0J (IBM Corp).
Table 1. Demographic and clinical characteristics (N=29,392).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age(^a) (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Infants and toddlers (0-4)</td>
<td>25,279 (86.0)</td>
</tr>
<tr>
<td>Kids (5-9)</td>
<td>3032 (10.3)</td>
</tr>
<tr>
<td>Teenagers (10-14)</td>
<td>1081 (3.7)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>15,387 (52.4)</td>
</tr>
<tr>
<td>Female</td>
<td>13,788 (46.9)</td>
</tr>
<tr>
<td>Unknown</td>
<td>217 (0.7)</td>
</tr>
<tr>
<td><strong>Time of telephone consultation and triage, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Daytime (9:00 to 17:59)</td>
<td>11,818 (40.2)</td>
</tr>
<tr>
<td>Nighttime (18:00 to 8:59)</td>
<td>17,574 (59.8)</td>
</tr>
<tr>
<td><strong>Year, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>6453 (22.0)</td>
</tr>
<tr>
<td>2018</td>
<td>10,724 (36.5)</td>
</tr>
<tr>
<td>2019</td>
<td>12,215 (41.6)</td>
</tr>
<tr>
<td><strong>Season, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Winter (January to March)</td>
<td>6142 (20.9)</td>
</tr>
<tr>
<td>Spring (April to June)</td>
<td>7714 (26.2)</td>
</tr>
<tr>
<td>Summer (July to September)</td>
<td>7673 (26.1)</td>
</tr>
<tr>
<td>Autumn (October to December)</td>
<td>7863 (26.8)</td>
</tr>
<tr>
<td><strong>Area, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Osaka City Area</td>
<td>13,570 (46.2)</td>
</tr>
<tr>
<td>Middle-Kawachi Area</td>
<td>3071 (10.4)</td>
</tr>
<tr>
<td>Toyono Area</td>
<td>2893 (9.8)</td>
</tr>
<tr>
<td>Sakai Area</td>
<td>2546 (8.7)</td>
</tr>
<tr>
<td>Senshu Area</td>
<td>2315 (7.9)</td>
</tr>
<tr>
<td>North-Kawachi Area</td>
<td>2097 (7.1)</td>
</tr>
<tr>
<td>South-Kawachi Area</td>
<td>1744 (5.9)</td>
</tr>
<tr>
<td>Mishima Area</td>
<td>1156 (3.9)</td>
</tr>
<tr>
<td><strong>Selected chief complaint in the mobile app, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>14,777 (39.1)</td>
</tr>
<tr>
<td>Cough</td>
<td>2592 (6.9)</td>
</tr>
<tr>
<td>Head and Neck Injury</td>
<td>2523 (6.7)</td>
</tr>
<tr>
<td>Nausea/Vomiting</td>
<td>2222 (5.9)</td>
</tr>
<tr>
<td>Convulsion</td>
<td>1635 (4.3)</td>
</tr>
<tr>
<td>Nasal Discharge</td>
<td>1571 (4.2)</td>
</tr>
<tr>
<td>Rash</td>
<td>1431 (3.8)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>1321 (3.5)</td>
</tr>
<tr>
<td>Face and extremities injury</td>
<td>995 (2.6)</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>886 (2.3)</td>
</tr>
<tr>
<td>Other</td>
<td>7882 (20.8)</td>
</tr>
</tbody>
</table>
The median age was 1 year, with an IQR of 0 to 3 years.

**Figure 1.** The weekly number of influenza patients and that of telephone triage counts due to “fever”.

**Figure 2.** The weekly number of influenza patients and the calculated number of influenza patients from the linear regression model.

**Table 2.** The subgroup analysis by each age group.

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Regression Coefficient</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infants and toddlers (0-4 years old)</td>
<td>0.955</td>
<td>−0.045 to 1.954</td>
</tr>
<tr>
<td>Kids (5-9 years old)</td>
<td>12.684</td>
<td>6.880 to 18.487</td>
</tr>
<tr>
<td>Teenagers (10-14 years old)</td>
<td>4.609</td>
<td>−0.730 to 9.949</td>
</tr>
</tbody>
</table>
Figures 3 and 4 show the number of influenza patients ≤14 years of age and the calculated number of patients estimated using the linear regression model for each region. The best correlation was observed in the Toyono area (Spearman correlation coefficient: 0.918; \(P<.001\)), and the worst correlation was observed in the Senshu area (Spearman correlation coefficient: 0.768; \(P<.001\)).

Figure 5 shows the relationship between the number of influenza patients ≤14 years of age and the calculated number estimated using the linear regression model during the influenza season (December–April). From December to April, the Spearman correlation coefficient between the number of influenza patients and the calculated number estimated using the linear regression model was 0.946 (\(P<.001\)).
Discussion

Principal Findings

This study revealed that the number of times that “fever” was selected in the mobile app was positively associated with the number of pediatric influenza patients in large urban areas of Japan. We also revealed that the validity of the linear regression model did not differ among the regions. In the analysis by age group, there was also no difference in the relationship between the number of times that “fever” was selected in the mobile app and the number of influenza cases. In the analysis by age group, there was also no difference in the relationship between the number of times that “fever” was selected in the mobile app and the number of influenza cases. The number of pediatric influenza patients and the calculated number from the linear regression model during the influenza epidemic periods (December—April) in Japan. Thus, the number of pediatric influenza patients was related to the number of times that the mobile app was used, and the contribution of the linear regression model was high. Although traditional infectious disease reports require 10 days to 2 weeks, there is a relationship between the number of times that the mobile app was used and the number of influenza patients during the influenza season, and comparing various models using this parameter will lead to the construction of an optimal prediction model in the future.

Comparison With Prior Work

First, the number of pediatric influenza patients was strongly correlated with the calculated number estimated using the linear regression model based on the number of times that “fever” was selected in the mobile app. There have been several studies on syndromic surveillance of influenza using telephone triage data [24-26], and we also revealed that the number of calls for telephone triage was related to the number of influenza patients in Japan [13]. There have also been some syndromic surveillance studies of influenza using mobile app data. A study in Guatemala reported that the Pearson correlation coefficient between the number of ILI patients and the data of mobile apps that members of the general public used to record symptoms was –0.412 [27]. On the other hand, a study in South Korea reported that the Spearman correlation coefficient between the number of influenza patients and the data from a mobile app that supports parents and caregivers when young children have fever was 0.878 [28]. Spearman correlation coefficient between the number of influenza patients and the calculated number estimated using the regression model was 0.946 in this study. Although the number of participants was 189 and the maximum number of influenza patients was approximately 40 per week in the study by Guatemala. The number of participants in this study was approximately 15,000, while that in a study from South Korea was approximately 5 million. The number of infected patients and the data used in the analysis would affect the validity of the results. In order to accurately predict infectious disease epidemics, in addition to obtaining a large amount of data for the analysis, it is also necessary for the disease (eg, influenza) to infect a large number of people.

Next, we divided Osaka Prefecture into eight regions and analyzed the data, and found no difference in the validity of the linear regression model in any of the regions. These results were similar in the sub-group analysis divided by age group. Perry and colleagues compared the predictive performance of N4SID (a numerical algorithm for subspace state space system identification), exponentially weighted moving average, fast orthogonal search (FOS), and regression models in predicting the number of patients visiting the emergency department for respiratory diseases using the number of telephone consultations in Canada [7]. They found that the FOS model had better prediction accuracy than the regression model when the population was large but that the regression model had the best prediction performance in regions with small populations. In this study, we used a linear regression model to assess the relationship between the use of the mobile app and the number of pediatric influenza patients and number of patients calculated using the liner regression model in December-April.
of influenza patients. The volume of data for which the linear regression model is suitable is not known; however, the fact that a good correlation was found between the number of influenza patients and the calculated number of influenza patients estimated using the regression model in all regions may indicate that this model was suitable for the analysis of the amount of data in this data set.

Third, the number of influenza patients and the calculated number of influenza patients estimated using the regression model were well correlated in the analysis of the influenza epidemic season from December to April. The same result was obtained in our previous study using telephone triage data [13]. In a previous study, the data set used in the regression model included the data from 17,000 individuals per year, while the number in this study was approximately 5000 per year. The relationship in the noninfluenza season was not as good as in the influenza season. In addition, there was an interaction between influenza season and the number of times “fever” was selected in the mobile app, and it is likely that the relationship is higher during the influenza season. This is because the number of times that “fever” was selected in the mobile app was used in this study. During the noninfluenza season, “fever” was selected due to other infectious diseases other than influenza, so the relationship between the number of pediatric influenza patients and the value calculated from the regression model might be low.

Limitations
The present study was associated with some limitations. First, reports on influenza in Japan are fixed-point observations based on the Infectious Diseases Control Law, and the survey of influenza is not a survey of all cases. Second, regarding the criteria for reporting influenza patients in Japan, patients who are diagnosed with influenza based on clinical symptoms are included [29]. In Japan, it includes cases reported as influenza based on clinical symptoms alone without the use of an influenza diagnosis kit, so some of these patients may not truly have influenza. Third, as a result of the global spread of the novel COVID-19 in 2020, there has been a change in people’s attitudes toward the prevention of infectious diseases. Therefore, it may affect the frequency of mobile app usage and the number of influenza patients. Fourth, since this study included pediatric patients, it is unclear whether it is appropriate for predicting epemics in adult and elderly populations. Fifth, as this study followed the assumptions of linear regression analysis and it was a population-based study in a metropolitan area of Japan, the generalizability of these results may be high. However, it has not been assessed for validity in other regions, so external validity needs to be assessed, and we will assess external validity in the future.

Conclusions
In this study, the number of times that mobile apps were used was positively associated with the number of influenza patients. In particular, the relationship between the number of times that mobile apps were used and the number of influenza patients was good during the influenza epidemic season.
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Abstract

Background: Digital mental health tools can promote access to culturally safe early intervention mental health services for Aboriginal and Torres Strait Islander young people. Participatory design methodology facilitates user engagement in the co-design of digital resources. However, several challenges have been identified that limit the methodological rigor of this approach.

Objective: This paper aims to present an in-depth account of the second phase of participatory design in the development of the Aboriginal and Islander Mental Health Initiative for Youth (AIMhi-Y) app.

Methods: A first idea storyboard, generated from a formative phase of the AIMhi-Y project, was refined through a series of youth co-design workshops and meetings. A narrative review of the literature, 6 service provider interviews, and engagement with an expert reference group also informed the design process. Generative design activities, storyboarding, discussions, and voting strategies were used.

Results: The participatory design process identified the app features preferred by young people and service providers and assessed their alignment with current recommendations from the scientific literature. Findings from the co-design process are presented across 9 app characteristic domains. Integration of findings into app design proved complex. Although most preferred features identified by young people were included to some degree, other inclusions were restricted by budget, time, and the need to integrate best practice recommendations. A process of prioritization was required.

Conclusions: Participatory design is often cited in the development of digital mental health resources; however, methods are diverse and often lack detailed descriptions. This study reports the outcomes and strategies used to determine priorities in the second phase of the development of the AIMhi-Y app. We provide an example and the key learnings to inform others seeking to use participatory design with a similar cohort.

(JMIR Form Res 2022;6(2):e28342)  doi:10.2196/28342
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Introduction

Background

Aboriginal and Torres Strait Islander young people possess many strengths that stem from an ancient and resilient culture [1]. However, they also experience negative influences on well-being, mental illness, and suicide at higher rates than their non-Indigenous counterparts [2,3]. Help-seeking is impeded by stigma, shame, differences in language and culture, geographical isolation, and cost [4-7]. Mental health services that integrate Aboriginal and Torres Strait Islander people’s holistic health worldviews are recommended [8] but remain limited [4]. Culturally responsive technological innovations offer the potential to bridge mental health service gaps and address increasing demand [9-12].

Digital mental health (dMH) resources include “mental health, suicide prevention, and alcohol and other drugs services delivered via a digital platform” [13]. These can be stand-alone, clinician-supported, or used alongside face-to-face services [13]. Evidence supporting the acceptability and effectiveness of dMH solutions for Aboriginal and Torres Strait Islander young people is emerging [9,14-17]. Nevertheless, culturally adapted dMH resources remain limited [18,19]. End user involvement in the design of dMH interventions is recommended [20,21] and assists in valuing Aboriginal and Torres Strait Islander expertise [11] and decolonizing research processes [22,23].

Participatory design is often used in dMH development to engage users. It is a multistage process (defining the problem, identifying solutions, and generating and evaluating prototypes), with end user involvement throughout [21,24,25]. Research tools can include brainstorming, storyboarding, scenarios, prototyping, role plays, 2D sketching, group discussion, and user journeys [24,26]. Participatory design upskills and engages end users in experiential action-based activities with shared informed decision-making throughout [21,27]. Integration of best practice evidence and expert advice [21,26], visibility of outcomes [28,29], adequate time and resourcing [30], and a flexible iterative approach [30] are recommended to ensure success.

Although considered best practice, several challenges exist in undertaking participatory design. Tensions in preferences among designers; end users; and therapy and pedagogy experts, whose input is vital in designing resources that are appealing, usable, and address therapeutic goals, can prove challenging [31,32]. In addition, differences in user preferences based on age, gender, video game familiarity, and mental health need often arise [19,33-35]. Strategies to address these predictable tensions between and within stakeholder groups and manage selection bias include the following: defining roles, upskilling participants, developing a positive team approach, and supporting meaningful engagement [30,36,37]. Such strategies value end user input and help overcome power differentials [19,33-35,38]. In addition, co-design in cross-cultural contexts requires specific engagement strategies that embrace language and worldview differences and empower Indigenous young people throughout [39,40]. In summary, successful participatory design characteristics include the following:

- End user participation throughout
- Finding balance between tailoring-to-context and a one-size-fits-all approach
- Generation of resources through experiential and playful action-based activities
- Shared decision-making throughout, which is transparent and iterative
- Ensuring the empowerment, upskilling, and safety of participants
- Strategies to address predictable tensions between user preferences and other stakeholder groups (eg, app developers, researchers, clinicians, and educators)
- Strategies to address differences in end user preferences related to gender, age, mental health need, and technological familiarity
- Strategies to balance stakeholder expectations and resource availability (eg, time and budget)

Although recommended [24,26], in-depth reporting of processes used throughout the participatory design of dMH tools remains scarce [41], with some notable exceptions [36,42]. This omission inhibits the development of participatory design as a sound methodological approach and limits the understanding of how and if participatory design increases effectiveness, reach, adoption, and implementation of dMH resources [33,43,44].

The Aboriginal and Islander Mental health initiative (AIMhi) program of research develops, tests, and implements dMH resources for Aboriginal and Torres Strait Islander people [45,46]. Resources such as the Stay Strong Plan, a culturally adapted low-intensity cognitive behavioral therapy (CBT) intervention (available in digital and paper-based formats) have demonstrated effectiveness in reducing psychological distress and substance misuse among adults [16,47]. Developed and implemented over a decade within the Greater Darwin and Tiwi Island regions, the initiative is recognized and trusted within the community. Community feedback, suggesting changes to appeal to young people [9,10], led to the commencement of a youth-focused program of research (Aboriginal and Islander Mental Health Initiative for Youth [AIMhi-Y]). Phase 1, reported elsewhere [48], aimed to understand Aboriginal and Torres Strait Islander young people’s lived experience of mental health and well-being, views on dMH resources, and design and content preferences. Preferred features included a smartphone-based app that incorporates strengths-based mental health information presented through relatable storytelling and a fun, appealing, easy-to-use interface, which encouraged app progression [48]. Phase 1 resulted in the first 2D storyboard, which was used as a basis for this second design phase.

Objective

Using a participatory design approach, this study (phase 2) aims to iteratively enhance the AIMhi-Y app storyboard and finalize the first release of the AIMhi-Y app. This was done through collaboration with Aboriginal and Torres Strait Islander young people, service providers, integration of evidence and best practice recommendations, and iterative usability testing with the app developer. In this paper, we provide an in-depth report
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of our findings and experiences in developing the AIMhi-Y app.

**Methods**

**Study Design**

This 2-year qualitative participatory design project conducted youth co-design activities (workshops and meetings), service provider interviews, a narrative synthesis of the literature, and app developer meetings. Several activities occurred concurrently as shown in Figure 1.

**Participant Selection and Setting**

Purposive sampling was used to recruit young people and service providers with experience in working with young people across 3 sites (2 schools and 1 residential drug rehabilitation facility). All 3 sites that engaged in phase 1 [48] continued their engagement in phase 2. Youth participants invited to the co-design workshops were nominated by the teaching or support staff at their site. Inclusion criteria were as follows: Aboriginal or Torres Strait Islander descent, aged 8-18 years, and willing to talk in a group setting in English (at urban and remote sites) or Tiwi language (at the remote site). Service providers were key contact persons at each site and their engagement with the project ranged from 6 months to 2 years.

After completing the co-design workshops at the school and residential rehabilitation facility, a separate group of young people was recruited to form an Indigenous youth reference group (IYRG). This smaller group provided prompt feedback throughout the app development stage. Recruitment occurred via email and social media advertising, disseminated through project networks. Individuals identifying as Aboriginal or Torres Strait Islander, aged 15-25 years, and willing to attend meetings via videoconference (owing to the COVID-19 social distancing regulations) were recruited to the IYRG. Participants involved in the phase 1 or phase 2 co-design workshops were prioritized throughout recruitment, aiming for diverse age and gender representation.

Informed oral consent was obtained (face-to-face or via phone) from all participants and from guardians of those aged <16 years before participation. A pictorial consent flip chart and participant information handouts were used to assist communication. Interpreters were available for those who spoke a language other than English at home. The first author (JP) led the project, supervised by 5 senior researchers with clinical and dMH expertise. In addition, guidance from 4 Indigenous researchers (n=2, 50% youth and n=2, 50% women) played a vital role in establishing rapport, developing and refining data collection activities, and interpreting during face-to-face discussions. Research team members were trained in distress management and suicide awareness. Site-specific risk management processes were agreed upon by each organization before commencement. They included the provision of immediate safety measures by researchers, notification of senior research team members, and follow-up and referral to treatment services provided by the nominated site contact person.

An existing expert reference group (established in phase 1) included 12 service providers and researchers with relevant expertise from mental health, drug and alcohol, child protection, and education sectors (n=3, 25% men and n=5, 42% Aboriginal). The expert reference group met or were contacted via email biyearly to advise on research processes, app design, and content [48].

**Ethical Approval**

Ethical approval was obtained from Menzies School of Health Research Human Research Ethics Committee (HREC 2017-2991), including the Indigenous subcommittee and the Northern Territory Department of Education Research Ethics Committee (reference number: 13417).

**Data Collection**

**Co-design Workshops and IYRG Meetings**

A total of 16 co-design workshops and 5 IYRG meetings were held with youth participants. Workshops and meetings used generative and discussion methods to design and refine app attributes [24]. Participants were presented with previous findings, mock-ups, storyboards, and app prototypes. Voting (show of hands) and discussion strategies were used to reach a consensus. Co-design workshop and meeting activities (Textboxes 1 and 2) were developed, informed by the literature and research team consultation.
**Textbox 1. Co-design workshop activities guide.**

**Workshop 1**
- User flow diagrams (paper-based 2D visual representations; A0 size) integrating the app storyboard drafted in phase 1; oriented and educated young people to purpose, features, and content through a minilecture.
- Interactive group discussion; elicited participants' preferred features, interactive components, and usability preferences.
- Introduction of mock-ups (Figure 2) using printed worksheets; initiated group discussion and written feedback on design styles, storylines, and character attributes.

**Workshop 2**
- Indigenous researcher-drawn home page mock-ups; initiated group discussions about metaphors, reward systems, and progress displays.
- Young people generated their own home page ideas through individual and small group sketch activities.
- Revised design styles (based on workshop 1) were introduced and discussed. Voting (show of hands) was conducted to reach an agreement on look and feel.

**Workshop 3**
- Video scripts based on lived experience examples provided from phase 1 [48] were developed by the research team and presented to the group through interactive discussion. Young people were asked to draw a series of scenes to complete the short video. Sketching and discussion explored participant’s understanding of information, preferred perspectives (first person, third person, or noncharacter delivered), imagery, storylines, character strengths, challenges, and personal attributes.

**Workshop 4**
- A total of 3 youth-generated ideas for app narratives and metaphors (generated within workshop 2) were presented. Young people sketched and described a mock-up of their preferred narrative or generated a new one.

**Textbox 2. Indigenous youth reference group meetings activities guide.**

**Meeting 1**
- Group members were presented with relevant findings from phase 1 and the co-design workshops through a minilecture. A revised app storyboard oriented the participants to overall aim, app narrative, structure, and characters.
- Indigenous youth researcher–generated logo mock-ups prompted group discussion.
- Visual aids prompted discussion of preferred reward systems, background images, color schemes, and design element preferences.

**Meeting 2**
- Iterated versions of the logo, backgrounds, and reward images were presented for discussion.
- Researcher-generated digital home page mock-ups prompted group discussion.
- Persona development activities prompted group discussion and explored the character’s attributes such as family, strengths, cultural identity, and language.

**Meeting 3**
- Completed backgrounds and logo were presented for confirmation by group members.
- Storyboard activities and group discussion completed a detailed review of narrative, wording, reward metaphors, and images for Ramone quest.
- Character names and support person roles were reviewed and discussed.

**Meeting 4**
- Draft app prototype was presented using screen-sharing software. Initial impressions and feedback were elicited through group discussion.
- A researcher-generated mock-up of rewards page prompted group discussion.

**Meeting 5**
- Aboriginal and Islander Mental Health Initiative for Youth app prototype 1.0 presented with feedback elicited for integration at a later stage.
- Pilot study procedures were presented and discussed. Strategies for recruitment and consent were discussed, with changes made in line with recommendations from participants.
Workshops were facilitated by the first author (JP) and 2 youth Indigenous researchers (JV), promoting group rapport and enabling an insider perspective [49]. A senior Indigenous researcher, who was an interpreter and community elder, was present at all workshops in the remote school, offering participants the option to engage using their first language. Several unsuccessful attempts to involve an interpreter at the residential rehabilitation center were made. This was considered important as few of these participants spoke English as their first language, in contrast to the youth participants from the urban schools. The research team acknowledges that the presence of interpreters would have likely deepened discussion and improved rapport [6]. Workshops began with an icebreaker activity, introductions, sharing of food, and discussing kinship and family relationships. Workshops were 40 to 90 minutes in duration. Groups were divided by gender to follow local cultural protocols [50]. Young people who identified as gender diverse chose the group with which they felt most comfortable to work. Larger groups (>10 people) were divided into self-selected peer groups of 3 to 5 people. Groups rotated around activities in a classroom environment. Workshops were audio recorded and complemented by field notes.

The IYRG meetings were facilitated by the first author (JP), a youth Indigenous researcher (JV), and a senior researcher (MS) and held via videoconference after school. Meetings started with introductions, icebreaker activities, and discussing kinship and family relationships. Meetings were 90 minutes in duration and members were reimbursed for their time (Aus $75 [US $54] sitting fee).

Service Provider Interviews
A total of 6 semistructured in-depth interviews of 40 to 60 minutes duration with service providers were conducted concurrently with youth co-design activities. Interviews aimed to gain feedback on the app storyboard, refine features, and explore implementation considerations. Interviews were conducted at the study site or over the phone by the first author (JP), with an Indigenous researcher (JV) present on 2 occasions. Service provider interview guides (Multimedia Appendix 1) were informed by the literature and refined within the research team.

Narrative Literature Synthesis
A narrative literature synthesis was undertaken to inform app development. Searches used a combination of search terms, including mental health, technology use, adolescence, Indigenous populations, therapeutic interventions, and efficacy. Inclusion criteria were broad, aiming to capture evidence for dMH interventions across multiple population groups (youth, adult, and Indigenous). Exclusion criteria included articles not published in English owing to limited resources. Searches were conducted in multiple web-based databases, including EBSCOhost, Scopus, CINAHL, PubMed, Google Scholar, Informit, and organization websites (Multimedia Appendix 2) and included literature published from 2000-2020. Several dMH development guidelines and safety standards were included in the review. Multiple searches were conducted between July 2019 and July 2020, and the findings were used to inform the design process. Therefore, the specific number of articles found and excluded was not recorded. The first author (JP) conducted these searches and formulated the synthesis of findings from the review of relevant literature. Other authors (KMD and TN) provided feedback and guidance for the identification of additional relevant literature. References were uploaded to the Endnote referencing system (Clarivate) and categorized into groups.

Analysis
The first author (JP) transcribed all the sections of the co-design workshop recordings that were relevant to the design process. The first and second authors independently thematically coded data from workshops, meetings, and interviews by combining an inductive process, generating codes from the data (MS) [51], with deductive analysis, based on the app preferences identified in phase 1 (JP) [52]. Following consensus, further discussions
were conducted with the full research team. Scientific literature was concurrently synthesized into table format by the first author (JP) and thematically analyzed according to the recommended dMH attributes. The themes emerging from youth co-design workshops, meetings, and service provider interviews were then integrated into the themes identified through the literature review. Findings from all analyses informed the design and development of the AIMhi-Y app (version 1.0). The dMH safety standards and youth preferences were prioritized throughout development. Analysis occurred before and concurrent to meetings between the app developer and the research team to translate design preferences into prototypes. Demographic data were analyzed for descriptive statistics to describe the sample.

**Results**

**Participant Demographics**

### Co-design Workshops and Meetings

A total of 16 co-design workshops (5 groups with a series of 2-4 workshops) and 5 IYRG meetings involved 75 young people (Table 1). Participants were primarily female (40/75, 53%) and currently engaged in school (66/75, 89%: Table 2). A total of 10 young people (n=6, 60% remote and n=4, 40% urban) continued engagement from phase 1 [48]. In all, 38% (6/16) IYRG participants were involved in previous co-design workshops. Researcher observations of participant body language and interaction within the group indicated that engagement in workshop activities ranged from disinterest to enthusiastic participation in consultation and co-design and was influenced by multiple factors, including participant mood, research activity, and facilitator. Flexibility in the workshop design allowed participants to engage and reengage at will. On one occasion, a young person expressed distress unrelated to workshop content and was provided immediate support by the research team, with follow-up by the identified site contact person, as per the agreed risk management processes.

<p>| Table 1. Number of youth participants at each co-design workshop or meeting (N=75). |</p>
<table>
<thead>
<tr>
<th>Workshop or meeting</th>
<th>Remote School, n (%)</th>
<th>Urban School, n (%)</th>
<th>Rehabilitation service, n (%)</th>
<th>IYRG², n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male</td>
<td>Female</td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td>1</td>
<td>7 (9)</td>
<td>6 (8)</td>
<td>12 (16)</td>
<td>19 (25)</td>
</tr>
<tr>
<td>2</td>
<td>6 (8)</td>
<td>5 (7)</td>
<td>11 (15)</td>
<td>15 (20)</td>
</tr>
<tr>
<td>3</td>
<td>7 (9)</td>
<td>6 (8)</td>
<td>8 (11)</td>
<td>16 (21)</td>
</tr>
<tr>
<td>4</td>
<td>9 (12)</td>
<td>7 (9)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

²IYRG: Indigenous youth reference group.

Table 2. Co-design workshop and Indigenous youth reference group participant demographics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (N=75), n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>40 (53)</td>
</tr>
<tr>
<td>Male</td>
<td>33 (44)</td>
</tr>
<tr>
<td>Gender diverse</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Age (years; n=56⁵), mean (SD; range)</td>
<td>15.14 (1.74; 8-18)</td>
</tr>
<tr>
<td>Reside in a very remote community (n=65⁵), n (%)</td>
<td>24 (37)</td>
</tr>
<tr>
<td>English not the main language spoken at home (n=56⁵), n (%)</td>
<td>21 (38)</td>
</tr>
<tr>
<td>Not currently engaged in school (n=65⁵), n (%)</td>
<td>7 (11)</td>
</tr>
<tr>
<td>Owned a smartphone (n=56⁵), n (%)</td>
<td>41 (73)</td>
</tr>
</tbody>
</table>

Owing to missing data.

### Service Provider Interviews

A total of 6 service provider interviews (4, 67% men and 2, 33% Aboriginal) across 3 sites included teachers (2/6, 33%), school or service support personnel (3/6, 50%), and a manager (1/6, 17%).

---
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Youth, IYRG, and Service Provider App Preferences

Overview
Most youth participants held strong preferences for activity types, engagement strategies, interface, graphic design, and language preferences. Safety, security, psychological approach, evidence, implementation, and accessibility features, although valued by some young people, were more prominent throughout service provider preferences. We present the findings from co-design activities in the following sections.

Activity Types
Young people’s preferred activity types included videos, minigames, and self-monitoring of well-being and goals. Activities that incorporate strengths-based mental health information and skill development were preferred:

...It’s looking like a good app...Add more videos...[make them] short, talking about mental health and wellbeing...[I] like the depth of the animal game with the mindfulness part... [Female participants, aged 15-17 years, IYRG members]

Activity types revealed many diverse opinions from youth and service providers. Participants suggested that drivers of differences in preferences were related to age, gender, video game familiarity, community of origin, school attendance, level of distress, and cultural connectedness:

...if it’s like a really young one, they will be looking onto the [mini] game, then they feel more comfortable...if a female client, [who is] really worried; really down; very lonely...she may be looking onto something else...kids who are having significant absence from school, they don’t [respond to trophies or points]...[they] need a reward in that they're getting more - more games, more activities... [Service provider]

Engagement
Participants valued options to customize, personalize, represent progress, gamify, prompt real-world action, allow exploration, and provide unlimited use:

...is this one of the characters you get to customize...choose what they are wearing? [Female participant, aged 13 years, co-design workshop]

...as you went down the path...have footsteps to show you have moved...the sound of feet crunching on dirt...things that...reflect the decision you made... [Female participant, aged 15 years, co-design workshop]

...[include] motivational things that make you get up and do something...like star jumps...to get you moving...or like ‘judging on the questions you answered today...it would be helpful for you to do...’ [Female participant, aged 15 years, co-design workshop]

Participants valued storytelling with relatable characters, which helped build trust and prompt reflection. Stories told from different perspectives, including peers and family members, were necessary. The character’s gender influenced some young people’s willingness to listen:

[I] like that he is telling his own story...because that would help other people overcome what they are going through as well... [Female participant, aged 16 years, co-design workshop]

Male or female I would listen because that...is their experience in life...I reckon girls are more interesting than boys...we already know everything about boys, but understanding girls would be better... [Male participant, aged 16 years, co-design workshop]

Nah, I wouldn't listen to it as much [if the character was female]...[Include] two different stories - for girl - like teasing and gossip and anxiety - or some thing more serious like for boys... [Male participant, aged 15 years, co-design workshop]

Figure 3 provides selected youth-drawn storyboards and descriptions highlighting story content and imagery suggestions.

The description of the storyboard, body stressing, was as follows:

[He is] feeling stressed can lead to sickness, drugs and alcohol and car crash, [he is an] angry man...getting in trouble with police – gettin' sent to prison...he is trying to kill himself...he gotta stop ganja (marijuana), be with family...recovery...he [character] should tell the story - he should tell it after [it's happened]...Mum as well - yeah she can tell her part of the story...[and] uncle for taking him out hunting, like see the difference. [Male participant, aged 18 years, co-design workshop]

The description of the storyboard, relationship problems, was as follows:

...there is a girl, she has worries with [her] boyfriend and gossip...not going to school, fighting with her mum, focusing on her boyfriend too much and texting all the time, staying up late, or fake going to sleep early...[she is feeling] sad, depressed. He is stressing her out, she wants money, she is jealous...he is jealous of her, he wants to fight, about another boy, he is really clingy...[Then] she dumps the boyfriend and has her own life...talks to her best friend...she helps her out to dump the boy, she takes her back to school, forget about that boy, she makes different excuses to get away from him...she talks to grandmother and grandmother talks to boyfriends parents and says keep away from my granddaughter. [Female participant, aged 18 years, co-design workshop]
**Interface and Graphic Design**

Participants valued aesthetic, relevant, and intuitive designs, with diverse opinions on styles and graphics noted:

...some people might like to see like a groovy animation and some might like a more real one...everyone is different. [Female participant, aged 15 years, co-design workshop]

...it was [interesting] at first and then it just started drag on a bit...if I was a fisherman I would find it interesting but I don't fish [we] are from [Central Australia]...make it look like it is in the outback, like in community... [Male participant, aged 16 years, co-design workshop]

IYRG members often referred to valuing and including diversity of all those involved and incorporated this into their app content and design suggestions:

I like how the desert and bush intertwine. We don’t all face same situation [but] we’re [Indigenous youth] still interconnected. The trouble that we face is similar no matter where we are. [Female participant, aged 16 years, IYRG Member]

Get [images] from all over NT and put in the shapes – incorporate salt water and desert...[include] stories from different places incorporating the [Aboriginal] languages from that place...We live in open places both Top End and Central Desert – needs opening perspective, looking up and out e.g. sunset... [Multiple IYRG members]

**Language**

Youth and service providers identified preferences for audio options and integration of Indigenous Languages:

Is it something you only read, or is there someone going to be reading it? [Male participant, aged 17 years, co-design workshop]

Youth participants highlighted preferences for gender-neutral familiar metaphors and imagery relating to nature, a journey, making or nurturing something, sport, ceremony, and lore:

Make it look more alive with bird life and plants. [Female participant, aged 16 years, co-design workshop]

Going out bush, fishing...driving...over time you can get a campsite, fishing rod...rewards like that...could you like, pick the upgrade...[a] hot chocolate... [Female participant, aged 15 years, co-design workshop]

Rewards need to be gender neutral. [Female participant, aged 17 years, IYRG]

Figure 4 provides youth-drawn images and descriptions of proposed metaphors.

The description of the proposed metaphor, we all have feelings, was as follows:

The rainy, stormy, cranky cloud is angry and it wants to burn everything with lightening. But then it realises that it shouldn't be destroying nature, but helping nature grow. The grumpy cloud calms down and stops striking lightening because it can see a little seed trying to grow. The cloud pours rain on the sapling. The cloud stops raining and moves onto the side so the sun could shine on the little sapling. The sapling grows into a beautiful flower. The rain bought nature to life. [Female participant, aged 14 years, co-design workshop]

The descriptions of the proposed metaphors, home page ideas, were as follows:

Tap game to start...kick the footy to score. [Male participant, aged 18 years, co-design workshop]

The longer you play the game the better your room looks, like upgrades...aircon...music... [Male participant, aged 17 years, co-design workshop]
Safety
Young people and service providers highlighted the importance of crisis support features:

* I liked on the get help page, you took in consideration different ways people get help...text, phone... [Female participant, aged 17 years, IYRG Member]

Psychological Approach
Young people and service providers valued strengths-based brief interventions, identifying prototypes that integrated a culturally responsive low-intensity CBT intervention as appealing [48]:

* Sometimes we’re using that [Stay Strong app] here in our program...You know the yellow colour (representing worries), the green colour (representing strengths) – when it comes, then they [clients] can feel it...If we can consistently use the same thing, they feel like, “Okay. This is the one. We know how to do that...” [Service provider]

Security, Privacy, and Reliability
Most young people and service providers preferred security features to be optional:

...Do they really know which password they put on last month?...It’s not necessary...[But] if they want to, then yeah [include the option]. [Service provider]

Evidence and Implementation
The potential to promote early intervention and continuity of care was also highlighted by service providers as important; however, it required consideration about the transfer of information among devices:

...We speak to those boys about...going to the school counsellor, and they just don’t want to be there...this would be better for us to say, “Have a look at this app”...So, that preventative side of things would be really good. [Service provider]

We are trying to connect these people back to the community. So, if...we can just give them [other service providers] – this is what this client was working on...[if] they can use the same password and they already went half-way and they can continue. [Service provider]

Accessibility
All participants highlighted free availability on a smartphone to allow real-time anonymous use, with features that accommodate data use concerns and platform compatibility as preferred:

* That’s what I like...a lot of them are ashamed but if they’re using this [app], it’s discreet...no one else knows they are using it...They’ve all got their phones, it kind of gives them that power...a sense of independence...Is it for free? [Service provider]

Service providers also noted that availability on other devices was necessary for some settings:

* If we can get the app on an iPad...no one can use phones at school. [Service provider]

Narrative Literature Synthesis
Overview
Few papers specific to Indigenous youth populations and dMH apps were identified, suggesting that the field is still emerging. Publications relevant to this synthesis included certification guidelines [13]; evaluative tools [31,53,54]; and systematic reviews relating to Indigenous psychotherapy [55-57], dMH approaches for adolescents [58-62], digital health solutions for Indigenous people [11,63-66], and app features [20,44,64,67,68]. Information about Aboriginal and Torres Strait Islander people’s technology use [12,69] was also included. A total of 3 mental health treatment apps designed to meet the needs of Aboriginal and Torres Strait Islander people were identified, with 1 (33%) app specifically designed for youth [10,15,16,70,71]. In the following section, we present recommendations from the literature across multiple population groups, including youth, adults, and Indigenous populations, recognizing the varied depth of understanding in each field. Multimedia Appendix 3 summarizes recommendations for the development of dMH tools for Indigenous young people [6,9,11-14,16, 17,18,19,31,44,46-48,53-55,57-60,62,63,65,66,68,69,71-100].
Therapeutic Approach

Current guidelines recommend that mental health apps incorporate effective therapeutic approaches such as CBT [13,44]. Although there is limited empirical evidence for the effectiveness of psychotherapy for Indigenous people, culturally responsive approaches are preferred [9,57,72,73]. Strengths-based, culturally adapted, low-intensity CBT and acceptance commitment therapy have been shown to be effective with Aboriginal and Torres Strait Islander populations through randomized controlled trials [16,47].

Activity Types

Current dMH tool recommendations suggest that the inclusion of mental health information can prompt early identification and help-seeking [101]. Young people often prefer videos with limited text [62]. Behavioral activation techniques, such as goal-setting, planning, mindfulness, and encouragement of real-world activities, are frequently used strategies in digital health design [44]. Self-monitoring of thoughts, feelings, or behaviors has also demonstrated some evidence of favorable acceptability and effectiveness with adults and young people [44,62,74,102] despite other reports that it is boring and feels like punishment [103].

Engagement

Engagement strategies, such as notifications, social sharing, gamification, and personalization, can improve adherence and intrinsic motivation to dMH apps, if they are delivered and timed appropriately [44,48,62,68,75]. The ability to share information or progress can be particularly salient for cultures with holistic health worldviews; however, it can demotivate some if not aligned with the personal aims of the user [75,76,103]. Notifications should remind users of the benefits and promote opportunities to engage (ie, when feeling stressed or low mood), which can assist in habit formation and motivation [19,35,44,74]. Storytelling through fictional characters aids immersion, models behavior, and allows users to learn skills in a low-risk environment, which can prompt help-seeking [31,77].

Interface and Graphic Design

Culturally relevant, intuitive, aesthetic, and minimalist designs increase the acceptability and usability of dMH tools [53,75,78], particularly for those whose first language is not English [79]. Furthermore, mental health apps designed for use by nonclinical populations allow greater accessibility, reduce stigma, and facilitate preventative use [44,61].

Language

Language, which is simple, concrete, confident, hopeful, nonclinical, nonbiased, and matched to the literacy level of intended end users, promotes access and adherence to dMH tools [44]. Mechanisms that support and promote literacy, such as audio options, visual prompts, and metaphors, can improve understanding [75,80]. In addition, integration of Indigenous languages can aid communication and engagement for Indigenous people [71,75].

Security, Privacy, and Reliability

Apps should include password protection, which can aid the protection of privacy when devices are shared [9,13,81]. Privacy policies should be available, understandable, and regularly updated, with clear reporting of privacy features embedded in the design [13]. Security should also be monitored regularly for breaches.

Safety

The Australian National Safety and Quality dMH standards highlight several critical inclusions and considerations for crisis support [13]. The dMH services should include mechanisms for recognizing and responding to acute deterioration in mental state. Links to crisis support should be presented in attractive, easy-to-access ways throughout the app [13].

Evidence and Implementation

Although some dMH programs have demonstrated effectiveness with culturally diverse [16,82] and other young people [58,83], overall, there is a paucity of evidence of the effectiveness of mental health apps for adolescents [59,84]. It is also unclear how dMH solutions perform outside trial conditions, with reach, uptake, and adherence remaining problematic, highlighting the need for continued focus on implementation and sustainability [59,85]. Culturally responsive early intervention mental health services are lacking in most regions of Australia, especially in regional and remote areas [73,104]. The dMH interventions can promote access to early intervention, complement existing services, and prompt help-seeking [62,105].

Accessibility

Smartphones are the most accessible digital tools for mental health treatment worldwide [44] and are increasingly available to Aboriginal and Torres Strait Islander young people [69,86,87]. However, digital tool design should consider data credit, ongoing data use, offline use, availability free of charge, and platform compatibility [9,13,48].

Integrating Participant Feedback and the Scientific Literature

Overview

Feedback on storyboards and prototypes was sought from a diverse group of participants and sources, generating a range of perspectives and recommendations. Most young people demonstrated unique and strong preferences for specific activity types, storytelling, strengths-based information, character attributes, and gamification features. Service providers showed similar preferences, also highlighting the importance of features to support the psychological approach, accessibility, implementation, and continuity of care. The literature strongly supports CBT approaches, safety and quality features, and the necessity for evidence, which was not disputed by the young people or service providers but was also not prioritized. We reflect on the processes undertaken to engage, integrate multiple views, and prioritize features for inclusion in the following sections.
**Engagement**

One of the key challenges throughout was maintaining young people’s interest and engagement through culturally safe processes over a 2-year time frame. The ongoing engagement of all sites and several young people throughout multiple phases of this project and the rich in-depth data collected suggest that the strategies used were reasonably successful. Strategies to maintain engagement included working within supportive schools and services and employing youth and senior Indigenous researchers with established connections to the community. Continually reviewing and revising co-design activities to meet the needs of the young people and frequently recruiting throughout the data collection process further aided success.

**Integrating Multiple Views**

Another key challenge was the differing youth preferences highlighted among individuals across and within co-design workshop groups. For example, the inclusion of storytelling through characters was a recurring preference. However, differing preferences for the narrative, context, character identities, and depth of information presented were identified. These challenges were compounded by the staggered timing and nonstatic group of participants in co-design workshops. The IYRG engaged a group that was diverse in terms of geographical location, gender, and age. This group was provided the findings from the co-design workshops to ensure they were informed by previous work undertaken. This improved efficiency and led to improved decision-making capacity of young people throughout development.

**Prioritization**

Throughout this participatory design project, we identified app features preferred by participants and assessed their alignment with current recommendations and scientific literature. Although we included many preferred features to some degree, the available budget and prioritization of best practice recommendations influenced what was integrated into the prototype. A prioritization process was required, with some features earmarked for later inclusion (Table 3). Prioritization was based on the consideration of young people’s preferences, recommendations from the literature, and study protocols developed for a feasibility study (commenced in August 2020). Selected features, such as notifications and prompted mood monitoring, were popular among young people and recommended in the literature. Given the resource limitations, these were deprioritized in initial development in preference for the diversity of content (ie, variety of strengths, challenges, strategies, and rewards), activities (ie, minigames, videos, and pictorial selection or upload), and appeal (ie, characters of differing age, gender, and geographical location).
Table 3. Aboriginal and Islander Mental Health Initiative for Youth (version 1.0) prioritization of app features for development.

<table>
<thead>
<tr>
<th>App features/Included</th>
<th>Not included owing to resource limitations; considered for next version</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Therapeutic approach</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low-intensity culturally adapted CBT(^a) intervention (evidence-based)</td>
<td>N/A(^b)</td>
<td>G(^c), L(^d), Y(^e), SP(^f)</td>
</tr>
<tr>
<td>Stories and prompts to address anxiety and low mood</td>
<td>N/A</td>
<td>L, Y</td>
</tr>
<tr>
<td><strong>Activity types</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Videos</td>
<td>N/A</td>
<td>L, Y</td>
</tr>
<tr>
<td>Mental health information with links to further information</td>
<td>N/A</td>
<td>G, L, Y, SP</td>
</tr>
<tr>
<td>Minigames to prompt relaxation and real-world activities</td>
<td>N/A</td>
<td>L, Y</td>
</tr>
<tr>
<td>Self-monitoring of personal goals</td>
<td>Self-monitoring of mood and behavior</td>
<td>L, Y, SP</td>
</tr>
<tr>
<td><strong>Engagement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Storytelling through characters</td>
<td>N/A</td>
<td>L, Y</td>
</tr>
<tr>
<td>Real-time engagement</td>
<td>N/A</td>
<td>L, Y, SP</td>
</tr>
<tr>
<td>Gamification (eg, levels and rewards)</td>
<td>N/A</td>
<td>L, Y</td>
</tr>
<tr>
<td>Progress and summary page</td>
<td>N/A</td>
<td>L, Y</td>
</tr>
<tr>
<td>Ability to complete a personalized quest—add names and photos throughout (customization)</td>
<td>Ability to customize characters and notifications and select voice or language settings</td>
<td>G, L, Y, SP</td>
</tr>
<tr>
<td>N/A</td>
<td>Notifications to remind users of program benefits and encourage use</td>
<td>L, Y</td>
</tr>
<tr>
<td><strong>Interface and design</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple and intuitive interface</td>
<td>N/A</td>
<td>G, L, Y, SP</td>
</tr>
<tr>
<td>Smooth, easy to use, accurate, and logical flow</td>
<td>N/A</td>
<td>G, L, Y</td>
</tr>
<tr>
<td>Aesthetic and minimalist design</td>
<td>N/A</td>
<td>G, L, Y, SP</td>
</tr>
<tr>
<td>Culturally relevant graphics tailored to target group</td>
<td>N/A</td>
<td>G, L, Y, SP</td>
</tr>
<tr>
<td><strong>Language</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple, concrete, confident, hopeful, nonclinical, nonbiased language, and matched to the literacy level of users</td>
<td>N/A</td>
<td>G, L, Y, SP</td>
</tr>
<tr>
<td>Mechanisms to support literacy (eg, visual prompts and cues, use of metaphors, and minimal written content)</td>
<td>Mechanisms to support literacy (eg, audio of all app content)</td>
<td>L, Y, SP</td>
</tr>
<tr>
<td>Indigenous language words used within English text in line with stories</td>
<td>Full integration of multiple Indigenous languages throughout</td>
<td>L, Y</td>
</tr>
<tr>
<td><strong>Privacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up-to-date, available, and understandable privacy policy</td>
<td>N/A</td>
<td>G, L</td>
</tr>
<tr>
<td>N/A</td>
<td>Regularly monitored security</td>
<td>G, L</td>
</tr>
<tr>
<td>N/A</td>
<td>Password protection—optional</td>
<td>G, L, Y, SP</td>
</tr>
<tr>
<td><strong>Safety</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easily accessible links to crisis support</td>
<td>N/A</td>
<td>G, L, Y, SP</td>
</tr>
<tr>
<td><strong>Evidence and implementation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental trials to examine efficacy</td>
<td>N/A</td>
<td>G, L</td>
</tr>
<tr>
<td>Analytics (use data)</td>
<td>N/A</td>
<td>G, L</td>
</tr>
<tr>
<td>N/A</td>
<td>The ability for users to provide feedback</td>
<td>G, L</td>
</tr>
<tr>
<td>N/A</td>
<td>Assessments embedded with prompts at different time points</td>
<td>G, L</td>
</tr>
<tr>
<td><strong>Accessibility</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compatible with mobile phone—currently only Android</td>
<td>Compatible with all platforms</td>
<td>G, L, Y, SP</td>
</tr>
</tbody>
</table>

\(^{a}\) CBT = cognitive-behavioral therapy.

\(^{b}\) N/A = not applicable.

\(^{c}\) G = Good.

\(^{d}\) L = Low.

\(^{e}\) Y = Youth.

\(^{f}\) SP = Special Programs.
App Development
App development occurred through a series of research team meetings with the app developers, involving iterative user testing of developed prototypes. Input from the IYRG was sought by the research team throughout development for important design decisions.

Outcome: AIMhi-Y App (Version 1.0)
The product developed is a smartphone-based AIMhi-Y app (version 1.0) that integrates culturally adapted low-intensity CBT, psychoeducation, and mindfulness-based activities into a universal early intervention (Figure 5). The app aims to increase mental health literacy, self-management, and help-seeking for Aboriginal and Torres Strait Islander young people. Users assist fictional characters through a series of quest levels, aiming to become familiar with the content before beginning their own quest. The integrated AIMhi Stay Strong therapy follows a 4-step process: identifying people who keep them strong, strengths, worries, and supported goal-setting, which is interspersed with psychoeducational videos [63]. Activities and information target both anxiety and low mood. A summary page collates user or character information and presents their progress. Minigames promote relaxation; encourage real-world activities; and provide fun, engaging, and immersive sensory experiences. An example is a game in which users listen to an immersive soundtrack and are asked to identify familiar animal sounds by selecting related images. Storytelling aims to develop relationships and facilitate skill development in a safe, nonthreatening environment. The app aims to be easy to use with intuitive designs and nonclinical youth-friendly language. Aboriginal language words relevant to specific characters are integrated throughout. Vibrant colors and design elements reflect the natural landscapes of different Northern Territory (Australia) regions. Help contacts and links for further information are available throughout. A deidentified database captures app use and user interaction with app features.
Discussion

Principal Findings

This second phase participatory design project integrated Aboriginal and Torres Strait Islander young people’s and service providers’ preferences with recommendations from the scientific literature to develop the AIMhi-Y app (version 1.0). Young people expressed diverse and strong desires for app features, which were generally well aligned with findings in the scientific literature. Throughout this project, young people have been involved in an iterative design, development, and review process. Several challenges and key learnings have been noted. We reflect on how our processes align with the attributes of successful participatory design.

This project engaged a large, diverse group of young people with varied demographic, cultural, and linguistic backgrounds, many of whom may not usually be involved in co-design processes [38,106]. The planning, reflection, and refinement of culturally responsive co-design activities with the input of 4 Indigenous researchers led to increased engagement and acceptability of our processes. However, maintaining young people’s participation for 2 years during adolescence, where social, emotional, and vocational needs are changing, was difficult: a challenge highlighted by others [106,107]. New participants were recruited throughout the process and they shared new ideas, suggestions, and opinions frequently. Our findings align with other studies that have identified differing preferences based on age, gender, and mental health status [88], suggesting that dMH tools need to be designed and tailored with specific target audiences in mind [33,48,68,108].

The staggered timing of diverse groups across multiple sites and the iterative nature of participatory design challenged our democratic processes: difficulties others have identified [20,36,38]. Each co-design workshop was iteratively modified in response to previous findings, limiting the use of voting or consensus methods [38,37]. Therefore, informed by previous findings, literature, and safety standards, researchers assumed a decision-making role, which shifted power differentials and impacted the extent of young people’s influence in the co-design process. The sustained and regular inclusion of 2 youth and 2 senior Indigenous researchers and an experienced research team optimized youth, clinician, and Aboriginal and Torres Strait Islander influence in decision-making. The inclusion of the IYRG throughout development improved the decision-making capacity of young people in some domains. However, the information and decisions presented to the group were prioritized by the research team to keep within time frame constraints. Systematically taking findings and decisions from one group to the other and back again (eg, through decision logs) might have improved the transparency of our decision-making.

Figure 5. Selected screenshots from Aboriginal and Islander Mental Health Initiative for Youth app (version 1.0).
Furthermore, although young people provided many innovative and creative suggestions, budget and timeline restrictions limited what was incorporated into this first prototype app design. This is consistent with the challenges highlighted by others in facilitating a process allowing participants to be creative and innovative while providing rules and guidelines to keep work within the project scope and budget [109]. Finally, determining the degree to which upskilling of participants occurred in a culturally and linguistically diverse, iterative situation, where knowledge from all stakeholders remained both tacit and latent, presented a significant challenge [24]. In addition, the knowledge presented, the responses sought, and the interpretation of feedback by the research team were inevitably influenced by the researchers’ experience, availability, paradigms, and worldviews [110].

Overall, the integration of findings into the app prototype proved complex, requiring consideration of young people’s and service providers’ preferences, recommendations from the literature, and budget. Future iterations will be informed by a feasibility study (commenced in August 2020) and might include additional activities; greater accessibility across platforms and devices; options for customization; self-monitoring; full integration of Aboriginal languages; and additional characters representing diverse ages, genders, language groups, and geographic areas facing differing age-appropriate strengths and challenges. Key learnings throughout this project include the importance of understanding and upskilling all those involved in the co-design project on previous work undertaken, the practical limitations, findings from previous research, and safety recommendations early in the co-design process. Although seeking diverse opinions undoubtedly strengthened our approach, a detailed plan of how to integrate the information across stakeholder groups would have aided our process. Identifying stakeholder roles, opportunities for input, responsibilities, influence, and decision-making strategies across app characteristic domains may have allowed more decision-making opportunities to be presented to young people.

Limitations

All of the small number of service providers interviewed had existing relationships and interest in the project, likely resulting in favorable comments. However, their involvement ensured the consideration of context and supported seeding ideas for further exploration and testing, thereby strengthening rather than detracting from the process. Furthermore, young people’s engagement in this project was influenced by organizational, cultural, and linguistic contexts; group dynamics; facilitator experience; and availability. The difficulties in engaging an interpreter at the drug rehabilitation site undoubtedly impacted young people’s engagement. The IYRG members were reimbursed for their participation, which may have influenced their comments. However, others have suggested that reimbursement might aid participation by promoting a sense of pride and responsibility [38]. Although sustained engagement facilitated trust and rapport over time, the transient nature of this population group proved challenging as new relationships needed to be established. Finally, the research team took a lead role in decision-making and prioritization of app features owing to resource limitations, impacting the extent of young people’s influence in the co-design process.

Conclusions

By using a participatory design approach, we engaged a large and diverse group of young people to develop a new culturally informed early intervention mental health treatment app. We identified challenges in reaching consensus, upskilling participants, and allowing equal representation of views in a genuinely participatory process. By describing our processes, we aim to provide transparency in reporting of participatory design approaches. Although the process proved challenging, we successfully created a new app integrating youth preferences and best practice recommendations within a limited time frame and budget. A current feasibility study is underway to evaluate the usability, feasibility, and appropriateness of the ALMhi-Y app and its potential for improving the well-being of Aboriginal and Torres Strait Islander young people.
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Abstract

Background: Social networks have been pointed out as 1 of the greatest means of spreading information. A large part of the population is already present on these platforms, looking up subjects such as health, nutrition, and food. To reach this audience, it may be important for dietitians to explore social networks. However, there is a gap in scientific studies on exploring the ways in which these platforms are used by dietitians in Brazil, and the roles they play in the profession have not been well defined.

Objective: This study aims to describe the roles that social networks play in dietitians’ practice in Brazil and their mode of use of social networks. This study also aims to identify professionals’ perceptions and opinions regarding the use of these tools, as well as changes in behavior on social network usage caused by the COVID-19 pandemic.

Methods: We carried out a quantitative cross-sectional study, collecting data through an online questionnaire, submitted between October 2020 and January 2021 to dietitians registered on the Federal Council of Dietitians. All participants included in the study answered questions about the use of social networks in their professional context.

Results: In total, 264 (91.7%) of the 288 participants reported using social networks for professional practice. Instagram was the social network most often used by professionals (224/264, 84.8%). Dietitians (N=288) related to the use of social networks (always to almost always) for sharing information about their services (n=114-72 [39.6%-25%], respectively), following the work of other dietitians (n=172-64 [59.7%-22.2%, respectively], and writing about topics related to food and nutrition (n=166-53 [57.6%-18.4%, respectively]. The roles played by social networks in the professional context of dietitians were attracting more clients (210/289, 72.7%) and keeping in touch with them (195/289, 67.5%). Furthermore, 227 (78.5%) of the 289 dietitians strongly agreed that social networks are good tools to promote their services. During the COVID-19 pandemic, 216 (74.7%) of the 289 participants noticed changes in their behavior, feelings, or beliefs on the use of social networks related to professional practice, and 149 (51.6%) have increased the frequency of sharing information about nutrition and health in general on social networks.

Conclusions: The main roles of social networks in the professional context of dietitians are to attract clients and to facilitate the contact between professional and client. The modes of use reported by the professionals included sharing information about their services, following the work of professional colleagues, and writing about topics related to nutrition. Most of them reported believing that social networks are an effective way to disseminate their services. Moreover, most professionals claimed to have noticed changes in their behaviors or beliefs on social media during the COVID-19 pandemic.
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Introduction

Social networks have been pointed out as 1 of the greatest means of spreading information, with 4.2 billion active users in the world, which corresponds to 53.6% of the world population [1]. In 2019, in a prepandemic scenario, the percentage of active users around the world was 42%, representing about 3 billion users [2]. The year 2020 marked the biggest growth in the number of users in the past 3 years. The internet has become 1 of the main sources for seeking information about health-related matters, especially with the restriction of face-to-face contact due to the COVID-19 pandemic [3].

About 72% of adult internet users search for information about diagnoses, treatments, and reports of people in the same health condition [4]. Social networks can have many benefits for health professionals’ practice, by providing greater possibility to interact, share experiences, and communicate in real time with other health professionals as well as their clients/patients [5]. One health-related topic with high interest on social networks is regarding nutrition and healthy eating. Evidence shows that possible impacts of social networks can be related to facilitating eating behavior changes, as they allow users to acquire some knowledge and understanding about healthy eating [6].

Social networks have reach to a large audience and are low-cost tools. Therefore, social networks are considered tools with potential to offer great benefits to dietitians. They can assist professionals in their online nutritional interventions, disseminating evidence-based information, and can work as an extension of their service [7,8]. A large part of the population is already present on these platforms, looking up subjects such as health, nutrition, and food [9]. Many people started to do so when there was a restriction of face-to-face consultations during the period of social isolation due to the COVID-19 pandemic. At the same time, researchers are using social media to share recommendations and decisions being made in times of the COVID-19 pandemic. In addition, dietitians have had to shift from in-person client interactions to telenutrition consultations [3,10].

The estimated average time spent on social media per user around the world is currently 2 hours and 25 minutes a day [1]. Therefore, to reach this audience, it may be important for professionals to explore social networks to provide adequate information about nutrition and food, to implement the practice of educational actions, and to offer nutrition services. In Brazil, the average time spent per day by users of social networks is 3 hours and 42 minutes. Brazil is in third place in this global ranking [1]. Thus, conducting studies on this subject in the country is valid and necessary to make possible a better understanding of the role of social networks in the profession and, later, to find opportunities of its use.

In the light of the increasing use of social media around the world among dietitians and the general population, Dumas et al [11] designed a review to map existing evidence on the effects of social media on nutritional practice. The authors found 4 interventional studies with dietitians and social media users. From the users’ perspective, online interaction with professionals can be favorable for changing behavior. However, further studies isolating variables will be necessary to measure the effectiveness of networks in this process. We also identified studies with expert opinions about the behavior of professionals on social networks, dealing with advantages and disadvantages of the use of networks in the profession and guides on ethical conduct on digital platforms [6,7,12]. Few of these have been studied so far (ie, discussion forums, blogs, and Facebook).

Saboia et al [13] observed the influences on the eating behavior of the followers of dietitians and nongraduates on Instagram in Brazil and Portugal. They were able to describe some usage characteristics of the professionals and how they interact with the public. However, it is necessary to further explore the use of networks in the profession to identify their modes of use.

Another review conducted by Saboia et al [14] also evidenced the lack of studies that can describe how dietitians are using social networks. In a 2020 publication [15], the same authors designed a questionnaire to understand the dynamics of social media use by dietitians for future application with dietitians in Portugal.

Given the low number of studies that have actually explored the ways that dietitians use social media, and how the COVID-19 pandemic may have altered such use, we developed this study. The aim of this study was to identify how dietitians in Brazil use social networks and to describe the professionals’ perceptions and opinions on the use of these tools, as well as changes in behavior on social network usage due to the COVID-19 pandemic.

Methods

Study Design

We conducted a quantitative cross-sectional study, collecting data through an online questionnaire, submitted between October 2020 and January 2021. People participated in the research only after reading and being aware of the free and informed consent terms, which provided information about the nature of the study.

Ethics Approval

The research ethics committee of the Federal University of Health Sciences of Porto Alegre approved the study (#3981023).

Sample and Participants

According to data from the Federal Council of Dietitians (FCD), there were 150,892 active dietitians in Brazil in 2019 [16]. Adopting a conservative approach to estimating the prevalence of the use of social media by dietitians, a ratio of 50% was used to maximize the sample size. A sampling error of 6% and a 95% CI were adopted. The minimum number of responses for the sample to be representative of this population was calculated as 267 participants.
The criterion for being included as participants was to be registered with the Regional Council of Dietitians (RCD). We performed recruitment in 3 stages: (1) We sent emails to a contact list of registered dietitians available on the RCD website, inviting them to take part in the research and answer the questionnaire; (2) in the same way, we sent invitations by direct messages to the professionals' Instagram accounts; and (3) professionals with more than 10,000 followers released the questionnaire link, inviting other dietitians to respond through the stories tool on Instagram.

Data Collection

All participants in the study answered an online questionnaire about how they use social networks in their professions. The study data were collected and organized using REDCap electronic data capture tools hosted by the Federal University of Health Sciences of Porto Alegre [17,18].

To describe the use of social media, we based and adapted the questions included in the questionnaire through the Global Digital Report of 2021 [1]. We included additional questions to identify professionals' social network usage modes based on the study by Dunne et al [19]. We also created more questions to explore professionals' usage modes, opinions, and perceptions. We divided the questions into 6 categories: (1) sociodemographic information, (2) characterization of the sample, (3) negative and positive points perceived using social networks, (4) ways of using social networks, (5) professionals' perceptions on the use of social media, and (6) changes in perceptions and behavior on these platforms due to the COVID-19 pandemic.

Data Analysis

Categorical results were presented by frequency and percentage. Symmetric quantitative results were presented by average and SD, or the median and the 25th percentile (P25) and the 75th percentile (P75) when asymmetric. Associations were analyzed using the chi-square test with the aid of adjusted standardized residues. The software used for the analyzes was SPSS Statistics v25 (IBM), and the significance level was .05.

Results

Participant Characteristics

In total, 334 dietitians were included in the study. Of the 334 dietitians who started, 289 (86.5%) participants reached the end of the questionnaire. Of these, 283 (97.9%) dietitians were female, and the median age was 29 (25-34) years. Information about the professional practice of the participants is shown in Table 1.

Table 1. Demographic and professional practice of dietitians who responded about their use of social networks (N=289), Brazil, 2021.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>283 (97.9)</td>
</tr>
<tr>
<td>Age (years), median (P25-P75)</td>
<td>29 (25-34)</td>
</tr>
<tr>
<td><strong>Region, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>North</td>
<td>7 (2.4)</td>
</tr>
<tr>
<td>Northeast</td>
<td>53 (18.3)</td>
</tr>
<tr>
<td>Midwest</td>
<td>16 (5.5)</td>
</tr>
<tr>
<td>Southeast</td>
<td>111 (38.4)</td>
</tr>
<tr>
<td>South</td>
<td>102 (35.3)</td>
</tr>
<tr>
<td><strong>Professional practice time (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Median (P25-P75)</td>
<td>5 (2-10)</td>
</tr>
<tr>
<td><strong>Professional field, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Collective feeding nutrition</td>
<td>15 (5.2)</td>
</tr>
<tr>
<td>Clinical nutrition</td>
<td>208 (72)</td>
</tr>
<tr>
<td>Sports and exercise nutrition</td>
<td>34 (11.8)</td>
</tr>
<tr>
<td>Public health nutrition</td>
<td>13 (4.5)</td>
</tr>
<tr>
<td>Production chain: industry and food trade nutrition</td>
<td>4 (1.4)</td>
</tr>
<tr>
<td>Teaching: research and extension nutrition</td>
<td>15 (5.2)</td>
</tr>
</tbody>
</table>

aP25: 25th percentile.
bP75: 75th percentile.

The use of social networks in the daily lives of dietitians was identified in 288 (99.7%) of the 289 participants, and of these, 264 (91.7%) claimed to use these platforms for their professional practice. Of the 24 (8.3%) professionals who stated that they did not use social networks linked to professional practice, 8 (33%) worked in the clinical nutrition field, 6 (25%) in public health nutrition, 5 (21%) in nutrition in collective feeding, and 5 (21%) in superior nutrition education and research. In a comparison of the number of dietitians who answered no to this question with the total number of professionals in the fields of...
professional activity, there were 8 (3.8%) of 208 in the clinical nutrition field, 6 (39%) of 13 in public health nutrition, 5 (33%) of 15 in nutrition in collective feeding, and 5 (33%) of 15 in superior nutrition education and research.

When evaluating modes of use of social networks by dietitians according to their working field, 133 (63.9%) of the 208 participants in the clinical nutrition field reported the habit of writing about topics such as food, feeding, and related ones, and 67 (32.2%) of these professionals reported the practice of recording videos on these subjects and sharing the videos on their social platforms. In contrast, 3 (20%) of the 15 professionals in the collective feeding field and 4 (21.1%) of the 19 professionals in the areas of superior nutrition education and research (n=15, 78.9%) and in the food industry (n=4, 21.1%) stated that they never wrote about these topics in their social networks. Regarding the videos related to these themes, 8 (53%) of the 15 nutrition professionals in the collective feeding field said they never recorded one, and 9 (47.4%) of the 19 nutrition professionals in the superior nutrition education and research field and in the food industry stated the same. The professionals in the clinical nutrition field stated the habit of following a schedule for organizing the content to be published on social networks. We detailed the use of these platforms in their professions as well as the modes of use in Tables 2 and 3, respectively.

Table 2. Characterization of the use of social networks by dietitians who responded about their use of social networks, Brazil, 2021.

<table>
<thead>
<tr>
<th>Use of social networks</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of social networks in their daily lives (N=289)</td>
<td>288 (99.7)</td>
</tr>
<tr>
<td>Use of social networks related to professional practice (N=288)</td>
<td>264 (91.7)</td>
</tr>
</tbody>
</table>

Most frequently used social network (N=264)

<table>
<thead>
<tr>
<th>Social Network</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instagram</td>
<td>224 (84.8)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>29 (11)</td>
</tr>
<tr>
<td>Facebook</td>
<td>4 (1.5)</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Others</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Snapchat/Twitter</td>
<td>0</td>
</tr>
</tbody>
</table>

Frequency of use of social networks (N=288)

<table>
<thead>
<tr>
<th>Frequency of Use</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥5 times a day</td>
<td>197 (68.4%)</td>
</tr>
<tr>
<td>2-4 times a day</td>
<td>71 (24.7%)</td>
</tr>
<tr>
<td>Once a day</td>
<td>10 (3.5%)</td>
</tr>
<tr>
<td>3-6 times a week</td>
<td>9 (3.1%)</td>
</tr>
<tr>
<td>&lt;3 times a week</td>
<td>1 (0.3%)</td>
</tr>
</tbody>
</table>

Time spent in organizing, creating, and posting materials (N=275)

<table>
<thead>
<tr>
<th>Time Spent</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;6 hours per week</td>
<td>33 (12%)</td>
</tr>
<tr>
<td>5-6 hours per week</td>
<td>38 (13.8%)</td>
</tr>
<tr>
<td>3-4 hours per week</td>
<td>98 (35.6%)</td>
</tr>
<tr>
<td>1-2 hours per week</td>
<td>59 (21.5%)</td>
</tr>
<tr>
<td>&lt;1 hour per week</td>
<td>23 (8.4%)</td>
</tr>
<tr>
<td>I pay someone to do these tasks.</td>
<td>3 (1.1%)</td>
</tr>
<tr>
<td>I do not do it.</td>
<td>21 (7.6%)</td>
</tr>
</tbody>
</table>
Table 3. Modes of use of social networks in professional practice by dietitians who responded about their use of social networks (N=288), Brazil, 2021.

<table>
<thead>
<tr>
<th>Modes of use</th>
<th>Never, n (%)</th>
<th>Almost never, n (%)</th>
<th>Sometimes, n (%)</th>
<th>Almost always, n (%)</th>
<th>Always, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I share information about my services on social networks (eg, localization, specializations, and previous work).</td>
<td>17 (5.9)</td>
<td>24 (8.3)</td>
<td>61 (21.2)</td>
<td>72 (25)</td>
<td>114 (39.6)</td>
</tr>
<tr>
<td>I share third-party content related to health and food on my social media profiles.</td>
<td>31 (10.8)</td>
<td>81 (28.1)</td>
<td>123 (42.7)</td>
<td>33 (11.5)</td>
<td>20 (6.9)</td>
</tr>
<tr>
<td>I follow the work of other nutrition professionals through social networks.</td>
<td>2 (0.7)</td>
<td>4 (1.4)</td>
<td>46 (15.9)</td>
<td>64 (22.2)</td>
<td>172 (59.7)</td>
</tr>
<tr>
<td>I write about topics related to food/nutrition and share the content on my social networks.</td>
<td>13 (4.5)</td>
<td>18 (6.3)</td>
<td>38 (13.2)</td>
<td>53 (18.4)</td>
<td>166 (57.6)</td>
</tr>
<tr>
<td>I record food/nutrition videos and share them on my social networks.</td>
<td>66 (22.9)</td>
<td>38 (13.2)</td>
<td>60 (20.8)</td>
<td>45 (15.6)</td>
<td>79 (27.5)</td>
</tr>
<tr>
<td>Before sharing content on nutrition and health in general, I make sure that what I am posting is based on evidence and comes from a safe source.</td>
<td>2 (0.7)</td>
<td>3 (1.0)</td>
<td>9 (3.1)</td>
<td>19 (6.6)</td>
<td>255 (88.6)</td>
</tr>
<tr>
<td>Whenever I share any material, I make sure to credit the source.</td>
<td>15 (5.2)</td>
<td>28 (9.7)</td>
<td>58 (20.1)</td>
<td>52 (18.1)</td>
<td>135 (46.9)</td>
</tr>
<tr>
<td>I have an organized schedule for my social networks' posts and content.</td>
<td>75 (26.0)</td>
<td>47 (16.3)</td>
<td>65 (22.6)</td>
<td>42 (14.6)</td>
<td>59 (20.5)</td>
</tr>
</tbody>
</table>

Dietitians identified the positive roles of social network usage in professional practice in the questionnaire. “I attract more clients/patients through social networks” was the most cited by 210 (72.7%) of the 289 participants, followed by “I keep in touch more easily with my clients” cited by 195 (67.5%) of the participants. Negative roles of social networks were also indicated, such as excessive time browsing social media, mentioned by 140 (48.4%) of the 289 participants. The second negative point, mentioned by 139 (48.1%) of the 289 professionals, was that the comparison with other professionals’ accounts triggers a feeling of inferiority. Displayed in Multimedia Appendix 1 are all the data about the roles social networks play in the professional context of dietitians. Table 4 describes the professionals’ general opinions and perceptions on the use of social media.

Regarding the changes in the use of social networks during the COVID-19 pandemic by dietitians, 217 (75.1%) of the 289 participants reported that they were performing online consultations according to the authorization given by the FCD (Brazil 2020). Of these 217, 179 (82.5%) professionals declared to be satisfied or very satisfied with this type of service. The changes related to feelings, beliefs, and behavior on the social networks of professionals during the COVID-19 pandemic are described in Table 5.

Table 4. Opinions and perceptions on the use of social networks by dietitians who responded about their use of social networks (N=289), Brazil, 2021.

<table>
<thead>
<tr>
<th>Opinions and perceptions</th>
<th>Strongly disagree, n (%)</th>
<th>Somewhat disagree, n (%)</th>
<th>Neither agree nor disagree, n (%)</th>
<th>Somewhat agree, n (%)</th>
<th>Strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social networks are good tools to promote your services.</td>
<td>0</td>
<td>4 (1.4)</td>
<td>8 (2.8)</td>
<td>50 (17.3)</td>
<td>227 (78.5)</td>
</tr>
<tr>
<td>Licensed professionals are the ones who write most health-related content on social media.</td>
<td>80 (27.7)</td>
<td>108 (37.4)</td>
<td>33 (11.4)</td>
<td>60 (20.7)</td>
<td>8 (2.8)</td>
</tr>
<tr>
<td>Social networks play an important role regarding health promotion.</td>
<td>0</td>
<td>17 (5.9)</td>
<td>32 (11)</td>
<td>199 (41.2)</td>
<td>121 (41.9)</td>
</tr>
<tr>
<td>Being active on social media might be dangerous for professionals.</td>
<td>99 (34.2)</td>
<td>78 (20.1)</td>
<td>67 (23.2)</td>
<td>54 (18.7)</td>
<td>11 (3.8)</td>
</tr>
<tr>
<td>In social networks, most professionals behave according to the practical aspects established by the RCD.</td>
<td>57 (19.7)</td>
<td>120 (41.5)</td>
<td>58 (20.1)</td>
<td>49 (17)</td>
<td>5 (1.7)</td>
</tr>
<tr>
<td>Social networks are unnecessary for dietitians.</td>
<td>210 (72.7)</td>
<td>31 (10.7)</td>
<td>19 (6.6)</td>
<td>15 (5.2)</td>
<td>14 (4.8)</td>
</tr>
<tr>
<td>Dietitians who post frequently on social media are at a commercial advantage when compared to those who do not post frequently or who do not have social networks accounts at all.</td>
<td>6 (2.1)</td>
<td>24 (8.3)</td>
<td>47 (16.2)</td>
<td>82 (28.4)</td>
<td>130 (45)</td>
</tr>
</tbody>
</table>

aRCD: Regional Council of Dietitians.
Profiles of potential clients/patients, and getting an opportunity role in the process of exchanging messages, identifying the Social networks also allow the professional to take an active profession, are considered a positive point, is that internet users can contact them to identify the numbers of views and interactions of posts. Another almost exclusive feature of social networking, through metrics from the social networks themselves, allowing it possible for the content to be visible to many internet users. As a positive point, professionals can quantify this number post information about their services on these platforms, making it frequent. The interactions provided by these platforms can also strengthen the bond between professional and patient. During the COVID-19 pandemic, a considerable part of the studied professionals reported starting using tools such as live video streams, polls, and question stickers on social networks, which may be related to the search for better interaction with the public, which was modified by the social distancing during the pandemic.

We expected the results about the indicated modes of use (sharing information about their services, checking the work of colleagues, and writing about topics such as food) since these behaviors are in line with the role social networks play in attracting clients/patients. Checking on colleagues' work was also expected since it is common for internet users to follow attractive layouts to contact them. These actions are not viable in traditional media, such as banners, magazines, newspapers, or radio and television. Professionals can then use social media to write about topics they have mastered and spread that content to other users. When compiling information about a particular subject in their profile, other users start to perceive that professional as someone who shows authority on the subject, which brings credibility, thus facilitating more people from social networks to become interested in their services.

The participants in this study also pointed out the role of social networks as a means of facilitating contact with patients and making these contacts more frequent, which is relevant since professionals can closely monitor their patients/clients. Thus, the professional can send information at a faster speed and can use the tools to instruct their patients and answer questions. One of the advantages of social networks in this sense is that they have a wealth of visual tools that can facilitate the educational process. Sometimes, the professional can also opt for a more informal approach, which can influence the relationship with the patient. Still, social media has other types of tools that can make interactions between users more attractive and more frequent. The interactions provided by these platforms can also strengthen the bond between professional and patient. During the COVID-19 pandemic, a considerable part of the studied professionals reported starting using tools such as live video streams, polls, and question stickers on social networks, which may be related to the search for better interaction with the public, which was modified by the social distancing during the pandemic.

We expected the results about the indicated modes of use (sharing information about their services, checking the work of colleagues, and writing about topics such as food) since these behaviors are in line with the role social networks play in attracting clients/patients. Checking on colleagues' work was also expected since it is common for internet users to follow pages that are attractive to them, such as people who share common interests or colleagues with whom they previously had personal contact.

Still on the modes of use, the publication on topics related to food can bring credibility, as it provides "samples" of the professionals' knowledge. At the same time, attractive layouts

**Table 5.** Prevalence of behavior changes during the COVID-19 pandemic on social network usage related to the professional practice of dietitians who responded about their use of social networks (N=289), Brazil, 2021.

<table>
<thead>
<tr>
<th>Behavior changes</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I noticed changes in my behavior, feelings, or beliefs regarding the use of social networks related to professional practice.</td>
<td>216 (74.7)</td>
</tr>
<tr>
<td>I started spending more time checking out the work of other nutrition professionals on social networks.</td>
<td>96 (33.2)</td>
</tr>
<tr>
<td>During the pandemic, I started to share or increased the frequency of sharing information about nutrition and health in general on social networks.</td>
<td>149 (51.6)</td>
</tr>
<tr>
<td>I felt more inspired to present information about my services on social networks.</td>
<td>127 (43.9)</td>
</tr>
<tr>
<td>I started using new tools (such as live video streaming, interactive question stickers, and polls, among others) on social networks.</td>
<td>125 (43.3)</td>
</tr>
<tr>
<td>During this period, I changed my belief regarding the relevance of using social networks for the professional practice of dietitians.</td>
<td>75 (26.0)</td>
</tr>
<tr>
<td>I felt some kind of concern for not feeling qualified enough to talk about subjects related to nutrition on social networks.</td>
<td>46 (15.9)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This study identified the roles that social networks play in the professional context of dietitians in Brazil and their modes of use, as well as the professionals' perceptions and opinions on the use of these tools and the changes in behavior on social network usage due to the COVID-19 pandemic. During this period, many professionals increased the frequency of their use of social media and changed their opinions on how relevant these tools are in their profession. The results showed that almost all the participants used social media for professional practice, which we expected since a large part of the population is already present on these platforms and uses them for professional reasons [1].

We identified that the use of social networks is more prevalent in clinical nutrition than in other fields. This result is relevant, as it shows there is a specific group of professionals who use these social platforms more frequently. It is possible to make a direct association between social networks and professional practice since internet users are making their occupations and activities public, sharing photographic records of their job duties, and searching for profiles that could be interested in their work. Therefore, we expected the association of social media with professional practice. Dietitians use these platforms to attract clients/patients, facilitate contact, and make it more frequent.

The large percentage of statements about using social networks to attract clients/patients is related to the fact that professionals post information about their services on these platforms, making it possible for the content to be visible to many internet users. As a positive point, professionals can quantify this number through metrics from the social networks themselves, allowing them to identify the numbers of views and interactions of posts. These metrics are not viable for offline media, which can be an advantage of social media compared to traditional media. Another almost exclusive feature of social networking, considered a positive point, is that internet users can contact professionals through direct and instant messaging.

Social networks also allow the professional to take an active role in the process of exchanging messages, identifying the profiles of potential clients/patients, and getting an opportunity to contact them. These actions are not viable in traditional media, such as banners, magazines, newspapers, or radio and television. Professionals can then use social media to write about topics they have mastered and spread that content to other users. When compiling information about a particular subject in their profile, other users start to perceive that professional as someone who shows authority on the subject, which brings credibility, thus facilitating more people from social networks to become interested in their services.

The participants in this study also pointed out the role of social networks as a means of facilitating contact with patients and making these contacts more frequent, which is relevant since professionals can closely monitor their patients/clients. Thus, the professional can send information at a faster speed and can use the tools to instruct their patients and answer questions. One of the advantages of social networks in this sense is that they have a wealth of visual tools that can facilitate the educational process. Sometimes, the professional can also opt for a more informal approach, which can influence the relationship with the patient. Still, social media has other types of tools that can make interactions between users more attractive and more frequent. The interactions provided by these platforms can also strengthen the bond between professional and patient. During the COVID-19 pandemic, a considerable part of the studied professionals reported starting using tools such as live video streams, polls, and question stickers on social networks, which may be related to the search for better interaction with the public, which was modified by the social distancing during the pandemic.

We expected the results about the indicated modes of use (sharing information about their services, checking the work of colleagues, and writing about topics such as food) since these behaviors are in line with the role social networks play in attracting clients/patients. Checking on colleagues' work was also expected since it is common for internet users to follow pages that are attractive to them, such as people who share common interests or colleagues with whom they previously had personal contact.

Still on the modes of use, the publication on topics related to food can bring credibility, as it provides "samples" of the professionals' knowledge. At the same time, attractive layouts
or more casual content can also draw the attention of the social media public. We identified that publishing texts and videos on topics related to food is more frequent among professionals in the clinical nutrition field. In addition, the organization of content to be published using a schedule is an almost exclusive behavior of these professionals. In contrast, writing and recording videos on these topics is an uncommon behavior for professionals working in the areas such as collective deeding, superior nutrition education and research, and the food industry and commerce. These data suggest more frequent behaviors in a specific group of professionals within social networks, being less frequent in other areas. In this niche of work, there is a greater possibility of attracting clients, so these professionals dedicate more time to using social networks and have a variety of behaviors on these platforms.

Regarding the COVID-19 pandemic, some professionals reported adopting new behaviors on social networks or that certain existing behaviors have become more frequent. As an example, more than half of the participants stated that they started to publish or increased the frequency of publishing information about nutrition and health in general on their social networks. This was not surprising, since the social isolation measures adopted by the government in the country of study required more time indoors. When in isolation, it is expected that individuals will spend more hours of their day on the internet, including the use of social networks, since many activities started to occur virtually during the pandemic. It was expected that some professionals would start to explore these platforms as a possible way of extending their service, when prevented from conducting consultitations and attracting clients in person. In addition, 2020, the year of isolation, was the year of the greatest growth for users of social networks in the past 3 years, which may have influenced the results mentioned earlier.

Most respondents cited the action of following the work of other professionals on social networks, which serves for dietitians to have references from other colleagues. Thus, it is possible to address topics the other professional discusses, becoming a source of ideas for their publications. Additionally, it can be useful to gather more knowledge about some subject that that colleague has mastered, so the interaction between professionals can be beneficial in these cases.

However, the frequent visit to other professionals' accounts can cause a feeling of inferiority, as reported as 1 of the negative points in using social networks by part of the dietitians participating in the study. Possibly, some facts caused this feeling, such as some professionals having more followers, appearing to be more successful than others, dominating specific subjects, or having a higher interaction rate in their accounts. Still, a third of the participants reported that they spent more time checking on the work of other professionals during the COVID-19 pandemic. This result could also be expected, considering the increase in the number of users and the time spent on social networks. Thus, it is reasonable that all reported behaviors grow in frequency, rather than just some of them exclusively.

Instagram was reported as the most used social network when linked to professional practice, which may be related to the platform's popularity in the country of the study. In Kemp [20], Instagram was placed in the 11th position in the ranking of the most accessed websites and in 3rd place as an application in the category of social networks in the country, with an average time of use per user of 14 hours monthly in the mobile version. In a similar study conducted in 2019 with sports dietitians in the United Kingdom [19], different results were found regarding the most used social networks in the professional practice of dietitians. Twitter was the most popular social network among participants, followed by Facebook and WhatsApp. In the year of the study (2019), Twitter had a higher number of users (46% of the UK population) compared to the current year (44.3%). Meanwhile, Instagram was 1 of the fastest-growing social networks in these years (from 47% of the population in 2019 to 52.5% in 2021) in the region [2,20]. The popularity of Twitter in the year of the study may be related to this result. Furthermore, 100% of the study participants had a Twitter account, while only 68% were present on Instagram. The percentage of professionals who used social platforms was high but lower than the results found in our study. This may be linked to the difference in percentages of the number of users and time spent on social networks in each region. In Brazil, it is estimated that 70.3% of the population are users of social media, with an average daily use of 3 hours and 42 minutes [20]; in the United Kingdom, in 2019, that number was around 67% of the population, and the average daily usage estimated was 1 hour and 50 minutes.

Most of the UK study participants pointed out that using social media is beneficial in their practice, which also occurred in our study. In the study mentioned, the ways of using these platforms were as follows: to update on scientific research, to search for recipes for meals, and to give information to their clients [19]. The results of our study showed that for the most part, professionals use social networks to share information about their services, to check on the work of professional colleagues, and to write about topics related to nutrition. The difference in the results of each study on the modes of use is notable, as it shows that social media can have different usage for professionals in the same field of activity. Thus, its use may vary according to the country and the social network used in each location.

An interesting result observed in this study was that the participants disagreed that accredited professionals are responsible for most of the content published on social networks, which corroborates with a systematic review that identified that issues of quality and reliability are 1 of the main limitations of the use of social media for communication in health [21]. Respondents also cited to believe that most professionals do not act according to the ethical aspects established by the RCD. As examples of violated behaviors in the Code of Ethics and Conduct of Dietitians, we can mention promotions or drawings of lots of procedures carried out by dietitians, dissemination of body images of themselves or third parties (even with authorization), and preference or promotion of products or company brands related to food and nutrition activities [22].
It is important to note that during the COVID-19 pandemic, some respondents reported they changed their views regarding the relevance of using social networks for their work practices. Still, a considerable part of the professionals started conducting online consultations with the permission of the FCD. The committee exceptionally suspended Article 36 of CFN Resolution No. 599, of February 25, 2018, which established that nutritional assessment and diagnosis should be carried out in person and that only nutritional guidance and monitoring could be conducted remotely. Thus, dietitians can carry out online consultations until the end of the COVID-19 pandemic [23,24], which shows the importance of the professionals' ability to adapt to the context in which they are inserted. Social networks became relevant for professionals when their reality changed, making these platforms a means to get closer to clients/patients.

A large part of the professionals participating in the study reported that they felt more motivated to present the services by digital means and that they changed their opinions and perceptions on social networks during the pandemic. The need to continue exercising their professional activities competitively and the inability to carry out face-to-face consultations may have contributed to a change in the way professionals perceive social networks and influenced their motivations to present their services on these platforms.

**Limitations**

This study had limitations. Many of the responses to the questionnaire originated from invitations made through the Instagram platform itself, which reflected in the data of a greater number of users of this social network in our study. However, according to statistics on the use of social networks in Brazil, Instagram is 1 of the most popular ones [20], which also provides greater scope for researching this topic.

**Conclusion**

In conclusion, this study explored the use of social networks by dietitians in Brazil and the changes in their use during the COVID-19 pandemic, identifying a wide adoption of these platforms for professional usage. Attracting clients and facilitating contact between professional and client were the main reported roles of social networks for dietitians. The modes of use reported by the professionals included sharing information about their services, following the work of professional colleagues, and writing about topics related to nutrition. Regarding the professionals' perceptions, most of them reported believing that social networks are an effective way to disseminate their services. Moreover, most professionals claimed to have noticed changes in their behaviors or beliefs on social media during the COVID-19 pandemic. Future research in this area could work with open questions to explore more in-depth different ways of using social media and what other benefits dietitians and other health professionals can obtain through them.
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Abstract

Background: With the advent of digital technology and specifically user-generated contents in social media, new ways emerged for studying possible stigma of people in relation with mental health. Several pieces of work studied the discourse conveyed about psychiatric pathologies on Twitter considering mostly tweets in English and a limited number of psychiatric disorders terms. This paper proposes the first study to analyze the use of a wide range of psychiatric terms in tweets in French.

Objective: Our aim is to study how generic, nosographic, and therapeutic psychiatric terms are used on Twitter in French. More specifically, our study has 3 complementary goals: (1) to analyze the types of psychiatric word use (medical, misuse, or irrelevant), (2) to analyze the polarity conveyed in the tweets that use these terms (positive, negative, or neural), and (3) to compare the frequency of these terms to those observed in related work (mainly in English).

Methods: Our study was conducted on a corpus of tweets in French posted from January 1, 2016, to December 31, 2018, and collected using dedicated keywords. The corpus was manually annotated by clinical psychiatrists following a multilayer annotation scheme that includes the type of word use and the opinion orientation of the tweet. A qualitative analysis was performed to measure the reliability of the produced manual annotation, and then a quantitative analysis was performed considering mainly term frequency in each layer and exploring the interactions between them.

Results: One of the first results is a resource as an annotated dataset. The initial dataset is composed of 22,579 tweets in French containing at least one of the selected psychiatric terms. From this set, experts in psychiatry randomly annotated 3040 tweets that corresponded to the resource resulting from our work. The second result is the analysis of the annotations showing that terms are misused in 45.33% (1378/3040) of the tweets and that their associated polarity is negative in 86.21% (1188/1378) of the cases. When considering the 3 types of term use, 52.14% (1585/3040) of the tweets are associated with a negative polarity. Misused terms related to psychotic disorders (721/1300, 55.46%) were more frequent to those related to depression (15/280, 5.4%).

Conclusions: Some psychiatric terms are misused in the corpora we studied, which is consistent with the results reported in related work in other languages. Thanks to the great diversity of studied terms, this work highlighted a disparity in the representations and ways of using psychiatric terms. Moreover, our study is important to help psychiatrists to be aware of the term use in new communication media such as social networks that are widely used. This study has the huge advantage to be reproducible thanks to the framework and guidelines we produced so that the study could be renewed in order to analyze the evolution of term usage. While the newly build dataset is a valuable resource for other analytical studies, it could also serve to train machine learning algorithms to automatically identify stigma in social media.

(JMIR Form Res 2022;6(2):e18539) doi:10.2196/18539
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Introduction

Stigma of Mental Disorders

Mental health stigma finds its roots in the history of psychiatry, in its connection to madness representations. Throughout history, the mentally ill patient has been given a pejorative label that induces social rejection. The term “stigma” comes from the ancient Greek “stitizein,” which means “to tattoo or mark with a red iron.” Jean-Yves Giordana [1], psychiatrist at the Nice hospital, rightly defines stigmatization as “a general attitude, a prejudicial one induced by low knowledge or ignorance of a situation or a state.”

Stigma and discriminatory behaviors have multiple negative impacts. Stigma in mental health leads the individual away from society, which often causes social isolation. Indeed, stigmatized people confront difficulties in their daily life such as integration into the professional world [1,2], access to housing [1], and interpersonal relationships [3]. Difficulties also concern the treatment itself, including delay in initial medical consultation, difficulty in accepting the illness, and tenuous therapeutic alliance, etc [1].

Many studies analyzing newspaper articles point out a major diversion in the use of psychiatric terms [4,5]. A French survey conducted by the L’Observatoire Société et Consommation [6] found that the French terms “schizophrène” (schizophrenic) and “schizophrénie” (schizophrenia) are particularly used in the context of violent news items and are often used metaphorically, which may lead to dangerousness, contradictory behavior, or negative connotation. Pignon et al [7], on the other hand, focused on the impact of the change of the terminology of bipolar disorder. The authors observed that substituting the term “manic-depressive psychosis” for the term “bipolar disorder” reduces stigma by disassociating this disorder from the representation of madness and dangerousness leading to the social exclusion classically associated with psychotic disorders.

With the rise of the internet and social media, it has become important to analyze how psychiatric terms are used by people in general to act effectively against stigmatization. Indeed, from the internet users’ point of view, Berry et al [8] showed that Tweeting about mental health helps reduce isolation, fight stigmatization, and raise awareness of mental health by improving knowledge, promoting free expression, and strengthening coping and empowerment strategies.

In this paper, we focus on tweets in French as Twitter is one of the most used social media platforms in France [9], and the tweets are publicly available with some conditions.

Twitter as a Resource to Analyze the Usage of Psychiatric Terms

More than 500 million tweets are posted daily in more than 40 languages [10]. In March 2019, Twitter had 321 million active users worldwide (at least one use per month) among which 10.3 million were in France [11], making Twitter third in popularity behind Facebook and YouTube, the other two most popular social networks, with 35 million and 19 million active users, respectively. The sociodemographic profile of Twitter users in France is more male, younger, and more educated than the general population. They are mainly students, with some managers and intellectual professions [12-14].

Twitter offers its users the opportunity to post short messages named “tweets” (140 characters maximum in our study although since we collected the data, the maximum length has doubled), making possible analyses of a large number of tweets in a short time. In addition, Twitter provides 1% of tweets posted each day worldwide, allowing free access to a large database accessible for various purposes including research.

Since 2014, many studies have addressed discourse content about psychiatry on Twitter, suggesting that social networks convey stigmatizing representations of mental health and people with mental health conditions. To our knowledge, existing studies deal only with English and Greek languages. Moreover, they focus on a limited number of psychiatric disorder terms such as depression, schizophrenia, and autism. Lachmar et al [15] created the hashtag #MDLL (#mydepressionlookslike) and analyzed 3225 tweets highlighting 7 topics when Twitter users talk about depression: dysfunctional thoughts, impact on daily life, social difficulties, hiding behind a mask, sadness and apathy, suicidal behaviors/ideas, and seeking support/help. Reavley et al [16] analyzed a corpus of tweets about schizophrenia and depression in English. This corpus was collected from the 1% database of Twitter using two keywords: #schizophrenia and #depression. They found that 5% of tweets related to schizophrenia convey stigmatizing remarks while less than 1% are related to depression. In addition, in their dataset, they found the polarity is mostly positive (65% of the tweets analyzed) when writing about depression while it is rather neutral (43%) for schizophrenia. Joseph et al [17] found that tweets containing the hashtag #schizophrenia convey a negative sentiment more frequently than tweets containing #diabetes (21% vs 12.6%, respectively). Similarly, Athanasopoulou et al [18] showed that tweets about schizophrenia in Greek tend to be more negative, medically inappropriate, sarcastic, and used in a nonmedical way than tweets about diabetes. Robinson et al [19] analyzed and compared messages about 5 psychiatric disorders (autism, depression, eating disorders, obsessive-compulsive disorder, and schizophrenia) and 5 physical diseases (AIDS, asthma, cancer, diabetes, and epilepsy). In their corpus, schizophrenia and HIV were the most stigmatized diseases. These diseases are perceived as dangerous and with an uncontrollable and unpredictable nature. The authors found more than 40% of stigmatizing tweets were about schizophrenia compared to less than 5% of those about depression. Finally, Alvarez-Mon et al [20] recently studied the use of the term “psychosis” and compared it to some medical terms from the field of somatic medicine (diabetes, HIV, Alzheimer disease, and breast cancer). The results showed a predominance of nonmedical content (33.3%) with a high frequency of misuse and pejorative opinion tone (36.2%) in the tweets related to psychosis compared to the tweets related to the physical diseases studied.
Toward the First Analysis of Psychiatric Terms in French Tweets

As far as we know, this is the first study that proposes an in-depth analysis of psychiatric term usage in tweets in French. In particular, we propose the following:

• Analysis of a wide range of psychiatric terms going beyond a small set of nosographic terms. Our study considers a wide range of nosographic terms but also generic and therapeutic psychiatric terms.
• Multilayer annotation scheme that includes the type of word use (medical usage, misuse, or irrelevant usage) and the opinion orientation of the tweet (positive, negative, neutral, or mixed).
• New dataset of about 22,579 tweets containing the selected terms among which 3040 are manually annotated by clinical psychiatrists. The dataset will be made available to the research community.
• Qualitative analysis of the annotated data in terms of interannotator agreement along with quantitative analysis considering mainly term frequency in each layer and exploring the interactions between them.
• Comparison of our results to those obtained by analyzing tweets in English. Our results constitute a first important step toward an automatic detection of stigma in social media.

Methods

Objectives

The multidisciplinary study reported in this paper has been conducted by clinical psychiatrists and computer scientist experts in natural language processing and information extraction from social media. The main objective of the study is to analyze how psychiatric terms are used on Twitter, in particular whether they are used in a medical use. The other goal is to analyze the opinion polarity of these terms and thus highlight the main stereotypes they convey. Our assumption is that psychiatric terms are often misused and these misusages probably have a negative polarity.

Tweet Collection

Our corpus is new and composed of tweets in French that contain selected terms relative to psychiatry. To guarantee a wide lexical convergence of the extracted tweets, we grouped terms according to 3 dimensions:

• Generic terms indicating different morphological variations of the French stem “psychiatr” (psychiatr) such as “psychiatric” (psychiatr) and “psychiatre” (psychiatre)
• Nosographic terms relative to psychiatric disorders. Following the Diagnostic and Statistical Manual of Mental Disorder taxonomy [21] that classifies mental disorders in order to improve diagnoses, treatment, and research, we grouped terms in 5 main categories: schizophrenia spectrum and other psychotic disorders, bipolar and depressive disorders, autism spectrum disorder, anxiety disorders, and other disorders.
• Therapeutic terms relative to the most used drugs in the psychiatry field.

In each dimension, we selected a set of representative terms experts considered as the most important for this study. For each term, we also considered its slang versions, such as schizo for schizophrenia. We selected a total of 120 psychiatric terms (see Table 1 for examples and frequencies and Multimedia Appendix 1 for the detailed list).

Our dataset is composed of tweets collected via the OSIRIM platform that hosts a Twitter stream representing the 1% of global tweets since 2015, with a total of 73,345,245 tweets. From this collection, we selected tweets in French—using the tag provided by Twitter on tweets—that were posted from January 1, 2016, to December 31, 2018, and contain at least one psychiatric term from our list. After removing retweets and duplicates, we got at a total of 22,579 tweets (Table 2).

Table 1. Examples of terms for each dimension along with their frequencies and English translation (n=120).

<table>
<thead>
<tr>
<th>Psychiatric terms</th>
<th>Example terms</th>
<th>terms, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generic</td>
<td>Psychiatr-*</td>
<td>1</td>
</tr>
<tr>
<td>Diagnostic</td>
<td></td>
<td>31</td>
</tr>
<tr>
<td>Schizophrenia spectrum</td>
<td>Psychose (psychosis), Psychotique (psychotic), Schiziphène (schizophrenic), Schizo (schizo)</td>
<td>6</td>
</tr>
<tr>
<td>Bipolar and depressive disorders</td>
<td>Maniaque (manic), Bipolaire (bipolar), Hypomaniaque (hypomanic)</td>
<td>7</td>
</tr>
<tr>
<td>Autism spectrum</td>
<td>Autisme (autism), Autiste (autistic)</td>
<td>2</td>
</tr>
<tr>
<td>Anxiety disorders</td>
<td>Phobie (phobia), TOC* (obsessive compulsive disorder)</td>
<td>6</td>
</tr>
<tr>
<td>Other disorders</td>
<td>Hyperactif (hyperactive), borderline</td>
<td>10</td>
</tr>
<tr>
<td>Therapeutic</td>
<td>Neuroleptique (neuroleptic), Xanax (alprazolam), Teralite (lithium)</td>
<td>88</td>
</tr>
</tbody>
</table>

*TOC: trouble obsessionnel compulsif.
Table 2. Number of tweets containing the selected terms (a tweet may contain several keywords).

<table>
<thead>
<tr>
<th>Psychiatric terms</th>
<th>tweets, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generic</td>
<td>6993</td>
</tr>
<tr>
<td>Diagnostic</td>
<td>12,149</td>
</tr>
<tr>
<td>Schizophrenia spectrum</td>
<td>1304</td>
</tr>
<tr>
<td>Bipolar and depressive disorders</td>
<td>3500</td>
</tr>
<tr>
<td>Autism spectrum</td>
<td>4389</td>
</tr>
<tr>
<td>Anxiety disorders</td>
<td>5855</td>
</tr>
<tr>
<td>Other disorders</td>
<td>101</td>
</tr>
<tr>
<td>Therapeutic</td>
<td>1853</td>
</tr>
</tbody>
</table>

Annotation Guidelines

We designed an annotation guideline to analyze the use of the 120 selected psychiatric terms in tweets in French. To this end, two clinical psychiatrists first analyzed a small subset of 157 tweets randomly selected in order to define the annotation guidelines. These tweets were then removed from the initial collection and never used again in the study.

Our annotation scheme is multilayered and aims at answering 2 main questions: Do the psychiatric terms used in the tweet convey a medical use or not? What is the overall opinion given in the tweet? We detail each layer and illustrate them by example tweets extracted from our corpus. In these examples, psychiatric terms are in bold font. All examples are given in French along with their English translation. Note that translations may not perfectly reflect the initial writing, as tweets often use slang, abbreviations, and contain grammatical errors.

Textbox 1. Examples of medical uses (psychiatric terms are in bold font).

• Tellement dégueulasse le valium en gouttes (Oral valium is so disgusting)
• Tout à l’heure j’écoute une vidéo des voix qu’elles schizo entendent dans leurs têtes g pas pu tenir + de 30 sec g cru devenir folle (I listened to a video of voices heard by schizophrenic people I couldn’t hold more than 30 sec I thought I was going insane)

Textbox 2. Examples of misuse (psychiatric terms are in bold font).

• Là j’suis en colère tu changes toutes les minutes, à croire que t’es bipolaire. (I’m angry you’re changing your mind every minute, I’d think you’re bipolar)
• Tu viens d’faire quoi sale autiste (What have you just done, you f*** autistic)

Textbox 3. Examples of irrelevant use (psychiatric terms are in bold font).

• ql t une schizo https://t.co/6B3Z1DR7cX (when a schizophrenic https://t.co/6B3Z1DR7cX)
• Psychose, C’est un peu vieux mais c’est trop cool (Psycho, it’s a little bit old but it’s so cool)

Types of Term Use

We define three possible types of term use: medical use, misuse or irrelevant use.

Medical use corresponds to the medical definition of the term. The term is used to refer to a medical pathology or to the domain of psychiatry, as in Textbox 1.

Misuse occurs when a psychiatric term is used in a figurative or metaphoric way. These misuses often convey prejudices, stereotypes, or humor and thus make psychiatry commonplace and strengthen the stigma of psychiatry and people suffering from psychiatric disorders, as in Textbox 2.

Irrelevant use occurs when the tweet is not understandable (lack of context, link to a URL, advertising, etc) or not relevant to psychiatry (use of synonyms), as in Textbox 3.

Overall Opinion of the Tweet

As usually defined in sentiment analysis [22], polarity or orientation indicates whether the opinion is positive, negative, or neutral. We consider these 3 possible values and also include mixed opinion to account for cases where the opinion can be positive and negative at the same time. We consider opinion orientation of the author at the tweet level regardless of whether the expressed opinion is related to a psychiatric term.

A tweet is annotated as having positive polarity when the writer expresses a positive personal opinion on facts, events, or on a quote (1); the general idea of the tweet is in favor of psychiatry (2); the writer defends the proper medical use of psychiatric
terms regardless of their valence (3); or with the presence of positive terms or smileys (4), as in Textbox 4.

A tweet has a negative polarity when the writer expresses a negative personal opinion on facts, events, or on a quote (1); with the presence of terms that are basically negative (2); the tweet includes ironic or sarcastic comments (3); the tweet reports negative facts connected to psychiatry (4); the tweet contains a positive smiley linked to a negative content (5); the tweet marks a derogatory or insulting positioning (6); or the psychiatric term is used in the tweet to refer to an inconvenient situation or to a topic releasing a negative emotion (7), as in Textbox 5.

Mixed or neutral polarity orientation mainly covers cases where the opinion of the writer is not clearly expressed (1) or the writer’s opinion is mixed, both positive and negative (2), as in Textbox 6.

See Multimedia Appendix 2 for other examples of types of term use and polarity orientation.

Textbox 4. Examples of positive polarity (psychiatric terms are in bold font).

1. *C'est trop top* la *psychiatrie* tu vas t'éclater! (Psychiatry is so great, you’ll have so much fun!)
2. Mon Rdo *psychiatrie* de demain tombe à la perfection. Pour une fois je l'avoue, j'en ai grandement besoin. (Tomorrow is the perfect timing for my psychiatric appointment. To be honest, for once, I really need it)
3. Bipolaire c'est un vrai trouble *psychiatrique*, mesdames arrêtez de le mettre en TN vous n'êtes pas *bipolaires* vous êtes juste mal éduquées. (Bipolar disorder is a real mental health condition. Ladies, stop using this term as tweet name. You are not bipolar, you are just poorly-educated)
4. ça va mieux t’inquéte pas merci, j’ai pris 3 Xanax et ils commencent à faire effet (Feeling better, thanks, don’t worry. I took 3 Xanax tablets and it has started to work)

Textbox 5. Examples of negative uses (psychiatric terms are in bold font).

1. La *psychiatrie* ça brise encore plus les gens. (Psychiatry breaks people down even more)
2. Il vend sa mère au diable se marie avec une chetana et Il finit en *psychiatrie*. Le pacte 666 l’a détruit. (He sells his mother to the devil, he gets married to a she-devil and he ends up in psychiatric hospital. He has been wiped out by pact 666)
3. La France est une terre d'asile... *psychiatrique* ! (France is a land of asylum... psychiatric asylum!)
4. Paris: la *psychiatrie* vendait de faux certificats médicaux aux envahisseurs sans-papiers (Paris: psychiatry used to sell fake medical certificates to paperless invaders)
5. Les artistes finissent presque tous en hôpital *psychiatrique* / (Almost all artists end up in psychiatric hospital)
6. Selon une grosse conne *psychiatrique* le harcèlement d'activité est une loi de France (According to a dumb lunatic woman, harassing is a custom in France)
7. Et franchement les garçons radins c'est grave ma *phobie* (Sincerely, stingy boys are basically my greatest phobia)

Textbox 6. Examples of mixed or neutral use (psychiatric terms are in bold font).

1. Croyez-vous qu’un *psychiatre* prendrait les médicaments qu'il prescrit (Do you think a psychiatrist would take the medicine he prescribes?)
2. La *psychiatrie* c'est cool, Faire ça dans un lieu de stage où ils te harcèlent jusqu'à la dernière heure de tout ton stage par contre moins. (Psychiatry is fun but throughout the internship they badger you, is less fun)

Annotation Procedure and Ethics

Our data were manually annotated by two French native speakers, both clinical psychiatrists, using the Brat tool. We performed a 3-step annotation where an intermediate analysis of agreement and disagreement between annotators was completed. Annotators were first trained on 157 tweets that helped them better understand the task and adjust the annotation guidelines. Annotators were then asked to separately annotate 319 tweets (around 10% of the annotated corpus) so that interannotator agreements could be computed. Before moving to the real annotation, annotators were asked to discuss main cases of disagreement, which resulted in a set of 269 tweets.

After adjudication, a total of 2771 tweets were manually annotated by one expert. In the end, our dataset is composed of 3040 tweets (269 + 2771) annotated according to our multilevel annotation scheme (Figure 1).

Regarding ethics, we did not request validation with the research ethics board since this study does not involve patients and does not use personal digital data. In addition, our data are composed of textual content from the public domain. Finally, as we will make the dataset publicly available to the research community and conform to the Twitter Developer Agreement and Policy that allows unlimited distribution of the numeric identification number of each tweet.

https://formative.jmir.org/2022/2/e18539
Interannotator Agreement

Interannotator agreement allows assessment of the amount of agreement between annotators beyond chance and provides a measure of the reliability to the annotation guide. We used the Cohen kappa statistical measure defined as follows [23]:

\[
p_{o} \text{ and } p_{e} \text{ are probabilities that correspond to the observed and the expected agreements, respectively. The latter probability measures the possible agreement by chance when each annotator randomly selects a given category. Kappa measure ranges from } -1 \text{ to } +1 \text{ where } K \leq 0 \text{ indicates no agreement, } 0.6 \leq K \leq 0.8 \text{ a high agreement, and } K = 1 \text{ a perfect agreement. We used Microsoft Excel to compute Cohen kappa from the contingency table of frequencies with the rows and columns indicating the categories (agreement frequencies are in the diagonal cells whereas disagreements are in the off-diagonal cells).}
\]

Results

Tweet Collection

We conducted a descriptive analysis that relies on the tweet collection we built. This does not require statistical tests.

From the initial collection of about 73 million tweets in French, 22,579 contain at least one term from our list of 120 terms. We observed that 25 terms out of 120 are not present in the dataset. They are mainly therapeutic terms such as international nonproprietary name of neuroleptics or antidepressants. The remaining 95 terms are diagnostic or generic terms referring to psychiatry.

From these 22,579 tweets, 3040 (13.46%) were manually annotated. Annotating tweets is time consuming and requires a high level of expertise in psychiatry. For this reason, we could annotate a limited number of tweets only. In future work, we will consider automatic annotation using supervised machine learning based on these examples, but this is out of the scope of this study.

Table 3 provides the overall frequency of annotated tweets for each dimension of psychiatric terms. Note that a tweet may contain several terms and hence the total is greater than 3040. We observe that tweets with diagnostic terms are the most frequent and that schizophrenia spectrum terms are dominant followed by generic and then bipolar disorders terms.
Table 3. Overall frequency of annotated tweets in each psychiatric term dimension.

<table>
<thead>
<tr>
<th>Psychiatric terms</th>
<th>tweets, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>3850</td>
</tr>
<tr>
<td>Generic</td>
<td>1086</td>
</tr>
<tr>
<td><strong>Diagnostic</strong></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>1300</td>
</tr>
<tr>
<td>Bipolar/depressive</td>
<td>647</td>
</tr>
<tr>
<td>Autism</td>
<td>232</td>
</tr>
<tr>
<td>Anxiety</td>
<td>400</td>
</tr>
<tr>
<td>Other disorders</td>
<td>160</td>
</tr>
<tr>
<td>Therapeutic</td>
<td>160</td>
</tr>
</tbody>
</table>

**Interannotator Agreement**

In this section, we report on interannotator agreement on both the type of use and the overall opinion levels of the annotation scheme.

Kappa values were computed on the set of 319 tweets independently annotated by the two experts. For the types of term uses (that is to say medical use, misuse, or irrelevant use), we got a $K=0.829$ whereas for the opinion level (ie, positive, negative, or neutral), we got $K=0.817$. Interannotator agreement being very high (over 0.80), the guideline is considered reliable and the annotation reproducible.

We note that it is consistent with the percentage agreement, 84.3% (269/319).

**Analysis of Psychiatric Terms in the Annotated Dataset**

Among the annotated tweets: 12.30% (374/3040) are annotated as irrelevant, 142.37% (1288/3040) as medical use 45.33% (1370/3040) as misuse. Concerning polarity, we could observe that 52.14% (1585/3040) are annotated as having a negative polarity, and 86.21% (1188/3040) of the tweets annotated as misuse are negative while 0.65% (9/3040) are positive. Furthermore, 19.02% (245/1288) of the tweets annotated as medical use have a positive polarity. It is interesting to note that most tweets annotated as medical use are neutral whereas tweets annotated as misuse are mostly negative (Table 4).

We can observe that misuses related to the spectrum of psychotic disorders are more frequent (721/1300, 55.46%) than those related to the spectrum of depression (15/280, 5.36%; Table 5).

Finally, term misuse with a positive polarity is rare and a lot of psychiatric terms such as “schizo” (schizophrenic), “bipolaire” (bipolar), and “autiste” (autistic) are used as insults. See the statistics in Multimedia Appendix 3.

In the remainder of this section, we provide a deeper inspection of each of our two annotation levels for both generic and diagnostic terms focusing on the 13 terms that are present in more than 50 tweets. We fixed this threshold to draw solid conclusions and reliable comparison with related studies. Therapeutic terms being rare in the annotated corpus, we did not include them in this detailed analysis.

Table 4. Distribution of annotated tweets according to the type of term use.

<table>
<thead>
<tr>
<th>Psychiatric term</th>
<th>Types of term use, n</th>
<th>Medical</th>
<th>Misuse</th>
<th>Irrelevant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Pos$^a$</td>
<td>Neg$^b$</td>
<td>Neut$^c$</td>
</tr>
<tr>
<td>Generic</td>
<td></td>
<td>109</td>
<td>269</td>
<td>376</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td></td>
<td>79</td>
<td>85</td>
<td>214</td>
</tr>
<tr>
<td>Bipolar/depressive</td>
<td></td>
<td>125</td>
<td>102</td>
<td>196</td>
</tr>
<tr>
<td>Autism</td>
<td></td>
<td>63</td>
<td>22</td>
<td>74</td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td>26</td>
<td>51</td>
<td>94</td>
</tr>
<tr>
<td>Other disorders</td>
<td></td>
<td>13</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Therapeutic</td>
<td></td>
<td>11</td>
<td>33</td>
<td>37</td>
</tr>
</tbody>
</table>

$^a$Pos: positive.  
$^b$Neg: negative.  
$^c$Neut: neutral.
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### Table 5. Frequency of term misuse according to the most frequent psychiatric terms in the annotated dataset.

<table>
<thead>
<tr>
<th>Psychiatric terms</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>439</td>
</tr>
<tr>
<td>Schizo</td>
<td>70</td>
</tr>
<tr>
<td>Maniaque (manic)</td>
<td>65</td>
</tr>
<tr>
<td>Psychose (psychosis)</td>
<td>56</td>
</tr>
<tr>
<td>Phobie (phobia)</td>
<td>50</td>
</tr>
<tr>
<td>Autiste (autistic)</td>
<td>41</td>
</tr>
<tr>
<td>Bipolaire (bipolar)</td>
<td>41</td>
</tr>
<tr>
<td>Psychotique (psychotic)</td>
<td>40</td>
</tr>
<tr>
<td>Psychiat-</td>
<td>25</td>
</tr>
<tr>
<td>Schizophrene (schizophrenic)</td>
<td>25</td>
</tr>
<tr>
<td>Schizophrenie (schizophrenia)</td>
<td>11</td>
</tr>
<tr>
<td>Depressif/ve (depressed)</td>
<td>7</td>
</tr>
<tr>
<td>Depression (depressive disorder)</td>
<td>5</td>
</tr>
<tr>
<td>Autisme (autism)</td>
<td>3</td>
</tr>
</tbody>
</table>

**Generic Terms**

The terms “psychiatrie” (psychiatry), “psychiatrique” (psychiatric), and “psychiatre” (psychiatrist) have been collected using the stem “psychiatry.” These generic terms are mainly used in a medical use (754/1086, 69.43%), but only 14.5% (109/754) of these tweets have a positive polarity. We observe that generic terms are often used with expressions like “ça relève de la psychiatrie” (It’s a matter of psychiatry) and “finir dans un hôpital psychiatrique” (to end up in a psychiatric hospital). The first expression occurs in 11 tweets and is related to a behavior or a person that is not understood, that seems different or out of the norm. In the same way, the second expression is used as a synonym of irreversible.

**Schizophrenia Spectrum and Other Psychotic Disorders**

We annotated all the tweets of the corpus that contain the terms “schizo,” “schizophrène” (schizophrenic), “schizophrénie” (schizophrenia), “psychose” (psycho), and “psychotique” (psychotic). Among the tweets containing these terms (Table 3), 48.69% (633/1300) are annotated as “misuse” with a negative polarity. All the terms from the spectrum of psychotic disorders have a negative polarity except for “schizophrénie” (schizophrenia), which has mainly a mixed or neutral polarity (Table 4). In particular, 70.1% (354/505) of the tweets containing “schizo” have been annotated as “misuse” versus only 25% (18/73) of the tweets containing “schizophrénie.” On the other hand, “psychotique” (psychotic) is more misused (68/172, 39.5%) than “schizophrénie” (18/73, 24.66%). In the same way, “psychose” (psycho) is frequently misused (278/494, 56.3%), meaning an excessive fear, a collective terror maintained by a stressful environment or by media. It is often related to violent events, terrorist attacks, or in a context of political tensions. It is more misused than “schizophrénie” (schizophrenia) (6/56, 11%; see Figure 2).
Depressive and Bipolar Disorders

In the domain of depression, all tweets containing the terms “depression” (nervous breakdown) and “dépressif/ive” (depressive) have been annotated, and 5.4% (15/280) are annotated as “misuse.”

From Figure 3, we see that 26.2% (50/191) to 28% (25/89) of the tweets only (depending on the keyword) have a negative polarity. When depression is concerned, tweets could be sorted into 5 categories: personal testimony or experience, recourse to care, defense of medically correct use, qualification of a state of mind, and misused to evoke something other than psychological behavior.

Figure 3. Polarity conveyed by any use according to the depression spectrum terms in the annotated dataset.

When analyzing the distribution of terms relative to bipolar disorders (mainly the term “bipolaire” [bipolar]), 40.6% (112/276) of the tweets are annotated as “misuse” and 24.2% (58/240) of those annotated as “medical use” have a positive polarity. These tweets often describe a person who changes her or his mind or emotions (going from tears to laughter) or who is difficult to understand (as in “À la colère tu changes toutes les minutes, à croire que t’es bipolaire” [I’m angry you’re changing your mind every minute, it seems like you’re bipolar]). This term is sometimes related to objects, animals, weather, or political parties that have changing behaviors or contradict themselves.
Finally, 65% (34/52) of the tweets containing the term “maniaque” (maniac) are annotated as “misuse,” the term being most often a synonym of obsession. This is one of the few terms being misused but having a positive polarity (4/34, 12%).

**Anxiety Disorders**
The term “phobie” (phobia) is the most frequent specific term in our corpus (5494/22,579, 24.33%) and is related to something that is hated or causes anger. Among the annotated tweets containing this term, 50.1% (180/359) are annotated as “misuse” and have mostly a negative polarity (163/180, 90.56%).

**Autism Spectrum Disorder**
In the domain of autism, we found that 40.9% (47/115) of the tweets containing the term “autiste” (autistic) are annotated as “misuse” and 43.5% (50/115) have a negative polarity. This is not the case for the term “autisme” (autism), which is annotated as “medical use” in 91% (84/92) of the tweets and has a negative polarity in only 14% (13/92) of the tweets. The term “autiste” seems to be close to an insult meaning idiot or referring to a person with less adaptation and strange behaviors. On the contrary, the term “autisme” has most often a positive polarity: we noticed that a lot of tweets defend the medical use of this term by conveying information, testimonials from autistic people and families or references to articles about autism. These messages allow one to fight against prejudices (Figure 4).

**Discussion**

**Principal Findings**
The main goal of this study was to analyze how psychiatric terms are used on Twitter. A descriptive analysis of our annotated corpus shows that terms from the psychiatric domain are often misused (1378/3040, 45.33%) and that most of the tweets about psychiatry convey a negative polarity (1585/3040, 52.14%).

There are some differences in psychiatric term distribution in our corpus. Indeed, there are far fewer tweets about depression than psychosis. This difference may also be due to the fact that there are many more terms related to psychiatry than to depression and thus potentially more tweets. The most frequent psychiatric terms in our corpus are “phobie,” “bipolaire,” and “autiste,” probably meaning that they now belong to everyday language.

**Comparison With Related Work in Social Media**
Our analysis reveals that depression is less prone to stigmatization, in the sense of term misuse, than schizophrenia. These results confirm the existence of stigmatization and negative prejudices related to psychotic disorders. In particular, thus, the terms “dépression” and “autisme” are less prone to misuse than the terms “psychose” and “psychotique” as well as “schizophrène” and “schizophrénie.” This trend toward stigmatization is consistent with the results of previous work in English social networks [16,19]. For example, Robinson et al [19] found stigmatizing behaviors in less than 6% of tweets about depression and autism versus more than 40% of tweets about schizophrenia. Regarding polarity, Joseph et al [17] found that 33% and 21.1% of tweets containing the words “schizophrenic” and “schizophrenia,” respectively, convey a negative opinion, which is consistent with our results of 47% (34/73) and 18% (10/56), respectively. On the other hand, the term “depression” in our study is less often associated with a
positive polarity (36/191, 18.9%) versus 65% according to Reavley et al [16]). This difference may reflect the lack of consensus in how to define the positive polarity but also the variability in the sample size or way the tweets were collected.

Limitations
Our results cannot be directly generalized to the discourse conveyed on Twitter or to the representations conveyed in the general population for the following reasons. First, the Twitter user community is not representative of the general population. Indeed, no sociodemographic data were collected to describe the characteristics of the tweet authors in our corpus. Second, the link between thought and written discourse remains complex, which is why it is impossible to extrapolate the ideas conveyed on Twitter to social representations. Third, the method we used to collect tweets also contributes to the difficulty of generalizing our results since Twitter does not provide information concerning the representativeness of the 1% of tweets compared to all the tweets posted daily. Thus, the results of this study apply to our corpus of tweets but nothing can be said on their generalization, especially since our annotated dataset is relatively small. An alternative way to collect tweets could have been to use the Twitter Filter Realtime Streaming API, although because of limitations, we are not fully sure a replication of this can be guaranteed to collect the same tweets (e.g., removed tweets), while since we are storing them, we can guarantee replication.

Another limitation concerns the manual annotation itself as the dataset is naturally biased toward annotators’ subjectivity mainly because tweets are short and the lack of context forces annotators to rely on cultural and background knowledge to better understand the tweet content. This is particularly true in case of irony and humor. Overall, this is a more general problem when manually building linguistic resources [24], and the reliable interannotator agreement we obtained (0.829 for the types of use and 0.817 for the opinion level) guarantees a good quality of the resource produced in this study.

Conclusions
The analysis of the messages posted on Twitter in French in this pilot descriptive study highlights the existence of a misuse of most of the psychiatric terms studied in our corpus of tweets and the preponderance of a negative polarity conveyed by tweets when talking about psychiatry. It is important to mention that this work, despite some limitations, is part of an international research landscape that is expanding in recent years.

We believe it is necessary to pursue this research on digital social networks in order to improve the quality of discourse analysis and to work toward a better representativeness. Such study is also useful to evaluate the impact of antistigma campaigns on the content of social networks. To this end, future research could focus on a larger corpus of tweets and/or to other popular social networks. Another future direction is the automatic detection of stigma relying on natural language processing techniques. The annotated dataset that we built can then serve as a valuable source to train machine learning techniques to jointly identify the type of use and the opinion conveyed by each tweet.
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Abstract

Background: Many people experienced unintended weight gain during the COVID-19 pandemic, which has been discussed widely on social media.

Objective: This study aims to describe the content of weight loss videos on YouTube (Google LLC) during the COVID-19 pandemic.

Methods: By using the keywords weight loss during quarantine, the 100 most viewed English-language videos were identified and coded for content related to losing weight gained during the COVID-19 pandemic.

Results: In total, 9 videos were excluded due to having non-English content or posting data before the COVID-19 pandemic. The 91 videos included in the study sample acquired 407,326 views at the time of study and were roughly 14 minutes long. A total of 48% (44/91) of the sample videos included graphic comparisons to illustrate weight change. Videos that included a graphic comparison were more likely to have content related to trigger warnings ($\chi^2 = 6.05; P = .01$), weight loss ($\chi^2 = 13.39; P < .001$), negative feelings during quarantine ($\chi^2 = 4.75; P = .03$), instructions for losing weight ($\chi^2 = 9.17; P = .002$), self-love ($\chi^2 = 6.01; P = .01$), body shaming ($\chi^2 = 4.36; P = .04$), and special dietary practices ($\chi^2 = 11.10; P < .001$) but were less likely to include food recipes ($\chi^2 = 5.05; P = .03$). Our regression analysis results suggested that mentioning quarantine ($P = .05$), fat-gaining food ($P = .04$), self-care and self-love ($P = .05$), and body shaming ($P = .008$) and having presenters from both sexes ($P < .001$) are significant predictors for a higher number of views. Our adjusted regression model suggested that videos with content about routine change have significantly lower view counts ($P = .03$) than those of videos without such content.

Conclusions: The findings of this study indicate the ways in which YouTube is being used to showcase COVID-19–related weight loss in a pre-post fashion. The use of graphic comparisons garnered a great deal of attention. Additional studies are needed to understand the role of graphic comparisons in social media posts. Further studies that focus on people’s attitudes and behaviors toward weight change during the COVID-19 pandemic and the implications of social media on these attitudes and behaviors are warranted.

(JMIR Form Res 2022;6(2):e35164) doi:10.2196/35164
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**Introduction**

COVID-19 is a contagious respiratory illness caused by the novel coronavirus (SARS-CoV-2). The World Health Organization declared the COVID-19 outbreak a global pandemic due to its rapid spread and alarming severity in March 2020 [1]. In an early attempt to reduce the transmission of SARS-CoV-2 (i.e., to “flatten the curve”) [2], over 100 countries have implemented self-quarantine at different points since January 2020 (referred to as lockdown) [2,3]. In March 2020, different regions in the United States enforced lockdowns of varying stringency, with most regions restricting outdoor activities and shutting down schools and other nonessential businesses [4,5]. Some states announced stay-at-home orders with a mandate that all nonessential work was to be conducted from home [4]. After the COVID-19 vaccines became available to the general public in December 2020, businesses gradually reopened, but social distancing was largely still encouraged [6]. The unprecedented shutdown has effectively slowed the spread of COVID-19 and averted an estimated 531 million coronavirus infections around the world, including 60 million infections in the United States [7]. Despite this however, the negative consequences of the COVID-19 pandemic persist. These include job losses [8] and the increased prevalence of mental health issues (eg, depression and anxiety) [9,10], as well as a myriad of additional societal losses [11]. The COVID-19 quarantine has also resulted in significant lifestyle changes, such as variations to customary eating habits and physical activity [12,13]. These changes have resulted in widespread concerns about weight gain and body image [14]. Reflecting this, the term quarantine is highly discussed on social media [15,16]. For example, a recent search yielded approximately 50,600 videos on YouTube (Google LLC) that include quarantine in their titles. Further, a cursory search of the term quarantine yielded more than 619,000 Instagram posts, not including thousands of posts using related terms and those found in other social media outlets, such as Twitter and Facebook.

Social media has long been a popular tool for sharing and disseminating prompt, health-related information and a cost-effective information and education platform that can help with intervening in health behaviors [17], including weight management. For example, weight loss is one of the most searched topics on the internet [17]. However, not all social media use is positive, especially when it comes to promoting health behaviors such as safe and effective weight loss. For example, content that stigmatizes weight gain or triggers eating disorders is present on social media [16,18]. Moreover, recent evidence suggests that image-centric social media platforms have a greater impact on body image dissatisfaction and eating disorder behaviors than non–image-centric social media platforms [19]. As one of the most popular video-sharing platforms around the globe [20-22], YouTube has been the focal point of a range of studies related to COVID-19. Given the widespread concerns about undesired weight gain, the popularity of YouTube, and the long-existing risk of social media content [14,16,17], it is important to characterize the trending weight-related social media posts during the COVID-19 quarantine to investigate the effect of quarantine on individuals’ behaviors and health [16]. Therefore, the purpose of this study was to describe the content of weight loss videos on YouTube during the COVID-19 pandemic.

**Methods**

This was a qualitative, content analysis study that adapted methods from prior studies that analyzed YouTube videos on COVID-19 vaccination [23,24]. By using “visitor” mode, we conducted searches with the keywords quarantine weight loss and quarantine weight gain and found that the results were similar. To keep the view count as a valid measure, we used 1 key term—quarantine weight loss—to filter the first 100 videos by view count. However, 6 of the most viewed videos were not presented in English, and 3 videos were posted before the pandemic (ie, before 2019). As such, only 91 videos were coded and analyzed.

A total of 23 coding categories were used to code each video, and only 7 basic information categories [25], including (1) URL, (2) upload date, (3) view count, (4) thumbs-up, (5) thumbs-down, (6) video length (in minutes and seconds), and (7) presenter sex, were coded and recorded on the same day. Thumbs-up and thumbs-down counts were subsequently used to calculate the like to dislike ratio. Additional categories were extracted from related articles, a World Health Organization report, and the first 10 most viewed videos [14,25-27]. These characteristic categories were (1) including a trigger warning or disclaimer, (2) mentioning quarantine, (3) including a graphic comparison of pre- and post-pandemic weight (cover, picture, or video), (4) mentioning weight gain during quarantine, (5) mentioning an exact amount of quarantine weight gain, (6) mentioning weight loss during quarantine, (7) mentioning an exact amount of quarantine weight loss, (8) mentioning personal causes of quarantine weight gain, (9) mentioning negative feelings during quarantine, (10) highlighting food of low nutritional quality (dessert or ultraprocessed food), (11) mentioning exercise, (12) mentioning how to lose weight during quarantine, (13) highlighting weight loss pills or products, (14) mentioning self-love or self-care, (15) mentioning body shaming, (16) mentioning a specific diet, and (17) including recipes.

Each video was coded as “1” (yes) or “0” (no) for whether the video mentioned these characteristic categories. Means, SDs, and ranges were calculated for the view count, thumbs-up, thumbs-down, and video length variables. Frequencies and percentages were calculated for all categorical variables. Chi-square tests were used to investigate associations between the inclusion of a graphic comparison of pre- and postpandemic weight and other video characteristics. In addition, a correlation analysis was conducted to determine if there were significant relationships among various video characteristics. Finally, a regression analysis was conducted, with view count (in thousands) as a dependent variable and different video characteristics as independent variables, to test for significant predictors of higher view counts. After the initial interpretation of results, a stepwise regression was performed to reduce the complexity of our model and produce a more efficient model. The descriptive analyses (correlation and chi-square tests) were
performed by using SPSS version 27 (IBM Corporation), and the regression analysis with subset selection was conducted with RStudio 1.4.1717. This study was not reviewed by the institutional review boards of Columbia University and William Paterson University because it did not involve human subjects, per their policies.

Results

The 91 YouTube videos on weight loss during quarantine had an average of 407,326 views; this value had a high SD of 836,478 views. Most (65/91, 71%) of the videos were uploaded between January 1 and August 2, 2020, and only 29% (26/91) of videos were uploaded between August 2, 2020, and March 2, 2021. The majority of videos were presented by females (65/91, 71%). The videos were roughly 14 minutes long on average, though the length ranged from 2 minutes to 1 hour. Most videos were very positively rated; the average like to dislike ratio was 98%. A complete list of the characteristics included in these videos is outlined in Table 1.
Table 1. Characteristics of the most viewed YouTube videos on quarantine weight loss (N=91).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Upload date of videos, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Between January 1 and August 2, 2020</td>
<td>65 (71)</td>
</tr>
<tr>
<td>Between August 2, 2020, and March 2, 2021</td>
<td>26 (29)</td>
</tr>
<tr>
<td><strong>View count, mean (SD; range)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>407,326,69 (836,478.02; 44,181-5,396,499)</td>
</tr>
<tr>
<td><strong>Thumbs-up (like) count, mean (SD; range)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>13,004.82 (24,237.7; 639-176,000)</td>
</tr>
<tr>
<td><strong>Thumbs-down (dislike) count, mean (SD; range)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>203.31 (297.4; 16-1500)</td>
</tr>
<tr>
<td><strong>Video length (seconds), mean (SD; range)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>847.19 (614.8; 141-4063)</td>
</tr>
<tr>
<td><strong>Presenter sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>65 (71)</td>
</tr>
<tr>
<td>Male</td>
<td>22 (24)</td>
</tr>
<tr>
<td>Both</td>
<td>4 (4)</td>
</tr>
<tr>
<td><strong>Includes a trigger warning or disclaimer, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>14 (15)</td>
</tr>
<tr>
<td>No</td>
<td>77 (85)</td>
</tr>
<tr>
<td><strong>Mentions quarantine, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>83 (91)</td>
</tr>
<tr>
<td>No</td>
<td>8 (9)</td>
</tr>
<tr>
<td><strong>Includes a graphic comparison of pre- and postpandemic weight (cover, picture, or video), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>44 (48)</td>
</tr>
<tr>
<td>No</td>
<td>47 (52)</td>
</tr>
<tr>
<td><strong>Mentions the exact amount of quarantine weight gain, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16 (18)</td>
</tr>
<tr>
<td>No</td>
<td>75 (82)</td>
</tr>
<tr>
<td><strong>Mentions the exact amount of quarantine weight loss, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>37 (42)</td>
</tr>
<tr>
<td>No</td>
<td>52 (58)</td>
</tr>
<tr>
<td><strong>Mentions weight gain during quarantine, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>29 (32)</td>
</tr>
<tr>
<td>No</td>
<td>62 (68)</td>
</tr>
<tr>
<td><strong>Mentions weight loss during quarantine, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>57 (63)</td>
</tr>
<tr>
<td>No</td>
<td>34 (37)</td>
</tr>
<tr>
<td><strong>Mentions personal causes of quarantine weight gain, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17 (19)</td>
</tr>
<tr>
<td>No</td>
<td>74 (81)</td>
</tr>
<tr>
<td><strong>Mentions negative feelings during quarantine, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>39 (43)</td>
</tr>
<tr>
<td>No</td>
<td>52 (57)</td>
</tr>
<tr>
<td><strong>Highlights fat-gaining food (dessert or ultraprocessed food), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17 (19)</td>
</tr>
<tr>
<td>No</td>
<td>74 (81)</td>
</tr>
<tr>
<td><strong>Mentions exercise, n (%)</strong></td>
<td></td>
</tr>
</tbody>
</table>
Table 2 features a compilation of chi-square tests of independence for testing the relationship between the inclusion of a graphic pre-post weight comparison and various other video characteristics. Videos that included a trigger warning were more likely to feature a graphic comparison ($\chi^2 = 6.05; P = .01$). Such videos that included a graphic comparison of pre- and postpandemic weight also mentioned weight loss more often than videos without a graphic comparison ($\chi^2 = 13.39; P < .001$) and more often mentioned negative feelings during quarantine ($\chi^2 = 4.75; P = .03$). In addition, videos with a graphic comparison more frequently included how-to instructions ($\chi^2 = 9.17; P = .002$) and more frequently mentioned self-love ($\chi^2 = 6.01; P = .01$), body shaming ($\chi^2 = 4.36; P = .04$), and special dietary practices ($\chi^2 = 11.10; P < .001$). However, videos with graphic comparisons significantly less often included food recipes ($\chi^2 = 5.05; P = .03$).
<table>
<thead>
<tr>
<th>Categories</th>
<th>Includes a graphic comparison</th>
<th>Total, N</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No, n</td>
<td>Yes, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Presenter sex</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>.47 (2)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>35</td>
<td>30</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>10</td>
<td>12</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Includes a trigger warning or disclaimer</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>6.05 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>44</td>
<td>33</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>3</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>Mentions quarantine</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>0.01 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>43</td>
<td>40</td>
<td>83</td>
</tr>
<tr>
<td>Mentions weight gain</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>0.79 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>34</td>
<td>28</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>13</td>
<td>16</td>
<td>29</td>
</tr>
<tr>
<td>Mentions weight loss</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>13.39 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>26</td>
<td>8</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>21</td>
<td>36</td>
<td>57</td>
</tr>
<tr>
<td>Includes a COVID-19 weight change–related term</td>
<td>47</td>
<td>43</td>
<td>90</td>
<td>9.56 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>45</td>
<td>31</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>2</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>Mentions weight gain cause</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>0.92 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>40</td>
<td>34</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>7</td>
<td>10</td>
<td>17</td>
</tr>
<tr>
<td>Mentions negative feelings during quarantine</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>4.75 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>32</td>
<td>20</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>15</td>
<td>24</td>
<td>39</td>
</tr>
<tr>
<td>Mentions fat-gaining food</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>2.24 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>41</td>
<td>33</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>6</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>Mentions exercise</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>3.28 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>19</td>
<td>10</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>28</td>
<td>34</td>
<td>62</td>
</tr>
<tr>
<td>Mentions routine or life change</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>0.07 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>19</td>
<td>19</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>28</td>
<td>25</td>
<td>53</td>
</tr>
<tr>
<td>Mentions how to lose weight</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>9.17 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>34</td>
<td>18</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>13</td>
<td>26</td>
<td>39</td>
</tr>
<tr>
<td>Highlights weight loss pills or products</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>0.04 (1)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>35</td>
<td>32</td>
<td>67</td>
</tr>
<tr>
<td>Categories</td>
<td>Includes a graphic comparison</td>
<td>Chi-square (df)</td>
<td>P value</td>
<td></td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-------------------------------</td>
<td>----------------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No, n</td>
<td>Yes, n</td>
<td>Total, N</td>
<td></td>
</tr>
<tr>
<td>Mentions self-love or self-care</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>6.01 (1)</td>
</tr>
<tr>
<td>No</td>
<td>37</td>
<td>24</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Mentions body shaming</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>4.51 (1)</td>
</tr>
<tr>
<td>No</td>
<td>45</td>
<td>36</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2</td>
<td>8</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Mentions a specific diet (eg, keto diet, etc)</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>10.17 (1)</td>
</tr>
<tr>
<td>No</td>
<td>40</td>
<td>24</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7</td>
<td>20</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Includes recipes</td>
<td>47</td>
<td>44</td>
<td>91</td>
<td>3.68 (1)</td>
</tr>
<tr>
<td>No</td>
<td>25</td>
<td>33</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22</td>
<td>11</td>
<td>33</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Statistically significant at a \(P<.05\) significance level.

A regression analysis with a full list of 21 factors was conducted to create a statistically significant model (\(F_{21,68}=3.223; \ P<.001\)) with moderate model fit (\(R^2=34.4\%\)). Videos that mentioned COVID-19 quarantine had approximately 580,000 more views than those that did not mention COVID-19 quarantine (\(P=.05\)). In addition, talking about fat-gaining food (\(P=.04\)), self-love (\(P=.05\)), and body shaming (\(P=.008\)) significantly contributed to higher view counts. Further, videos with both male and female presenters had, on average, 1.8 million more views than videos with male presenters and 1.5 million more views compared to videos with female presenters (\(P<.001\)). Table 3 outlines the full list of regression coefficients.
## Table 3. Regression analysis with full factors.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>B (SE)</th>
<th>t test (df)⁴</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-3420.035 (2411.484)</td>
<td>-1.418 (68)</td>
<td>.16</td>
</tr>
<tr>
<td>Like to dislike ratio</td>
<td>3537.054 (2449.459)</td>
<td>1.444 (68)</td>
<td>.15</td>
</tr>
<tr>
<td>Length (seconds)</td>
<td>-0.241 (0.141)</td>
<td>-1.714 (68)</td>
<td>.09</td>
</tr>
<tr>
<td>Includes a trigger warning</td>
<td>278.817 (236.567)</td>
<td>1.179 (68)</td>
<td>.24</td>
</tr>
<tr>
<td>Mentions quarantine</td>
<td>580.534 (290.706)</td>
<td>1.997 (68)</td>
<td>.05⁵</td>
</tr>
<tr>
<td>Mentions a graphic comparison</td>
<td>-17.898 (205.592)</td>
<td>-0.087 (68)</td>
<td>.93</td>
</tr>
<tr>
<td>Mentions weight gain</td>
<td>-111.256 (205.264)</td>
<td>-0.542 (68)</td>
<td>.59</td>
</tr>
<tr>
<td>Mentions weight loss</td>
<td>-295.420 (174.849)</td>
<td>-1.690 (68)</td>
<td>.10</td>
</tr>
<tr>
<td>Includes a COVID-19 weight change–related term</td>
<td>-217.298 (229.365)</td>
<td>-0.947 (68)</td>
<td>.35</td>
</tr>
<tr>
<td>Mentions weight gain cause</td>
<td>-535.506 (264.648)</td>
<td>-2.023 (68)</td>
<td>.04⁶</td>
</tr>
<tr>
<td>Mentions negative feelings</td>
<td>128.832 (188.775)</td>
<td>0.682 (68)</td>
<td>.50</td>
</tr>
<tr>
<td>Mentions fat-gaining food</td>
<td>470.720 (218.611)</td>
<td>2.153 (68)</td>
<td>.04⁶</td>
</tr>
<tr>
<td>Mentions exercise</td>
<td>28.272 (176.027)</td>
<td>0.161 (68)</td>
<td>.87</td>
</tr>
<tr>
<td>Mentions a routine or life change</td>
<td>-392.194 (209.015)</td>
<td>-1.876 (68)</td>
<td>.07</td>
</tr>
<tr>
<td>Mentions how to lose weight</td>
<td>350.152 (182.994)</td>
<td>1.913 (68)</td>
<td>.06</td>
</tr>
<tr>
<td>Highlights weight loss pills or products</td>
<td>16.195 (190.823)</td>
<td>0.085 (68)</td>
<td>.93</td>
</tr>
<tr>
<td>Mentions self-love or self-care</td>
<td>389.582 (195.430)</td>
<td>1.993 (68)</td>
<td>.05⁶</td>
</tr>
<tr>
<td>Mentions body shaming</td>
<td>700.194 (255.749)</td>
<td>2.738 (68)</td>
<td>.008⁷</td>
</tr>
<tr>
<td>Mentions a specific diet (eg, keto, etc)</td>
<td>-56.951 (198.153)</td>
<td>-0.287 (68)</td>
<td>.78</td>
</tr>
<tr>
<td>Includes recipes</td>
<td>-113.440 (179.326)</td>
<td>-0.633 (68)</td>
<td>.53</td>
</tr>
<tr>
<td>Presenter is female</td>
<td>269.498 (187.232)</td>
<td>1.439 (68)</td>
<td>.16</td>
</tr>
<tr>
<td>Includes both male and female presenters</td>
<td>1848.469 (394.523)</td>
<td>4.685 (68)</td>
<td>&lt;.001⁷</td>
</tr>
</tbody>
</table>

⁴Values are from a regression analysis.
⁵Statistically significant at a P<.05 level.
⁶Statistically significant at a P<.01 level.

To reduce the number of parameters and improve model fit, forward and backward stepwise regressions were performed. Among the two models, the backward stepwise regression model was selected because it had a lower Akaike Information Criteria value (1195.92) compared to that of the forward regression model (1208.15). The selected model was, overall, significantly similar to the full model ($F_{11,79}$=5.506; $P$<.001) and had a slightly improved model fit ($R^2$=35.5%). The reduced model included 11 out of the 21 variables, and the complete list of the coefficients can be found in Table 4. The effects of mentioning quarantine ($P$=.049) and body shaming ($P$=.009) and presenter sex ($P$<.001) stayed significant. In addition, mentioning changes in life routine was selected as a significant predictor of view count ($P$=.03), though videos that included content about routine change had approximately 380,000 fewer views.
Table 4. Backward stepwise regression analysis with reduced variables.\(^a\)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>B (SE)</th>
<th>(t) test (df)(^b)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>−3323.7 (2291.4)</td>
<td>−1.451 (79)</td>
<td>.15</td>
</tr>
<tr>
<td>Like to dislike ratio</td>
<td>3329.7 (2304.5)</td>
<td>1.445 (79)</td>
<td>.15</td>
</tr>
<tr>
<td>Length (seconds)</td>
<td>−0.2 (0.1)</td>
<td>−1.778 (79)</td>
<td>.08</td>
</tr>
<tr>
<td>Mentions quarantine</td>
<td>556.1 (278.4)</td>
<td>1.997 (79)</td>
<td>.049(^c)</td>
</tr>
<tr>
<td>Mentions weight gain</td>
<td>−271.6 (167.1)</td>
<td>−1.626 (79)</td>
<td>.11</td>
</tr>
<tr>
<td>Highlights fat-gaining food</td>
<td>342.1 (192.4)</td>
<td>1.778 (79)</td>
<td>.08</td>
</tr>
<tr>
<td>Mentions a routine or life change</td>
<td>−385.6 (173.4)</td>
<td>−2.212 (79)</td>
<td>.03(^c)</td>
</tr>
<tr>
<td>Mentions how to lose weight</td>
<td>296.8 (157.1)</td>
<td>1.889 (79)</td>
<td>.06</td>
</tr>
<tr>
<td>Mentions self-love or self-care</td>
<td>221.5 (165.5)</td>
<td>1.339 (79)</td>
<td>.18</td>
</tr>
<tr>
<td>Mentions body shaming</td>
<td>630.9 (237.1)</td>
<td>2.660 (79)</td>
<td>.009(^d)</td>
</tr>
<tr>
<td>Presenter is female</td>
<td>246.0 (171.9)</td>
<td>1.432 (79)</td>
<td>.16</td>
</tr>
<tr>
<td>Includes both male and female presenters</td>
<td>1889.4 (369.1)</td>
<td>5.100 (79)</td>
<td>&lt;.001(^d)</td>
</tr>
</tbody>
</table>

\(^a\)The Akaike Information Criteria and Bayesian Information Criteria values of the model were 1195.92 and 1195.92, respectively.

\(^b\)Values are from a regression analysis.

\(^c\)Statistically significant at a \(P<.05\) level.

\(^d\)Statistically significant at a \(P<.01\) level.

Discussion

The findings of this study are important in that they indicate the ways in which YouTube is being used to showcase weight loss in a pre-post fashion. Further, videos that used graphic comparisons garnered the most attention and included less of the studied content compared to those that did not use such comparisons. The power of graphic depiction has long been recognized in many fields, including research, education, and business [28-30]. One example is the social comparison theory, which posits that self-worth is often determined through the assessment of differences and similarities with others [31]. This highlights why exposure to body images on social media can result in both positive and negative consequences [32,33].

Many studies have found that social media posts with pictures usually induce higher levels of engagement with eating disorder behaviors than those induced by posts without pictures [34,35]. In this study, videos that included a graphic comparison of pre- and postpandemic weight usually talked about weight loss (mentions weight loss, mentions how to lose weight, and mentions the exact amount of quarantine weight loss) but not weight gain. It is possible that weight loss has always been a popular topic in social media [36]. As such, video makers wanted to make their video content stand out by showing the efficacy of their weight loss journeys with graphic comparisons.

On the other hand, it should be noted that graphic posts can magnify the risk of social media use with regard to body objectification, body dissatisfaction, and eating disorders [19,37-40]. Graphic comparison is a strategy that is used to motivate participants by demonstrating the potential results of following a suggested regimen or advice. However, instead of promoting body positivity, some graphic comparisons have the opposite effect because they are based on the erroneous belief that fat shaming or weight stigma can serve as a motivator for weight loss [41,42]. Transformational graphic images often focus on decreased size and high amounts of weight loss as determinants of good health. The linking of weight to health can lead to negative body image and decreased self-esteem for those who do not meet the criteria in the posted images or videos [43]. In addition, this strategy does not often lead to motivation but instead can discourage and decrease the self-efficacy of viewers who do not believe that they can achieve the weight loss goals portrayed in such images or videos [43]. Furthermore, considering racial and ethnic representation and cultural body image standards within these images is important for reaching a diverse audience and achieving body inclusivity [44].

Including trigger warnings could be an effective strategy for limiting exposure to content that can distort body image. We found that videos that include a pre-post graphic comparison are more likely to include trigger warnings or disclaimers and mention self-love, self-care, and body shaming compared to those without a graphic comparison. Only 15% (14/91) of these popular videos discussing weight change included trigger warnings or disclaimers. Social media platforms and content creators should be more aware of the potential risk of content related to body image and promote policies to reduce this risk. Future studies should seek to develop best practices for developing graphic images in a way that promotes health and body positivity instead of just weight loss and a thin body ideal.

The literature indicates that several lifestyle changes during the COVID-19 quarantine have resulted in weight gain and increased the risk for obesity [45,46], which is a primary public health concern [47,48]. Studies have confirmed that weight gain was commonplace around the globe during the COVID-19 quarantine [14,45,46,49]. The interruption of usual routines and...
restriction of social behaviors due to the COVID-19 quarantine can result in increased boredom [12] and stress [50], which in turn induce emotional eating and food craving [51-53]. Additionally, higher energy intake; the higher consumption of sugar, fat, and alcohol; and the limited availability of fresh fruits and vegetables [13,54] during quarantine increased the risk for overweight and many metabolic diseases [55]. In addition, the decrease in physical activity and increase in sedentary behaviors, such as screen time, during the COVID-19 quarantine may also contribute to weight and fat gain [56].

This study is limited by its cross-sectional design, the sole inclusion of English-language videos, and the search term being limited to 1 phrase. There is no indication of how our results may have differed at other points in time during the pandemic, as quarantine rules varied greatly over time. Despite these limitations, this study does contribute to a gap in the literature and may encourage researchers to conduct studies related to the loss of weight gained during the COVID-19 pandemic.

Social media use increased significantly during the COVID-19 pandemic, since it has helped people feel connected with others and has kept them updated with news and entertained while staying at home [16,57]. More than half of US adults reported the increased use of social media platforms after the pandemic [58]. Social media sites like YouTube provide an opportunity for lay content creators, as well as public health organizations, to reach large audiences and provide content that can promote improved body image and increased focus on health rather than weight [59]. The lessons learned from the COVID-19 pandemic should serve as a catalyst for public health practitioners to develop evidence-based tools that people can use to remain healthy should an extended quarantine occur again. Many creators of social media content that focuses on weight loss are not trained in health education or public health and may not be using evidence-based strategies to develop content. It would be beneficial for trusted organizations to develop evidence-based social media education and training with guidelines for maintaining a healthy weight and establishing healthy behaviors during times of quarantine or other public health emergencies. Further studies that focus on people’s attitudes and behaviors toward weight change during the COVID-19 pandemic and the implications of social media on these attitudes and behaviors are warranted.
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Abstract

Background: People with disabilities face barriers to in-person physical activity (PA), including a lack of adaptive equipment and knowledgeable instructors. Given this and the increased need for digital resources due to widespread COVID-19 lockdowns, it is necessary to assess the accessibility of digital fitness resources for people with disabilities. To investigate whether YouTube fitness content creators have made videos accessible to people with disabilities would be informative about access to PA during COVID-19 and could also provide insight into the feasibility of individuals who are disabled relying on YouTube for PA in a post–COVID-19 world.

Objective: This study aims to ascertain if disability-friendly PA videos on YouTube are accessible through searching general fitness terms and whether a change in the availability of accessible fitness resources for people with disabilities occurred on YouTube between before and during the COVID-19 pandemic on “Hospital/Medical Institutions,” “Individual(s),” and “Other(s)” channels. Secondary aims are to investigate if different categories of YouTube channels produce more accessible fitness content and highlight any disparities in disability-friendly PA content on YouTube.

Methods: A cross-sectional text analysis of exercise-related YouTube videos was conducted. The authors used Python (version 3.0) to access the YouTube database via its data application programming interface. Terms pertaining to PA that were searched on YouTube were at-home exercise, exercise at home, exercise no equipment, home exercise, home-based exercise, no equipment workout, and workout no equipment. Various elements (eg, view count and content generation) of the videos published between January 1 and June 30, 2019 (n=700), were compared to the elements of videos published between January 1 and June 30, 2020 (n=700). To capture a broad idea of disability-friendly videos on YouTube, videos were labeled “accessible” if they were found in the first 100 video results and if their title, description, or tags contained the following terms: para, paralympic, adaptive, adapted, disabled, disability, differently abled, disability-friendly, wheelchair accessible, and inclusive. Each video and channel were categorized as “Hospitals/Medical Institutions,” “Individuals,” or “Other(s).”

Results: The analysis revealed a statistically significant increase in viewership of fitness content on YouTube ($P$=.001) and in fitness content generated by Hospitals/Medical Institutions ($P$=.004). Accessible terms applicable to people with disabilities had minimal appearances in 2019 (21 videos) and 2020 (19 videos). None of the top viewed fitness videos that populated on YouTube from 2019 or 2020 were accessible.
Conclusions: The proportion of accessible disability-friendly videos remains diminutive relative to the prevalence of disability in the general population, revealing that disability-friendly videos are seldom findable on YouTube. Thus, the need for disability-friendly fitness content to be easily searched and found remains urgent if access to digital fitness resources is to improve.

(JKIR Form Res 2022;6(2):e34176) doi: 10.2196/34176
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Introduction

Background

Physical activity (PA) is a critical health strategy for the prevention and maintenance of strong physical and mental health as well as upholding a high quality of life [1-4]. There is strong evidence that people with disabilities report markedly lower rates of PA than their abled-bodied peers [1-4]. For example, according to one study, only 45% of Americans adults with a mobility disability participated in aerobic PA [5]. This lower rate of PA, in part, explains how people with disabilities present with serious illnesses such as obesity, heart disease, stroke, diabetes, and cancer at higher rates than the general population. Therefore, strategies to address these barriers should be developed [1].

People who are disabled have often struggled to access exercise trainers and equipment due to a lack of social support in the fitness and sports sectors, insufficient knowledge of disability among fitness instructors, and a shortage of adaptive fitness resources in gyms [3,4,6]. For example, Richardson et al [4] conducted semistructured interviews with individuals with disabilities about their experiences with the gym. Although several participants indicated that they believed the gym could have the power to improve their physical wellness and social engagement, they also noted that their experiences were often at odds with the gym’s culture [4]. This proves to be an extreme setback, as it has been documented that people with disabilities tend to be more willing to participate in PA if the gym instructor has medical knowledge of their particular diagnosis or disability [3,4,7]. In fact, one study conducted by the Lakeshore Foundation in collaboration with Degree found that 81% of people with disabilities feel uncomfortable using traditional gym and fitness spaces and resources [8]. The reasons for this include, but are not limited to, having greater trust in the source of instruction and greater comfort in the safety of PA if it is being led by someone who would understand the manifestations and possible limitations of a particular diagnosis [7]. These barriers will require systemic change. In the interim, it is possible that people with disabilities might consider alternative modes of PA, such as accessing digital fitness resources.

Understanding the accessibility of fitness resources for people with disabilities on social media platforms such as YouTube could be beneficial for them since some people with disabilities who have discomfort toward in-person fitness settings might be more inclined to use online resources. Thus, considering the need for at-home PA resources due to the social deterrents associated with in-person PA for some people with disabilities, investigations into the accessibility of digital fitness resources as an alternative for people with disabilities are timely and warranted.

Furthermore, the COVID-19 pandemic has increased our dependencies on digital options for activities such as fitness [9-13]. Though increases in PA content on YouTube have not been widely reported, individuals and groups of people creating fitness content on YouTube have seen significant spikes in metrics of engagement with digital resources, such as their number of subscribers and views [14]. For example, more patients have begun relying on hospitals’ or medical institutions’ online fitness sessions to improve their stress and anxiety [15]. Research has found that not only can engaging in PA online be effective in providing the same benefits of more traditional modes of PA [16] but also transitioning to the virtual space has resulted in some benefits, one being the larger audience with whom fitness instructors interact [17,18]. An example of this includes The University of Milan’s #StayHomeStayFit movement. This movement reached over 21,000 people, which is a 100-fold increase compared to their prior in-person fitness classes [19]. Given the increasing popularity of digital PA resources, it is important to determine if their accessibility has extended to the disability community as well. Moreover, the unique barriers to in-person PA resources for people with disabilities make investigations into the accessibility of digital fitness resources for people with disabilities, and how these resources could be extended in a postpandemic world, important.

Although there could be a shortage of digital PA resources for people with disabilities, the authors acknowledge that such content may exist on YouTube as well. Our principal concern is how easily this content can be discovered for use when general terms related to fitness are used. If a person with a disability spends a disproportionate amount of time searching for accessible videos or cannot successfully identify it, they are not having an equitable experience to that of their abled-bodied peers. Therefore, the existence of disability-friendly content—content that is created for or adaptable to people with disabilities—is not the focus of this study. Instead, the authors are investigating whether disability-friendly content can be easily found using common search terms.

Prior Work

Many studies have been conducted on YouTube videos, but few have analyzed the accessibility of YouTube videos for people with disabilities. Most prior work concerns the accessibility of physical fitness centers for people who are disabled, not the accessibility of online fitness content [20-22]. Thus, to the authors’ best knowledge, no studies have analyzed this matter.
Objectives
This study has two primary objectives. The first is to assess how frequently disability-friendly accessibility terms are used in YouTube fitness videos when users search general PA terms. The second primary objective is to determine if there were changes in the accessibility of disability-friendly PA resources on YouTube between before and during the COVID-19 pandemic. The secondary aims are to ascertain if certain types of channels produce more accessible fitness content and to highlight disparities in accessing fitness opportunities on YouTube for people with disabilities, if any exist.

Methods

Video Collection for Study Analysis
A cross-sectional text analysis of exercise- and fitness-related YouTube videos was conducted. Data about videos published from January 1 to June 30, 2019 (“pre-pandemic”) and from January 1 to June 30, 2021 (“during COVID-19 pandemic”), were collected using the following search PA terms: at-home exercise, exercise at home, exercise no equipment, home exercise, home-based exercise, no equipment workout, and workout no equipment. The authors selected these terms to capture broad exercise content (eg, “exercise” and “workout”) that could be used without the need for equipment most people only can access at a gym. The authors recognize that other fitness terms could be used, such as terms referring to a specific sport (eg, “basketball”), but this investigation aims to capture the experience of using YouTube for PA for the general public rather than for smaller groups of individuals who play specific sports. General terms related to fitness were searched instead of specific terms related to people with disabilities, as the study’s purpose is to determine whether mainstream PA videos include accommodations for people with disabilities. January 2020 was deemed a starting date for COVID-19 videos given that this is when the first lockdown in the world was reported [23].

In lieu of a random sample, we sought to replicate the YouTube video search process to make practical conclusions about the experience of finding accessible videos on YouTube. Prior work suggests that 95% of YouTube traffic is on the first page of search results, which contains 20 to 30 videos [24]. Thus, to establish a rigorous sample size that captures the videos most viewers access, this study collected the first 100 videos that populated on YouTube for each PA search term in both 2019 and 2020. Videos were eligible for inclusion regardless of the country of its creation if the video was created in the English language so that they would be searchable to the study investigators. The authors used Python (version 3.0; Python Software Foundation) to access the YouTube database via its data application programming interface [25]. To deidentify the collected data, YouTube channels and videos were labelled as channel or video as “1, 2, 3…”

Defining “People With Disabilities” and “Disabled Individuals”
These two terms are used interchangeably to reflect a balanced use of disability-friendly language. For the purpose of this study, people with disabilities refers to any individual who self-identifies with a physical, psychological, or intellectual disability. Since this is a preliminary investigation into disability-friendly content on YouTube, the authors are not framing the definition of disabled individuals around a specific diagnosis or criteria. The authors are more concerned with whether the yielded content includes accessibility terms, and less so with whether the people searching for these terms have a particular disability.

Measuring “Accessibility”
Although there may be videos on YouTube that contain disability-friendly content, if they cannot be efficiently found, their utility to people with disabilities diminishes. Therefore, for the purposes of this preliminary assessment of accessible PA videos on YouTube, a video was deemed “accessible” if it was found in the first 100 results from the PA search terms and if its title, tags, or description contained one of the following accessibility terms: paraparalympic, disabled, disability, differently abled, disability-friendly, wheelchair-accessible, adaptive, adapted, or inclusive. These terms were not used in the initial search for PA content since the investigators wanted to ascertain how common accessibility terms are used within commonly searched and viewed PA videos.

The authors acknowledge that videos meeting these criteria still may not be accessible to all users and that additional terms may be appropriate. However, the authors agreed that the aforementioned terms were appropriate and should be analyzed for the following reasons. Para or paralympic have an implication that combines disability-identifying individuals with sport or fitness [26]. The terms disabled, disability, differently abled, and disability-friendly were selected since they are all centered around the word “disability.” It should be noted that although the authors will not use the term differently abled to refer to people with disabilities since the term is generally opposed within the disability community [27], it is still frequently used and therefore should be searched to better ascertain what terms content generators might use to describe disability-friendly content [28]. The term wheelchair-accessible was included since many individuals who are disabled use wheelchairs, and all these individuals face similar challenges in accessing fitness resources [21]. Adaptive, adapted, or inclusive were analyzed because, although as stand-alone terms they do not necessarily denote disability-friendliness, when combined with words associated with PA, the connotation becomes stronger. The concept of inclusive sport and fitness has shaped an association with disability [29,30].

Parameters Collected From Videos
Since video titles and YouTube channel names alone often do not provide comprehensive descriptions of video content, video tags (words or phrases creators choose with which to associate their videos) and video descriptions were also gathered and analyzed. Frequencies of the appearance of “accessible” terms in video tags, descriptions, and titles were recorded.

Data Analysis
Words with the greatest frequencies of appearance in the video titles, tags, and descriptions were collected to assess potential differences in how content generators were describing and
tailoring their videos, and if accessibility terms were among the words with greatest frequency. Other collected metrics were compared between 2019 and 2020 content, including the view counts of the generated videos. Frequent consecutive wording pairs ("bigrams") were compiled within the included video using the tidytext package (version 0.3.1) in R (R Foundation for Statistical Computing) because bigrams can be programmed to remove extraneous words such as "or" and "the" that do not speak to unique context or PA YouTube videos, thereby giving better insight into the video’s specific content. For example, the words “Yoga for neck pain” would generate “yoga” and “neck” as one bigram and “neck” and “pain” as another bigram. If a hyperlink or name was generated in bigrams, it was replaced with the annotation “[hyperlink],” “[omitted first name],” or “[omitted last name].”

**Categorization of Channels**

Each video and channel was categorized based on whether the channel is run by “Hospitals/Medical Institutions,” “Individuals,” or “Other(s).” Videos published on a hospital’s or medical institution’s channel were categorized separately from videos created by individuals—a singular person unaffiliated with an established hospital, medical institution, or practice. Remaining videos were placed in the “Other(s)” category. Examples include a certified hospital being placed in the “Hospitals/Medical Institutions” category, a singular person creator being placed in the “Individual” category, and a group creator placed in the “Other” category. This categorization provided greater insight into which content generators are producing the most accessible disability-friendly exercise content on YouTube before and during COVID-19. Attention was given to the “Hospitals/Medical Institutions” channels given that people with disabilities report greater comfort with receiving PA instruction from medical professionals [4]. The creditability of the “Individual(s)” channels, however, cannot be verified with as much ease. Therefore, people with disabilities may be reluctant to use them as frequently for PA. Further, given their expertise with people with disabilities, hospitals and medical institutions might be more inclined to implement accessible terms when posting PA resources during COVID-19 [8,15].

The initial text analysis (eg, search terms such as *exercise no equipment*) and the subsequent text analysis for disability-friendly terms (eg, search terms such as *adaptive*) were compared across the categories including a chi-square test on the change in video generation by "Hospitals/Medical Institutions" channels between 2019 and 2020.

**Results**

Video titles, descriptions, tags, and transcriptions were collected for a total of 1400 PA videos between 2019 and 2020. The 1400 videos include the first 100 videos to populate for each of the seven PA search terms created in each year (2019 and 2020). Viewership in 2020 of content created in 2020 increased significantly when compared to the viewership in 2019 of content created in 2019 with median video view counts of 52,288 (IQR 2891-401,879) and 122,837 (IQR 7257-728,854) for 2019 and 2020, respectively (P=.001). The analysis revealed that accessible terms applicable to people with disabilities had minimal appearances in 2019 (21 videos) and 2020 (19 videos) among the 1038 unique videos.

Considering the three domains of interest, “Individuals” channels generated more exercise-related videos between January and June 2020 when compared to 2019. The videos created by each category are summarized in Figure 1. Among the top 10 fitness content generators on YouTube with the most views on their videos, none were "Hospitals/Medical Institutions” channels in 2019, and one was a "Hospitals/Medical Institutions” channel in 2020 (Table 1). After accounting for 29 of the 508 (6%) unique videos from 2019, "Hospitals/Medical Institutions” channels generated 60 of the 530 (11%) videos from 2020 (Figure 1). To investigate whether the proportion of the most viewed videos created by "Hospitals/Medical Institutions” channels had increased significantly in 2020, a chi-square test was conducted that revealed a moderate but statistically significant increase (5%) in PA content generated on YouTube by "Hospitals/Medical Institutions” channels ($\chi^2$=8.1476; $P=.004$).
When the PA terms were searched, none of the study’s accessible terms populated in the 20 words with the largest aggregate word counts or the top 10 most frequently used word pairs (bigrams) for 2019 and 2020 (Tables 2 and 3). In 2020, two bigrams were tied in 10th place resulting in 11 bigrams being reported. All the top five viewed videos created by “Hospitals/Medical Institutions,” “Individuals,” and “Other(s)” channels in 2019 and 2020 were inaccessible (Table 4).
<table>
<thead>
<tr>
<th>Year and word</th>
<th>Word appearances, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2019</strong></td>
<td></td>
</tr>
<tr>
<td>workout</td>
<td>139</td>
</tr>
<tr>
<td>home</td>
<td>88</td>
</tr>
<tr>
<td>https⁴</td>
<td>46</td>
</tr>
<tr>
<td>body</td>
<td>42</td>
</tr>
<tr>
<td>exercise</td>
<td>42</td>
</tr>
<tr>
<td>video</td>
<td>38</td>
</tr>
<tr>
<td>minute</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>27</td>
</tr>
<tr>
<td>Fat</td>
<td>26</td>
</tr>
<tr>
<td>equipment</td>
<td>25</td>
</tr>
<tr>
<td>exercises</td>
<td>24</td>
</tr>
<tr>
<td>abs</td>
<td>23</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>free</td>
<td>20</td>
</tr>
<tr>
<td>http</td>
<td>20</td>
</tr>
<tr>
<td>hiit</td>
<td>18</td>
</tr>
<tr>
<td>min</td>
<td>18</td>
</tr>
<tr>
<td>cardio</td>
<td>15</td>
</tr>
<tr>
<td>download</td>
<td>15</td>
</tr>
<tr>
<td>visit</td>
<td>15</td>
</tr>
<tr>
<td><strong>2020</strong></td>
<td></td>
</tr>
<tr>
<td>workout</td>
<td>150</td>
</tr>
<tr>
<td>home</td>
<td>109</td>
</tr>
<tr>
<td>https</td>
<td>56</td>
</tr>
<tr>
<td>body</td>
<td>41</td>
</tr>
<tr>
<td>video</td>
<td>35</td>
</tr>
<tr>
<td>minute</td>
<td>34</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
</tr>
<tr>
<td>exercise</td>
<td>32</td>
</tr>
<tr>
<td>equipment</td>
<td>27</td>
</tr>
<tr>
<td>fat</td>
<td>26</td>
</tr>
<tr>
<td>free</td>
<td>26</td>
</tr>
<tr>
<td>abs</td>
<td>25</td>
</tr>
<tr>
<td>ready</td>
<td>23</td>
</tr>
<tr>
<td>hiit</td>
<td>22</td>
</tr>
<tr>
<td>min</td>
<td>22</td>
</tr>
<tr>
<td>exercises</td>
<td>21</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>burn</td>
<td>19</td>
</tr>
<tr>
<td>visit</td>
<td>19</td>
</tr>
<tr>
<td>join</td>
<td>18</td>
</tr>
</tbody>
</table>
Before tokenization (text parsing), symbols are converted into white space. Accordingly, http was kept in the word tally after symbol removal from any embedded link in the video description.

Table 3. Top 10 bigram counts of 1400 video descriptions in 2019 and 2020.

<table>
<thead>
<tr>
<th>Year and bigram</th>
<th>Bigram appearances, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2019</strong></td>
<td></td>
</tr>
<tr>
<td>home workout</td>
<td>19</td>
</tr>
<tr>
<td>visit https</td>
<td>15</td>
</tr>
<tr>
<td>https [hyperlink]</td>
<td>13</td>
</tr>
<tr>
<td>body workout</td>
<td>12</td>
</tr>
<tr>
<td>home exercise</td>
<td>12</td>
</tr>
<tr>
<td>abs workout</td>
<td>11</td>
</tr>
<tr>
<td>5 minute</td>
<td>9</td>
</tr>
<tr>
<td>10 minute</td>
<td>8</td>
</tr>
<tr>
<td>cardio workout</td>
<td>8</td>
</tr>
<tr>
<td>[omitted first name] [omitted last name]</td>
<td>8</td>
</tr>
<tr>
<td><strong>2020</strong></td>
<td></td>
</tr>
<tr>
<td>home workout</td>
<td>21</td>
</tr>
<tr>
<td>visit https</td>
<td>19</td>
</tr>
<tr>
<td>https [hyperlink]</td>
<td>18</td>
</tr>
<tr>
<td>abs workout</td>
<td>17</td>
</tr>
<tr>
<td>[omitted first name] [omitted last name]</td>
<td>14</td>
</tr>
<tr>
<td>5 minute</td>
<td>13</td>
</tr>
<tr>
<td>join [omitted first name]</td>
<td>13</td>
</tr>
<tr>
<td>body workout</td>
<td>12</td>
</tr>
<tr>
<td>home exercise</td>
<td>10</td>
</tr>
<tr>
<td>10 minute</td>
<td>8</td>
</tr>
<tr>
<td>body home</td>
<td>8</td>
</tr>
</tbody>
</table>
Table 4. Top five fitness viewed videos by Hospitals/Medical Institutions, Individuals, and Others in 2019 and 2020.

<table>
<thead>
<tr>
<th>Year, category, and deidentified video titles</th>
<th>Accessible or not accessible</th>
<th>View count as of June 2020, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2019</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hospitals/Medical Institutions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Not accessible</td>
<td>857,433</td>
</tr>
<tr>
<td>2</td>
<td>Not accessible</td>
<td>400,604</td>
</tr>
<tr>
<td>3</td>
<td>Not accessible</td>
<td>325,860</td>
</tr>
<tr>
<td>4</td>
<td>Not accessible</td>
<td>320,632</td>
</tr>
<tr>
<td>5</td>
<td>Not accessible</td>
<td>308,392</td>
</tr>
<tr>
<td><strong>Individuals</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Not accessible</td>
<td>31,972,886</td>
</tr>
<tr>
<td>2</td>
<td>Not accessible</td>
<td>23,421,718</td>
</tr>
<tr>
<td>3</td>
<td>Not accessible</td>
<td>23,421,342</td>
</tr>
<tr>
<td>4</td>
<td>Not accessible</td>
<td>23,418,009</td>
</tr>
<tr>
<td>5</td>
<td>Not accessible</td>
<td>23,292,783</td>
</tr>
<tr>
<td><strong>Others</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Not accessible</td>
<td>29,604,801</td>
</tr>
<tr>
<td>2</td>
<td>Not accessible</td>
<td>29,600,357</td>
</tr>
<tr>
<td>3</td>
<td>Not accessible</td>
<td>29,414,241</td>
</tr>
<tr>
<td>4</td>
<td>Not accessible</td>
<td>12,927,417</td>
</tr>
<tr>
<td>5</td>
<td>Not accessible</td>
<td>12,924,144</td>
</tr>
<tr>
<td><strong>2020</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hospitals/Medical Institutions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Not accessible</td>
<td>3,108,295</td>
</tr>
<tr>
<td>2</td>
<td>Not accessible</td>
<td>1,708,937</td>
</tr>
<tr>
<td>3</td>
<td>Not accessible</td>
<td>58,240</td>
</tr>
<tr>
<td>4</td>
<td>Not accessible</td>
<td>44,078</td>
</tr>
<tr>
<td>5</td>
<td>Not accessible</td>
<td>14,616</td>
</tr>
<tr>
<td><strong>Individuals</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Not accessible</td>
<td>24,521,523</td>
</tr>
<tr>
<td>2</td>
<td>Not accessible</td>
<td>22,420,881</td>
</tr>
<tr>
<td>3</td>
<td>Not accessible</td>
<td>19,890,094</td>
</tr>
<tr>
<td>4</td>
<td>Not accessible</td>
<td>19,484,086</td>
</tr>
<tr>
<td>5</td>
<td>Not accessible</td>
<td>15,835,194</td>
</tr>
<tr>
<td><strong>Others</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Not accessible</td>
<td>18,331,311</td>
</tr>
<tr>
<td>2</td>
<td>Not accessible</td>
<td>3,589,580</td>
</tr>
<tr>
<td>3</td>
<td>Not accessible</td>
<td>2,900,454</td>
</tr>
<tr>
<td>4</td>
<td>Not accessible</td>
<td>2,251,818</td>
</tr>
<tr>
<td>5</td>
<td>Not accessible</td>
<td>2,174,462</td>
</tr>
</tbody>
</table>
Discussion

Significance of Findings

Although there was a statistically significant increase in the number of videos created by "Hospitals/Medical Institutions" channels in the top viewed videos over the study period, none of the videos by these creators were accessible by our study’s definition. The authors created their definition of accessibility by considering that disability encompasses visible impairments such as amputations and invisible disabilities like chronic pain and disease [31-33]. Before the pandemic, many people with disabilities would have benefited from digital resources since they struggled to find adequate fitness programs due to barriers such as inaccessible buildings, classes, and equipment, or cost and limited social inclusion [6]. During the pandemic, the need for digital resources was heightened due to lockdowns. The statistically significant increase in views on PA videos on YouTube during COVID-19 reflects the increased dependency on digital resources during the pandemic. The absence of a proportional increase in videos using the study’s accessibility terms, however, reinforces the need for YouTube content to be more accessible for people with disabilities and that higher viewership does not necessarily correlate with greater utility.

As full participants in this active social media platform [34], persons with diverse disabilities and ailments could benefit from popular YouTube channels including accommodations for people with disabilities. Although more content curated for or adaptable to people with disabilities may exist, it is unfair that disabled individuals have barriers to accessing these digital resources with comparable ease, especially given that over 1 billion people have a disability globally [35]. YouTube content creators are encouraged to include some accommodations for people with disabilities in their PA videos to make fitness a more inclusive environment.

The analysis of the most frequently used 20 words and word pairs in video descriptions showed no words applicable to people with disabilities. Although more content curated for or adaptable to people with disabilities may exist, it is unfair that disabled individuals have barriers to accessing these digital resources with comparable ease, especially given that over 1 billion people have a disability globally [35]. YouTube content creators are encouraged to include some accommodations for people with disabilities in their PA videos to make fitness a more inclusive environment.

This study solely sought to assess how a generic YouTube user could find disability-friendly content. In other words, the investigators cannot conclude from this investigation if people with disabilities find the videos useful or the proportion of viewers that people who are disabled represent. A future study that would be merited would be a qualitative study into the experiences of people with disabilities using YouTube as a fitness resource. Given the cited preference among some people with disabilities for content created by relevant experts [8] and the fact that the overall increase in fitness content created by "Hospitals/Medical Institutions" channels on YouTube during the COVID-19 pandemic.

Limitations and Next Steps

This preliminary assessment of the availability and searchability of disability-friendly fitness videos on YouTube has several limitations that could be addressed through subsequent studies.

The first limitation is selection bias of search terms. The authors sought to select sensible terms that were conducive to both exercise and disability-friendly content. This approach did populate videos focused on specific disabilities. The investigators are aware, however, there are other terms that could fulfill the same purpose and, therefore, all potentially relevant terms were not included in this study. As acknowledgement of this, the investigators consider this study a preliminary study focusing on accessible fitness content on YouTube for disability in general. Similar studies in the future could search for fitness content targeted for patients with specific conditions such as “stroke,” “cerebral palsy (CP),” “multiple sclerosis (MS),” and “rheumatoid arthritis” to provide the opportunity to search for more targeted results. Additionally, cross-sectional methodology introduces inherent limitations related to generalizability. To manage this bias, the investigators selected a point in time where there was a reasonably suspected shift in video curation on YouTube given the COVID-19 pandemic.

This study solely sought to assess how a generic YouTube user could find disability-friendly content. In other words, the investigators cannot conclude from this investigation if people with disabilities find the videos useful or the proportion of viewers that people who are disabled represent. A future study that would be merited would be a qualitative study into the experiences of people with disabilities using YouTube as a fitness resource. Given the cited preference among some people with disabilities for content created by relevant experts [8] and the fact that the overall increase in fitness content created by "Hospitals/Medical Institutions” channels on YouTube during the COVID-19 pandemic.
COVID-19 did not translate to a meaningful increase in accessible content, another future study would include analyzing accessibility of disability-friendly videos only created by Hospitals/Medical Institutions. Members of the disability community have previously identified safety as an important variable in their decision to engage in PA [44,45]. Although it is possible for “Individual” or “Other” channels to provide safe PA options for people with disabilities, not all “Individuals” will have experience working with people with disabilities unlike ”Hospitals/Medical Institutions.” If safety is a key determinant of engagement, people with disabilities may be dissuaded from participating. Thus, understanding the amount of content that “Hospitals/Medical Institutions” channels create can provide further insight into the accessibility of exercise videos available on YouTube.

Another limitation is that the official beginning of lockdowns varied per country. This may have affected the quantity of content created during each month analyzed in this study. Despite this, there were lockdowns as of January 2020, which justifies this choice for the study. A future study could analyze fitness videos created only in certain countries and limit the search to the dates where lockdowns were in place in that country.

Videos analyzed for this project were limited to being in English so they could be searchable to the study investigators. This may have resulted in videos created in different languages that could be useful for people with disabilities being excluded from this study. To get a more comprehensive understanding of all PA videos, a future study could analyze videos created in multiple languages.

Conclusions
This study concludes that current YouTube general fitness content is either lacking in disability-friendly content or the content is not easily accessible for YouTube users who are disabled. Despite COVID-19 galvanizing a broader appreciation for seeking PA digitally, this YouTube analysis found there were no increases in accessible disability-friendly exercise content since the pandemic, including Hospitals/Medical Institutions, which have been a source of trust and engagement for the disability community. Increasing disability-friendly fitness content will be important for improving barriers to digital fitness resources within the disability community in a post–COVID-19 era.
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Abstract

Background: The unprecedented changes and isolation measures to contain COVID-19 have had multiple psychological and social impacts, with implications for professional and personal functioning. Evidence-informed interventions that can be rapidly implemented under pandemic conditions to support mental health during such times are urgently needed.

Objective: The aim of this study was to determine the acceptability and preliminary outcomes of a daily online mental health promotion program for tertiary education staff during the COVID-19 pandemic.

Methods: The “Victoria University (VU) Elevenses” program was delivered as an uncontrolled intervention at Victoria University (VU) in the western metropolitan region of Melbourne, Australia. In April 2020, an email invitation was sent to all academic and professional staff inviting them to: (1) participate in the program and (2) opt-in to the research component. The “VU Elevenses” program provided 10-15-minute microinterventions comprising lifestyle and well-being strategies to promote mental health via an online meeting platform at 11 AM each weekday. A mixed methods approach was used to evaluate the program, combining structured questionnaires with semistructured interviews to investigate the experiences of staff who participated in the program.

Results: Between 16 and 90 participants provided weekly program feedback. A total of 106 university staff opted into the longitudinal research component and 10 staff participated in the interviews. Participants reported high levels of satisfaction with sessions and perceived benefits for mental health. Approximately one quarter of participants reported moderate to severe symptoms of depression, anxiety, and stress at baseline, with significant reductions in these symptoms in the first 7 weeks of the program, corresponding with easing in mandatory isolation (“lockdown”) restrictions. Symptoms of depression, anxiety, and stress all increased when lockdown measures were reintroduced, but not to the same levels as found during the initial lockdown period. Overall changes in depression and anxiety from baseline to the end of the program were explained by changes in COVID-19-related distress, whereas changes in self-compassion explained changes in stress.
Conclusions: We show that it is feasible and acceptable to develop and deliver a program of brief interventions in a timely manner, using a simple and accessible online platform. Although participation in the program was initially associated with reduced symptoms of depression, anxiety, and stress, participants’ mental health worsened with the reintroduction of a “lockdown” period. However, as symptoms of depression, anxiety, and stress did not return to levels observed at the start of the VU Elevenses program, participation in the uncontrolled intervention may have offered a protective benefit against the impact of the second significant lockdown period.

Methods

Setting

The study was conducted at Victoria University (VU) in the western metropolitan region of Melbourne, Australia. VU has eight Victorian campuses, with 1994 academic (teaching and research) and professional staff, 988 sessional staff (academic and polytechnic teachers), and 598 casual professional staff. Among the total VU staff, 59.64% (2135/3580) identify as female.

Participants

All staff received an email invitation to participate in the online program and to opt-in to the research component. All staff were eligible to participate in the program, with no exclusion criteria or minimum attendance requirements. Using the general university mailing list, invitations to join the daily online sessions were issued over the first 2 weeks of the program, with staff asked to opt-in via email to receive ongoing meeting invitations. At the end of the program, all those who opted in to meeting invitations (17.93%, 642/3580) were invited by email to participate in the semistructured interviews.

Ethics Approval

All procedures involving human participants were approved by the Victoria University Human Research Ethics Committee (HRE20-054) and complied with the ethical standards of this institutional committee.

Research Design

This study followed a mixed methods design. A repeated-measures within-subjects design was used to collect data on mental health outcomes and potential mediators of change from baseline to 32 weeks after program commencement. Initially, it was planned that follow-up assessments would occur every 3 weeks. However, given that the program ran longer than...
anticipated due to Melbourne’s extended lockdown period, the repeated-measures time points became longer as the program progressed to reduce participant burden. Additionally, brief weekly questionnaires were used to determine the acceptability of the program over the first 13 weeks of the program. At the end of the program, we also conducted in-depth semistructured interviews in a small sample of participants to explore their experiences with VU Elevenses.

**Intervention Program**

The “VU Elevenses” program focused on mental health promotion, including universal, selected, and indicated prevention strategies [13]. Participants were provided information on how to access mental health treatment from existing internal (ie, Employee Assistance Program) and external (ie, Beyond Blue, headspace, Black Dog Institute, Lifeline, Relationships Australia, Family Relationships Advice Line) sources, as the “VU Elevenses” program was not designed to be a treatment for mental health conditions. The program was aligned with the VU Employee Wellbeing Policy [14].

The “VU Elevenses” program comprised brief (10-15 minutes), evidence-informed microinterventions and strategies to promote physical and mental well-being, utilizing an online meeting platform at 11 AM each weekday. The intervention had three main phases: (1) managing immediate concerns and stressors, (2) adjusting to working and studying remotely, and (3) preparing to return to work and study on campus. The design and implementation of the program were guided by the principles of inclusivity and accessibility, responsiveness, consistency, and connectedness. The sessions were live and unpolished to maintain authenticity and connection, and to allow for the rapid sharing of evidence-based clinical content for mental health and well-being support.

A collective of VU practitioners and researchers rotated and delivered interventions relevant to one of six identified lifestyle areas (healthy eating, physical activity, reducing alcohol intake, improving sleep, healthy relationships and social connection, and stress management) [15]. Each microintervention aimed to promote skill-building through simple mindfulness strategies, deep breathing exercises, relaxation exercises, time-management and routine-setting strategies, self-compassion strategies, physical activity guidance, sleep tips, nutrition advice, and fun activities for community connection (eg, quizzes and group singing sessions; see Table 1).

Members of the program team planned the following week of microintervention content, resources, and presenters. Resources for further information (ie, fact sheets, websites, apps, YouTube clips, online interventions) and links to recordings were provided to participants for each daily session via VU’s intranet. The program was evaluated for 32 weeks, from April 2020 to November 2020, with sessions each weekday for the first 24 weeks, followed by three times per week for the final 8 weeks of the program.
Table 1. Session content overview for the first three weeks of the “Victoria University (VU) Elevenses” program.

<table>
<thead>
<tr>
<th>Daya</th>
<th>Lifestyle intervention theme</th>
<th>Content</th>
<th>Presenter</th>
<th>Resources shared</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Stress management</td>
<td>Introduction to “VU Elevenses,” psychoeducation on sympathetic and parasympathetic nervous systems, deep breathing exercise (box breathing)</td>
<td>Clinical psychologist/research academic</td>
<td>Links to breathing apps, box breathing jpeg</td>
</tr>
<tr>
<td>2</td>
<td>Stress management</td>
<td>Simple mindfulness strategies (Notice 5 Things and Leaves on a Stream)</td>
<td>Clinical psychologist/research academic</td>
<td>Links to mindfulness and meditation apps</td>
</tr>
<tr>
<td>3</td>
<td>Relationships</td>
<td>Managing roles and responsibilities</td>
<td>Clinical psychologist/teaching and research academic</td>
<td>Links to resources for maintaining mental health and relationships when working from home (ie, Lifeline and Relationships Australia fact sheets)</td>
</tr>
<tr>
<td>4</td>
<td>Physical activity</td>
<td>Stretching exercises for shoulder, neck, and back</td>
<td>Accredited exercise physiologist/research academic</td>
<td>Links to web pages of accredited organizations for home-based stretching exercises</td>
</tr>
<tr>
<td>5</td>
<td>Relationships (community connection)</td>
<td>Online quiz (1908s music)</td>
<td>Clinical psychologist/research academic</td>
<td>None</td>
</tr>
<tr>
<td>6</td>
<td>Relationships</td>
<td>Schooling from home</td>
<td>Clinical and community psychologist/teaching academic</td>
<td>Links to popular media articles with expert opinions on challenges of remote education</td>
</tr>
<tr>
<td>7</td>
<td>Stress management</td>
<td>Resetting workload expectations</td>
<td>Clinical psychologist/teaching and research academic</td>
<td>Links to popular media articles with expert opinions on academic expectations during COVID-19</td>
</tr>
<tr>
<td>8</td>
<td>Stress management</td>
<td>Self-compassion meditation</td>
<td>Probationary psychologist/teaching and research academic</td>
<td>Links to website for additional self-compassion resources</td>
</tr>
<tr>
<td>9</td>
<td>Physical activity</td>
<td>Exercise “snacking”: 5 minutes of light aerobic activities</td>
<td>Accredited exercise physiologist/research academic</td>
<td>Link to YouTube clip of 5-minute cardio workout</td>
</tr>
<tr>
<td>10</td>
<td>Relationships (community connection)</td>
<td>Online quiz (general knowledge)</td>
<td>Clinical psychologist/research academic</td>
<td>None</td>
</tr>
<tr>
<td>11</td>
<td>Stress management</td>
<td>Progressive muscle relaxation</td>
<td>Clinical psychologist/research academic</td>
<td>Link to online audio clip of recorded progressive muscle relaxation</td>
</tr>
<tr>
<td>12</td>
<td>Sleep</td>
<td>Guidelines and tips to improve sleep quality</td>
<td>Teaching and research academic</td>
<td>Links to sleep guidelines and national Sleep Health Foundation</td>
</tr>
<tr>
<td>13</td>
<td>Stress management</td>
<td>Managing time and work commitments during change</td>
<td>Clinical psychologist/research academic</td>
<td>Links to sprint technique (“Pomodoro”) and popular media article on time management</td>
</tr>
<tr>
<td>14</td>
<td>Physical activity</td>
<td>Exercise “snacking”: 10-15 minutes of resistance activities</td>
<td>Accredited exercise physiologist/research academic</td>
<td>Links to web pages of accredited organizations for home-based stretching exercises and YouTube home workout clip</td>
</tr>
<tr>
<td>15</td>
<td>Relationships (community connection)</td>
<td>Introduction to Indigenous mindfulness practices and connection to country</td>
<td>Indigenous Community Liaison Officer and licensed Wayapa practitioner</td>
<td>Links to Wayapa and YouTube clip from Victorian Aboriginal Heritage Council</td>
</tr>
</tbody>
</table>

aDays 16-20 included healthy eating (nutrition and mental health), “desk yoga,” pleasant activity scheduling, exercise “snacking” (light aerobic activities), and a music sing-along.

Outcomes

Program Acceptability

All participants were provided with a link to a brief survey at the end of each week for the first 13 weeks of the intervention. Participants were asked to provide weekly feedback on the acceptability of the intervention by answering the following questions on a scale from 1 (strongly disagree) to 7 (strongly agree): (1) “I am generally satisfied with the sessions this week,” (2) “I found the content helpful for my mental health and well-being,” and (3) “I felt more connected with my colleagues.” To measure engagement, each respondent was asked to report the number of live sessions they attended that week. Attendance at the daily sessions was assessed at week 1, week 16, and week 32 using the online meeting platform’s participant logs.
Participant Experiences

One-on-one semistructured interviews were conducted with a sample (n=10) of VU staff members who attended at least one VU Elevenses session, as previous research shows that data saturation for the most part occurs between 6 and 12 interviews [16]. Participants were prompted about their level of engagement, their overall perceptions of the program, and how useful they found the program. The full interview schedule can be seen in Multimedia Appendix 1.

Mental Health, Well-being, and Health Behaviors

The mental health of participants was measured using the Short Form Depression, Anxiety and Stress Scale (DASS-21) [17]. The Pittsburgh Sleep Quality Index [18] was used to measure sleep quality; the WHO Alcohol, Smoking & Substance Involvement Screening Test [19] was used to measure alcohol intake; the Coping Scale [20] and Self-Compassion Short Form (SCS-SF) [21] were used to measure stress management; the Multidimensional Scale of Perceived Social Support (MSPSS) [22] and Social Connectedness and the Social Assurance Scales (SCS) [23] were used to measure healthy relationships and social connection; the Starting the Conversation Diet Instrument (SCS) [24] was used to measure diet quality; and the Active Australia Survey was used to measure current leisure-time physical activity [25]. Additionally, COVID-19–specific distress was measured using the Coronavirus Anxiety Scale [26].

Analysis of Acceptability and Participants’ Experiences

To determine acceptability of the program, percentages of participants who agreed or strongly agreed they were satisfied with the content of the session, felt the content helped with their mental health and well-being, and thought the program made them feel more connected with their colleagues during the first 13 weeks of the program were calculated. Additionally, the average number of live daily sessions attended by respondents in a week was calculated.

The semistructured interviews were digitally recorded and then transcribed verbatim. Transcripts were read and reread while listening to the recordings to ensure accuracy. Braun and Clarke’s [27] thematic analysis guide was used to examine the personal experiences and meanings of the program. Data were organized in a meaningful and systematic way, with coding used to reduce data into smaller chunks of meaning. Codes were examined and organized into broader themes and were reviewed and modified. The final themes were defined and named.

Analyses of Mental Health Outcomes

Quantitative data analysis was performed using SPSS (v.25) and the R package. Trajectories of change in symptoms of depression, anxiety, and stress were estimated using multilevel growth curve models. First, an unconditional model with a fixed intercept was run for each outcome (null model). Subsequently, a series of models were run with a fixed linear effect of time (Model A), quadratic effect of time (Model B), and cubic effect of time (Model C) added. Because the time between follow-ups differed, time was entered as the number of weeks from baseline centered on the date of baseline collection. All models were fitted with a random intercept. Additionally, models were run with random slopes. However, the inclusion of random slopes did not significantly improve the fit of any model; thus, the results are reported for models with a random intercept only. The likelihood ratio test was used to compare model fits and determine which model fit the data best. Before analysis, models were checked for normality. The results indicated that depression and anxiety were not normally distributed, and therefore these outcomes were log-transformed before analysis. Because logs of zeroes cannot be computed, 1 was added to all scores of depression and anxiety before transformations were made.

To determine mediators of changes in depression symptoms from baseline to the end of the program, 1-11 multilevel multiple mediation models were estimated using the MLmed macro tool [28]. Models were estimated with random intercepts, fixed slopes, and uncorrelated residuals. The significance of indirect effects was estimated via Monte Carlo 95% CIs based on 10,000 resamples. Variables for each of the six identified lifestyle areas (healthy eating, physical activity, reducing alcohol intake, improving sleep, healthy relationships and social connection, and stress management) were tested as possible mediators. Additionally, to account for potential changes due to fluctuating responses to COVID-19, COVID-19–related distress was also tested as a potential mediator. To keep models parsimonious, the three variables with the strongest within-person correlations [29] with each of the outcomes were included in a single multiple mediation model. Within-person correlations between variables are provided in Multimedia Appendix 2.

Missing Data

There were large amounts of missing data. Only six participants provided data at the fourth follow-up, and therefore data from this time point were excluded from analyses. Of the remaining five assessments, 43 participants only completed the baseline assessment, 18 participants completed two assessments, 8 participants completed three assessments, 15 participants completed four assessments, and 20 participants completed all five assessments. Data were available for 106 participants at baseline, 51 at the first follow-up, 42 at the second follow-up, 36 at the third follow-up, and 31 at the fifth follow-up. One-way analysis of variance and Kruskal–Wallis tests were used to determine if there was a significant difference in study variables at baseline between participants with complete data and those missing data at follow-up. Missing value analysis indicated no significant differences in symptoms of depression, anxiety, or stress, or in demographics between participants with different amounts of missing data, indicating that the data were missing completely at random. Missing data for symptoms of depression, anxiety, and stress were handled using the full information maximum-likelihood estimation method. This has been shown to reduce parameter errors compared to ad hoc approaches to handling missing data, and provides appropriate standard errors of estimations, even with substantial amounts of missing data and small sample sizes [30,31].

For the mediation analysis, 31 participants completed both the baseline and follow-up assessments. Results indicated that participants who completed both baseline and follow-up assessments reported significantly less COVID-19–related...
distress at baseline than participants who did not complete the follow-up assessment, indicating that the data were not missing completely at random. Because multilevel models cannot handle missing data for independent variables using maximum likelihood, missing values for mediator variables were imputed using multiple imputation. A total of 10 imputed data sets were created using Markov Chain Monte Carlo with predictive mean matching. Imputation models included all mediators and outcomes as predictors of missing values. Results from the multiple imputed data sets were combined using Rubin’s Rule [32].

Results

Program Acceptability

Attendance at the daily sessions ranged from 174 to 240 participants in the first week of the program, 63-84 at week 16, and 21-24 in the final week of the program. The number of responses to weekly feedback ranged from 16 to 90 participants. The average weekly attendance for participants who responded to the weekly feedback questionnaires ranged between 2.38 and 3.22 sessions. Participants reported high levels of satisfaction with the sessions during the first 13 weeks of the study (81.0% and 97.7% of weekly respondents agreeing or strongly agreeing that they were satisfied with the sessions they attended that week), and found the sessions they attended helpful for their mental health and well-being (80.9% and 94.2% of weekly respondents agreeing or strongly agreeing). Increased connection with colleagues was moderately endorsed (46.1% and 94.1% of weekly respondents agreed or strongly agreed).

Program Experiences

Overview of Themes

Participants in the semistructured interviews were aged, on average, 54 years (range 29-69 years), were predominantly professional staff (90%), and predominantly female (90%). Thematic analysis identified five higher-order themes: a positive program, facilitating behavior change, supporting mental health and well-being, providing social connection, and organizational support (Figure 1). Exploration of the higher-order themes, lower-order themes, and subthemes formed the basis of the findings.

Figure 1. Themes from semistructured interviews with participants.

A Positive Program

Four lower-order themes emerged from the higher-order theme of a positive program: (1) provided purpose and structure, (2) variety of relevant content, (3) future planning, and (4) suitable time. The VU Elevenses program was reported as a positive experience for participants during the COVID-19 pandemic. The program provided structure and purpose by supporting participants to have something to look forward to during extended periods of remote working and mandated isolation. The 11 AM time was suitable and the 15-minute duration was sufficient. Further, the program provided a variety of content, ranging from practical advice, sing-a-longs, mindfulness, and physical activities. This variety was reported as positive, as participants could opt in and out of the program depending on what suited their needs. Participants reported that the mix of content kept the program refreshing and engaging. Further, participants reported that they wanted the program to continue after the immediate response to the COVID-19 pandemic.

... It's been mind-blowing. It's been inspiring. It's been educational. It's taught me strategies. It's given me physical, mental, and different perspectives to think about how to do things better during this...
lockdown COVID…it’s the best thing since sliced bread. It should continue. It should have happened sooner. So I think COVID has really pushed us to thinking, doing, thinking better in how we plan our days and to take care of ourselves [Participant 6]

...bringing us back and reminding us to set some structure, have things to look forward to in the day, schedule in things that you want, and not just leave them to chance [Participant 3]

I think there is so much value and benefit of what has happened with Elevenses that could continue on beyond, you know, what we are facing right now [Participant 4]

Facilitating Behavior Change

Two lower-order themes emerged from the higher-order theme of facilitating behavior change: (1) increased awareness and (2) motivation. All participants described the VU Elevenses program as contributing to changing well-being behaviors during the COVID-19 pandemic. For example, some participants changed how they engaged with news and social media or incorporated breathing exercises into their daily lives. Participants felt the program created awareness and motivation for change, including regular prompts and reminders of strategies and skills they could implement, which facilitated implementing these changes.

...one of the strategies was about minimizing access to social media, particularly around the news. Not constantly looking at the news ’cause it is what it is. And so I think that was one that I found really useful to just think about where am I getting that information… finding one or two [trusted] sources… and that helped [Participant 2]

...without really consciously thinking about making behavior change, I think that just having that kind of reminder was helpful [Participant 1]

...overall I think the Elevenses, was very motivational. Every time I went into it, I left feeling very positive. So if there was a day where I felt unmotivated and I felt a bit like, “Ah, I can’t be bothered,” when I’d go into the session, I’d leave feeling a bit more motivated [Participant 4]

Supporting Mental Health and Well-being

One lower-order theme emerged from the higher-order theme of supporting mental health and well-being: normalizing mental health. Participants discussed how the program provided them with more confidence, insight, and understanding in managing their mental health and well-being during the COVID-19 pandemic. The online group program appeared to normalize any difficulties they were experiencing during the extended lockdown.

...my mental health has definitely adjusted and moved along the journey of the pandemic. So again, I think the program was very attuned to the situation and supporting mental health... I feel strongly that it did promote wellbeing and mental health in a very accessible way [Participant 3]

... I think the breathing one, I sort of kept in my mind when I was feeling stressed, to do that. And then just the recognition that this has been identified as something that maybe other people might be going through as well helped [Participant 8]

Providing Social Connection

One lower-order theme emerged from the higher-order theme of social connection: connected to the university. Participants reported that the program offered a space for staff to connect socially every day. Further, participants discussed feeling connected to the university and staff during the program, which seemed to provide a sense of comfort and familiarity.

... and it was also really great to see some of my colleagues that I haven’t been, physically been able to connect with, this made things really much better... [Participant 1]

...made me feel a little bit more connected to the wider university because it made me feel more connected to what people were doing within the university [Participant 8]

Organizational Support

Having access to the daily VU Elevenses program and feeling valued at work appeared to be beneficial for participants during the COVID-19 pandemic: “…that sense of connection to the organization and feeling like the organization actually values the staff has been the key thing for me.” [Participant 6]

Longitudinal Changes in Depression, Anxiety, and Stress

A total of 106 participants completed the baseline questionnaire. At baseline, the average age of the 106 participants was 47.34 (SD 11.82) years and 92 (86.8%) identified as female. Overall, 79 (74.5%) participants were administrative or executive staff and 26 (24.5%) were teaching or research staff. The majority (70/106, 66.0%) were full-time staff. At baseline, 22.9%, 15.2%, and 25.2% of participants reported moderate-to-severe symptoms of depression, anxiety, and stress, respectively.

Results from the multilevel linear growth models are shown in Table 2. The results showed that symptoms of depression, anxiety, and stress all followed a cubic trajectory decreasing from baseline to June 8, increasing from June 8 to July 31 (corresponding with a return to strict lockdown), and decreasing from July 31 to November 27 as lockdown restrictions were eased (Figures 2-4).
Table 2. Results from multilevel growth curve models for depression, anxiety, and stress.

<table>
<thead>
<tr>
<th>Effects</th>
<th>Depression&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Anxiety&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Stress</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model A</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed effect: time</td>
<td>-0.003 (–0.009 to 0.003)</td>
<td>-0.010 (–0.016 to –0.004)</td>
<td>-0.081 (–0.116 to 0.047)</td>
</tr>
<tr>
<td>B (95% CI)</td>
<td>.39</td>
<td>.002</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model fit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2LL</td>
<td>569.179</td>
<td>546.004</td>
<td>1408.421</td>
</tr>
<tr>
<td>Likelihood ratio (null model), $\chi^2$ ($df=1$)</td>
<td>0.752</td>
<td>9.501</td>
<td>20.581</td>
</tr>
<tr>
<td>P value</td>
<td>.39</td>
<td>.002</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Model B</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed Effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>-0.017 (–0.039 to 0.006)</td>
<td>-0.019 (–0.041 to 0.004)</td>
<td>-0.154 (–0.278 to –0.031)</td>
</tr>
<tr>
<td>B (95% CI)</td>
<td>.15</td>
<td>.02</td>
<td>.02</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time&lt;sup&gt;2&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B (95% CI)</td>
<td>0.000 (–0.000 to 0.001)</td>
<td>0.000 (–0.000 to 0.001)</td>
<td>0.002 (–0.001 to 0.005)</td>
</tr>
<tr>
<td>P value</td>
<td>.21</td>
<td>.42</td>
<td>.23</td>
</tr>
<tr>
<td>Model fit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2LL</td>
<td>567.637</td>
<td>545.385</td>
<td>1406.950</td>
</tr>
<tr>
<td>Likelihood ratio (Model A), $\chi^2$ ($df=1$)</td>
<td>1.542</td>
<td>0.619</td>
<td>1.471</td>
</tr>
<tr>
<td>P value</td>
<td>.21</td>
<td>.43</td>
<td>.23</td>
</tr>
<tr>
<td><strong>Model C</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>-0.137 (–0.194 to –0.080)</td>
<td>-0.090 (–0.149 to –0.031)</td>
<td>-0.678 (–1.000 to –0.356)</td>
</tr>
<tr>
<td>B (95% CI)</td>
<td>&lt;.001</td>
<td>.003</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time&lt;sup&gt;2&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B (95% CI)</td>
<td>0.013 (0.007 to 0.018)</td>
<td>0.007 (0.002 to 0.013)</td>
<td>0.055 (0.024 to 0.085)</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>.009</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time&lt;sup&gt;3&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B (95% CI)</td>
<td>-0.000 (–0.000, to –0.000)</td>
<td>-0.000 (–0.000 to –0.000)</td>
<td>-0.001 (–0.001 to –0.000)</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.001</td>
</tr>
<tr>
<td>Model fit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2LL</td>
<td>548.578</td>
<td>538.925</td>
<td>1395.580</td>
</tr>
<tr>
<td>Likelihood ratio (Model A), $\chi^2$ ($df=2$)</td>
<td>20.601</td>
<td>7.079</td>
<td>12.841</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>.03</td>
<td>.002</td>
</tr>
<tr>
<td>Likelihood ratio (Model B), $\chi^2$ ($df=1$)</td>
<td>19.059</td>
<td>6.460</td>
<td>11.370</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>.006</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Outcomes are log-transformed.
Figure 2. Change in depression scores during the program. The subscale indicates if outcomes were log-transformed (ln). Higher subscale numbers equate to greater symptoms. Time points shaded in grey indicate data collection periods during which participants were in strict lockdowns. DASS-21: Short Form Depression, Anxiety and Stress Scale.

Figure 3. Change in anxiety scores during the program. The subscale indicates if outcomes were log-transformed (ln). Higher subscale numbers equate to greater symptoms. Time points shaded in grey indicate data collection periods during which participants were in strict lockdowns. DASS-21: Short Form Depression, Anxiety and Stress Scale.
Protective Factors Against Poor Mental Health

Results from the repeated-measures correlation (Multimedia Appendix 2) showed that COVID-19–related distress, self-compassion, and social connectedness had the strongest within-person correlations with symptoms of depression. The results from the mediation model for depression are presented in Table 3, showing a significant negative indirect effect of time through COVID-19–related distress on depression. There were no significant indirect effects through self-compassion or social connectedness. When controlling for mediators, there was no direct effect of time on symptoms of depression, indicating that changes in symptoms of depression were mediated by changes in COVID-19–related distress.

Table 3. Results from the multilevel mediation model on depression.

<table>
<thead>
<tr>
<th>Effects</th>
<th>Path</th>
<th>B (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time through COVID-related distress</td>
<td>a1</td>
<td>−0.206 (−0.285 to −0.127)</td>
</tr>
<tr>
<td>COVID-related distress through depression</td>
<td>b1</td>
<td>6.228 (1.213 to 11.242)</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>b1×a1</td>
<td>−1.299 (−2.558 to −0.040)</td>
</tr>
<tr>
<td>Time through self-compassion</td>
<td>a2</td>
<td>4.297 (2.228 to 6.366)</td>
</tr>
<tr>
<td>Self-compassion through depression</td>
<td>b2</td>
<td>−0.304 (−0.590 to −0.018)</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>b2×a2</td>
<td>−1.284 (−2.579 to 0.011)</td>
</tr>
<tr>
<td>Time through social connectedness</td>
<td>a3</td>
<td>3.686 (0.755 to 6.617)</td>
</tr>
<tr>
<td>Social connectedness through depression</td>
<td>b3</td>
<td>0.001 (−0.200 to 0.202)</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>b3×a3</td>
<td>−0.022 (−0.761 to 0.717)</td>
</tr>
<tr>
<td>Time through depression</td>
<td>c</td>
<td>1.144 (−0.450 to 2.737)</td>
</tr>
</tbody>
</table>

Repeated-measures correlation showed that COVID-19–related distress, self-compassion, and sleep quality had the strongest within-person correlations with symptoms of anxiety. Results from the mediation analysis for anxiety (Table 4) showed that there was also a significant negative indirect effect of time through COVID-19–related distress. There were no significant indirect effects through self-compassion or sleep quality. When controlling for mediators, there was no direct effect of time on symptoms of anxiety, indicating that changes in symptoms of anxiety were mediated by changes in COVID-19–related distress.
Table 4. Results from the multilevel mediation model on anxiety.

<table>
<thead>
<tr>
<th>Effects</th>
<th>Path</th>
<th>B (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time through COVID-related distress</td>
<td>a1</td>
<td>−0.239 (−0.309 to −0.170)</td>
</tr>
<tr>
<td>COVID-related distress through anxiety</td>
<td>b1</td>
<td>7.659 (4.957 to 10.360)</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>b1×a1</td>
<td>−1.828 (−2.585 to −1.071)</td>
</tr>
<tr>
<td>Time through self-compassion</td>
<td>a2</td>
<td>4.718 (2.972 to 6.464)</td>
</tr>
<tr>
<td>Self-compassion through anxiety</td>
<td>b2</td>
<td>−0.103 (−0.210 to 0.004)</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>b2×a2</td>
<td>−0.480 (−1.005 to 0.044)</td>
</tr>
<tr>
<td>Time through sleep quality</td>
<td>a3</td>
<td>1.451 (0.741 to 2.162)</td>
</tr>
<tr>
<td>Sleep quality through anxiety</td>
<td>b3</td>
<td>−0.14 (−0.425 to 0.133)</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>b3×a3</td>
<td>−0.215 (−0.675 to 0.246)</td>
</tr>
<tr>
<td>Time through anxiety</td>
<td>c</td>
<td>0.27 (−0.523 to 1.067)</td>
</tr>
</tbody>
</table>

Repeated-measures correlation showed that COVID-19–related distress, self-compassion, and diet quality had the strongest within-person correlations with stress. Results for the mediation analysis for stress (Table 5) showed that there was a significant indirect effect of time through self-compassion. There were no significant indirect effects through COVID-19–related distress or diet quality. When controlling for mediators, there was no direct effect of time, indicating that changes in stress were mediated by changes in self-compassion.

Table 5. Results from the multilevel mediation model on stress.

<table>
<thead>
<tr>
<th>Effects</th>
<th>Path</th>
<th>B (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time through COVID-related distress</td>
<td>a1</td>
<td>−0.221 (−0.293 to −0.148)</td>
</tr>
<tr>
<td>COVID-related distress through stress</td>
<td>b1</td>
<td>5.189 (0.532 to 9.846)</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>b1×a1</td>
<td>−1.156 (−2.335 to 0.024)</td>
</tr>
<tr>
<td>Time through self-compassion</td>
<td>a2</td>
<td>3.822 (1.702 to 5.942)</td>
</tr>
<tr>
<td>Self-compassion through stress</td>
<td>b2</td>
<td>−0.438 (−0.641 to −0.234)</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>b2×a2</td>
<td>−1.662 (−2.745 to −0.580)</td>
</tr>
<tr>
<td>Time through diet quality</td>
<td>a3</td>
<td>0.831 (−0.075 to 1.738)</td>
</tr>
<tr>
<td>Diet quality through stress</td>
<td>b3</td>
<td>−0.341 (−0.907 to 0.225)</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>b3×a3</td>
<td>−0.260 (−0.780 to 0.261)</td>
</tr>
<tr>
<td>Time through stress</td>
<td>c</td>
<td>−0.500 (−2.154 to 1.154)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study examined the acceptability, outcomes, and potential mediators of daily, evidence-informed, online microinterventions to promote the mental health of staff of a tertiary education institution during the COVID-19 pandemic. Regarding program acceptability, results from weekly questionnaires showed that the vast majority of participants were satisfied with the program content, and believed that the content was helpful for their mental health and well-being. Additionally, qualitative interviews showed that participants had positive perceptions about the program’s structure and content, believed it supported their mental health and well-being, helped them implement positive behavioral change, and made them feel more socially connected and supported by the university. Results from the longitudinal analysis of mental health symptoms showed that participants had moderate-to-severe symptoms of depression, anxiety, and stress at baseline, and that symptoms declined over the first 7 weeks of the intervention. Additionally, although participants’ symptoms of depression, anxiety, and stress increased with the commencement of a second, stricter lockdown period, symptoms did not return to the levels reported at the beginning of the initial COVID-19 lockdown. This suggests that participation in the “VU Elevenses” program may have protected against worsening symptoms of depression, anxiety, and stress associated with mass lockdown, fears of an outbreak, and economic recession [33]. Additionally, results from the multilevel mediation analysis suggested that reductions in depression and anxiety were explained by reductions in COVID-19–related distress, and that participants who experienced greater increases in self-compassion over the study experienced greater reductions in symptoms of stress.

The moderate to severe symptoms of depression, anxiety, and stress reported by approximately 15%-25% of our participants at baseline are expected responses to the unknown and stressful circumstances of a health epidemic [2,34] and mandated self-isolation [35,36]. As stated by international mental health
experts, a rise in these symptoms was predicted to occur during the COVID-19 pandemic, as well as an increase in the prevalence of diagnosed depression and anxiety disorders, self-harm behaviors, and suicide [34]. Indeed, the mental health impacts of the COVID-19 pandemic are apparent, with reported increases in the experience of psychological distress, symptoms of depression and anxiety, and incidence of mental disorders [37-39], and highlight the need for effective mental health supports during this time of crisis.

Results from this study indicate that a brief daily online intervention may be an acceptable way to provide mental health support during a time of crisis. Staff experienced the VU Elevenses program as a positive program during the COVID-19 pandemic, and the vast majority of staff agreed that they found the content helpful for their mental health and well-being. Similarly, high levels of satisfaction have been reported in multiple other online interventions during the COVID-19 pandemic [40,41], indicating that it may be viable to deliver mental health interventions online. Additionally, many participants agreed that they felt more connected with their peers and the university due to the VU Elevenses program. It is promising that our program, delivered during the period of mandated self-isolation, increased the sense of connection with colleagues. An adverse consequence of COVID-19 restrictions is the impact of social isolation and loneliness on mental health and well-being [35,36]. This is likely a consequence of the intervention being delivered in a group setting and allowing participants to connect with their peers daily, which can increase perceptions of social support during social isolation [42]. Additionally, by delivering the intervention in groups, the program may have normalized any difficulties staff may have been experiencing during the lockdown.

The longitudinal changes in mental health reported are similar to those reported in previous studies. Several studies reported worse mental health status at the beginning of the COVID-19 pandemic compared to prepandemic levels; however, mental health improved during the early months of the pandemic [43-45]. This may be because the greatest burden of lockdowns occurs early, and people may be able to adapt to their new situation over time [46]. Other studies have also reported a nonlinear trajectory in mental health, with mental health problems reemerging after the initial improvement [44]. This is likely to follow increases in case numbers and reintroductions of local lockdown measures, contributing to worsening mental health [44]. Although previous online mental health interventions reported short-term improvements in mental health during the COVID-19 pandemic [47-49], the results from this study indicate that these improvements may not be sustained long-term, especially if local cases began to rise and stricter restrictions are reintroduced. Therefore, rapid-response health promotion interventions need to be adapted to changing participant needs throughout a crisis period to be able to provide the most appropriate supports when they are required the most.

Results from the mediation analysis indicated that preintervention to postintervention changes in depression and anxiety were explained by changes in COVID-19–related distress. This suggests that the program may have provided participants with the strategies and skills to adapt their behaviors and regulate their emotions to reduce the distress associated with the pandemic. By contrast, changes in stress were explained by changes in self-compassion over time. The Elevenses intervention used several strategies to improve self-compassion, including self-compassion meditation, resetting expectations, and simple mindfulness strategies (Table 1). Self-compassion may promote a healthier and more adaptive style of thinking and decrease rumination [50], which may explain why it was associated with changes with stress over time.

In line with recommendations to share information on managing stress, depression, and anxiety using telehealth [2] or digital responses [34], our program delivered psychological and lifestyle strategies and was regularly accessed by a group of VU staff. The weekly evaluation demonstrated a high level of program acceptability and indicated that participants who engaged in the program perceived real benefits to their mental health and well-being. The uncontrolled intervention was offered each workday, and there was no requirement to attend each day, providing flexibility for individual circumstances.

Strengths and Limitations
The content of our program was evidence-informed and was grounded in the six identified lifestyle intervention areas for well-being [11], including stress management, physical activity, nutrition, reducing substance use, sleep, and relationships. These influence coping, resilience, and mental health generally as well as in the context of stressful experiences [34]. The program’s content can be delivered in any workplace that has practitioners or clinicians on staff, can facilitate access to allied health professionals, or source and share appropriate existing online resources and clinical content. Despite the strength of having a flexible and responsive approach to content, aspects of the program that were based on general clinical content such as self-compassion, relaxation, and mindfulness practices could readily be reproduced. In addition, our findings demonstrate that it is possible to develop and deliver an acceptable program of online microinterventions in a timely manner, utilizing simple and accessible low-cost online meeting platforms, offered to an entire workplace at one time point. Until May 15, 2020, Australia’s federal government response was focused on managing health and financial needs rather than on the mental health implications of the COVID-19 crisis [2,51]. Our program was able to address this gap within our workplace, as it was developed and launched within 4 weeks from when staff were required to work remotely, and delivered wholly online to adhere to physical distancing and self-isolation requirements. This program allowed for the rapid collection of feedback from participants as well as timely sharing among the research team to adapt to anticipated changes in social regulations and restrictions. To the best of our knowledge, this is the first live, brief, weekday mental health promotion program in a workplace during a crisis.

Several limitations should be considered in the interpretation of these results. First, participants who opted into the program and the evaluation, including the semistructured interviews, may be subject to self-selection bias. Participants who value mental health promotion initiatives may be more likely to participate. Despite our intention for this program to be a
universal mental health promotion and prevention intervention, only 18% of invited staff participated in the program, indicating modest reach into the target population [52]. Indeed, we do not have data to determine if our sample represents the larger staff body. The gender disparity in participation in the research component (females: 80% research opt-in vs 60% overall VU staff) may reflect the well-documented gender differences in help-seeking behaviors related to mental health, or reflect the attitudinal or societal barriers reported by men in accessing mental health support [53]. This should be considered for future program marketing and content development. As this program was developed as a rapid mental health promotion response, we could not develop an exhaustive internal promotion and engagement strategy. Inviting staff to participate via a general announcement email list can be problematic as many staff may not read these emails in detail. Follow-up responses to the opt-in research component were lower than expected and it is possible that the length of the survey may have contributed to this low response rate. As an uncontrolled intervention without a comparison group, it is possible that the changes in psychological symptoms reflect natural adaptation to new routines and life circumstances over time. This is reflected in the results of the mediation models, which showed that changes in COVID-19–related distress explained changes in depression and anxiety from baseline to the study endpoint.

Conclusions
This study demonstrates the acceptability of a rapidly developed program of microinterventions, delivered in a timely manner utilizing a simple and accessible low-cost online meeting platform during a time of crisis when mental health is highly likely to deteriorate. Participation in the program may have protected against worsening symptoms of depression, anxiety, and stress associated with extended COVID-19 lockdown periods, and improved symptoms of stress by increasing self-compassion.
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